Title: PORTABLE ELECTRONIC DEVICE WITH MULTI-TOUCH INPUT

Abstract: A portable communication device with multi-touch input detects one or more multi-touch contacts and motions and performs one or more operations on an object based on the one or more multi-touch contacts and/or motions. The object has a resolution that is less than a pre-determined threshold when the operation is performed on the object, and the object has a resolution that is greater than the pre-determined threshold at other times.
PORTABLE ELECTRONIC DEVICE WITH MULTI-TOUCH INPUT

TECHNICAL FIELD

[0001] The disclosed embodiments relate to user interfaces that employ multi-touch-sensitive displays.

BACKGROUND

[0002] As portable devices become more compact, and the amount of information to be processed and stored increases, it has become a significant challenge to design a user interface that allows users to easily interact with the device. This is unfortunate because the user interface is the gateway through which users receive not only content but also responses to user actions or behaviors, including user attempts to access a device’s features or tools. Some portable electronic devices (e.g., mobile phones) have resorted to adding more pushbuttons, overloading the functions of pushbuttons, or using complex menu systems to allow a user to access, store and manipulate data. These conventional interfaces often result in complex key sequences and menu hierarchies that must be memorized by the user. Indeed, some key sequences are so complex as to require two hands to complete.

[0003] Accordingly, there is a need for simpler, more intuitive user interfaces for portable devices that will enable a user to access, store and manipulate graphical objects and data without memorizing key sequences or menu hierarchies.

SUMMARY OF EMBODIMENTS

[0004] The above deficiencies and other problems associated with user interfaces for portable devices are reduced or eliminated by the disclosed portable electronic device that uses multi-touch input to detect one or more contacts and/or motions. The device performs one or more operations on a graphical object based on the one or more user contacts and/or motions.

[0005] In some embodiments, a method of detecting multi-touch input in a portable electronic device includes: displaying an object on a display surface of a portable electronic device; detecting multi-touch input associated with the object; determining, based on the multi-touch input, an operation to be performed on the object; and performing the operation on the object. The object may have a resolution that is less than a pre-determined threshold
when the operation is performed on the object, and the object may have a resolution that is greater than the pre-determined threshold at other times.

[0006] In some embodiments, a portable electronic device includes a multi-touch-sensitive display and one or more processors coupled to the multi-touch-sensitive display to detect motion of two or more fingers of a user in contact with the multi-touch-sensitive display. The detected motion is used to determine an operation to be performed on an object presented or displayed on the multi-touch-sensitive display. The device then performs the operation on the object. The object may have a resolution that is less than a pre-determined threshold when the operation is performed on the object, and the object may have a resolution that is greater than the pre-determined threshold at other times.

[0007] In some embodiments, a portable electronic device includes a multi-touch-sensitive display. A detector is coupled to the multi-touch-sensitive display and adapted to detect motion of two or more fingers of a user in contact with the multi-touch-sensitive display. One or more processors coupled to the detector are configurable for determining an operation to be performed on an object presented on the multi-touch-sensitive display based on the detected motion and for performing the operation on the object. The object may have a resolution that is less than a pre-determined threshold when the operation is performed on the object, and the object may have a resolution that is greater than the pre-determined threshold at other times.

[0008] In some embodiments, a method of adjusting a parameter using a multi-touch-sensitive display includes: detecting one or more contacts on a display surface of a multi-touch-sensitive display device; displaying at least one graphical object at a contact location; detecting motion associated with the one or more contacts; adjusting at least one parameter of the object based on the motion; and detecting at least one lost contact. In response to detection of a lost contact a current value of the parameter is saved and a timer is started. In response to the timer exceeding a threshold before contact is reestablished, the graphical object is removed from the display surface. In response to contact being reestablished before the timer exceeds the threshold, the display of the graphical object is maintained on the display surface. Motion of the one or more contacts is again detected and the parameter is adjusted based on the detected motion.

[0009] In some embodiments, a method of displaying a Web page on a portable electronic device includes: receiving a Web page; automatically scaling the Web page to display the entire Web page in a display window; receiving a first touch input; activating the Web page and at least some fields or links in the Web page in response to the first touch
input: receiving a second touch input; and performing an operation on the Web page in
response to the second touch input. The Web page may have a resolution that is less than a
pre-determined threshold when the operation is performed on the Web page, and the Web
page may have a resolution that is greater than the pre-determined threshold at other times.

[0010] In some embodiments, a method of adjusting a parameter using a multi-touch-
sensitive display includes: detecting one or more first contacts on a display surface of a multi-
touch-sensitive display device; detecting a first motion that corresponds to a gesture and is
associated with the one or more first contacts; adjusting at least one parameter in accordance
with the first motion; detecting a breaking of the one or more first contacts; detecting one or
more second contacts on a display surface; detecting a second motion associated with the one
or more second contacts, wherein the second motion corresponds to the gesture; and adjusting
the at least one parameter in accordance with the second motion.

[0011] In some embodiments, a method includes: displaying a graphical object (e.g.,
a Web page) in a touch screen display of a portable electronic device, wherein down sampled
data is used to display the object; detecting multi-touch input associated with the object;
determining, based on the multi-touch input, an operation to be performed on the object;
performing the operation on the object; displaying changes to the object caused by the
operation in real time using the down sampled data; and displaying the object with resampled
data after the operation.

[0012] The aforementioned methods may be performed by a portable electronic
device having a touch-sensitive display with a graphical user interface (GUI), one or more
processors, memory and one or more modules, programs or sets of instructions stored in the
memory for performing these methods. In some embodiments, the portable electronic device
provides a plurality of functions, including wireless communication.

[0013] Instructions for performing the aforementioned methods may be included in a
computer program product configured for execution by one or more processors.

**BRIEF DESCRIPTION OF THE DRAWINGS**

[0014] For a better understanding of the aforementioned embodiments of the
invention as well as additional embodiments thereof, reference should be made to the
Description of Embodiments below, in conjunction with the following drawings in which like
reference numerals refer to corresponding parts throughout the figures.

[0015] Figure 1 is an illustration of one embodiment of a portable electronic device
responsive to multi-touch input.
[0016] Figure 2 is a flow diagram of one embodiment of a contact/motion detection process flow for the portable electronic device shown in Figure 1.

[0017] Figure 3 is an illustration of one embodiment of a portable electronic device responsive to multi-touch input for parameter adjustment.

[0018] Figure 4A is a flow diagram of one embodiment of a parameter adjustment process flow.

[0019] Figure 4B is a flow diagram of one embodiment of a parameter adjustment process flow.

[0020] Figure 5 is an illustration of one embodiment of a portable electronic device with a Web browser.

[0021] Figure 6A illustrates one embodiment of a zooming operation using the Web browser shown in Figure 5.

[0022] Figure 6B illustrates one embodiment of a virtual keyboard activated in the Web browser.

[0023] Figure 7 is a flow diagram of one embodiment of a Web browser process flow.

[0024] Figure 8 is a block diagram of one embodiment of portable electronic device architecture.

[0025] Figure 9 is a block diagram of one embodiment of multi-touch-sensitive display system architecture.

DESCRIPTION OF EMBODIMENTS

[0026] Reference will now be made in detail to embodiments, examples of which are illustrated in the accompanying drawings. In the following detailed description, numerous specific details are set forth in order to provide a thorough understanding of the present invention. However, it will be apparent to one of ordinary skill in the art that the present invention may be practiced without these specific details. In other instances, well-known methods, procedures, components, and circuits have not been described in detail so as not to unnecessarily obscure aspects of the embodiments.

[0027] Attention is first directed towards embodiments of portable devices, including portable communications devices, that have user interfaces that use multi-touch input to detect one or more contacts and/or motions. Such devices perform one or more operations on a graphical object based on the one or more user contacts and/or motions.

Overview of Multi-Touch Input Operations
[0028] Figure 1 is an illustration of one embodiment of a portable electronic device 100 responsive to multi-touch input. The device 100 includes a multi-touch-sensitive display with a graphical user interface (GUI) 102. The display surface is transparent to allow various graphical objects to be displayed to the user (e.g., Web pages). In some embodiments, the GUI 102 can be divided into multiple sections or windows. For example, the GUI 102 can include a tray 106 for holding graphical objects representing frequently used functions (e.g., email, address books, browser, music, etc.). The GUI 102 can also include a window 104 for manipulating graphical objects, displaying and operating on Web pages, reading messages, text or data, and entering information. Various displays can be presented and changed in the GUI 102 by pressing a menu button. In mobile phone embodiments, dedicated graphical objects can be presented in the GUI 102 representing traditional voice and data service operations (e.g., hold, clear, etc.).

[0029] A user can manipulate one or more graphical objects 112 in the GUI 102 using various single or multi-finger gestures. As used herein, a gesture is a motion of the object/appendage making contact with the touch screen display surface. One or more fingers can be used to perform two-dimensional or three-dimensional operations on one or more graphical objects 112 presented in GUI 102, including but not limited to magnifying, zooming, expanding, minimizing, resizing, rotating, sliding, opening, closing, focusing, flipping, reordering, activating, deactivating and any other operation that can be performed on a graphical object. In some embodiments, the gestures initiate operations that are related to the gesture in an intuitive manner. For example, a user can place an index finger 108 and thumb 110 (not drawn to scale in the figure) on the sides, edges or corners of the graphical object 112 and perform a pinching or anti-pinching gesture by moving the index finger 108 and thumb 110 together or apart, respectively. The operation initiated by such a gesture results in the dimensions of the graphical object 112 changing. In some embodiments, a pinching gesture will cause the size of the graphical object 112 to decrease in the dimension being pinched. In some embodiments, a pinching gesture will cause the size of the graphical object 112 to decrease proportionally in all dimensions. In some embodiments, an anti-pinching or de-pinching movement will cause the size of the graphical object 112 to increase in the dimension being anti-pinched. In Figure 1, the user's index finger 108 and thumb 110 are used to anti-pinch or expand the sides of a square graphical object 112, resulting in an increase in the x-dimension of the object 112, as indicated by the dashed lines 114 and 116. In other embodiments, an anti-pinching or de-pinching movement will cause the size of a
graphical object to increase in all dimensions (e.g., enlarging proportionally in the x and y dimensions).

[0030] In some embodiments, the graphical object 112 is displayed with a resolution that is greater than a pre-determined resolution (e.g., one half or one quarter of the touch screen resolution). When the presentation of the graphical object 112 is being modified in accordance with the operation, the graphical object 112 may be displayed with a resolution that is less than the pre-determined threshold. On a portable device with limited processing speed, displaying at a lower resolution during the operation permits changes to the object to be seen with little or no perceptible lag time, thereby making the user interface more responsive to user input.

[0031] It should be apparent, that any number and/or combination of fingers can be used to manipulate a graphical object, and the disclosed embodiment is not limited to any particular number or combination. For example, in some embodiments the user can magnify an object by placing multiple fingers in contact with the display surface 102 and spreading the fingers outward in all directions. In other embodiments, a user can expand or minimize an object by grabbing the corners, sides or edges of the object and performing a de-pinning or pinching action. In some embodiments, the user can focus on or magnify a particular object or a portion of an object by tapping one or more fingers on the display surface 102.

[0032] In some embodiments, a contact occurs when the user makes direct contact with the graphical object to be manipulated. In other embodiments, a contact occurs when the user makes contact in the proximity of the graphical object to be manipulated. The latter technique is similar to "hot spots" used with Web pages and other computer user interfaces.

Contact/Motion Detection Process Flow

[0033] Figure 2 is a flow diagram of one embodiment of a contact/motion detection process flow 200 for the portable electronic device 100 shown in Figure 1. While the contact/motion detection process flow 200 described below includes a number of operations that appear to occur in a specific order, it should be apparent that these processes can include more or fewer operations, which can be executed serially or in parallel (e.g., using parallel processors or a multi-threading environment).

[0034] The process flow 200 begins by detecting a contact with the display surface 102 (202). Once a contact is detected the number of contacts (i.e., the number of fingers in contact with the display surface) is determined (204). If motion is detected (206) then one or more operations are selected based on the number of contacts and the type of motion (210),
such as a rotating, twisting, sliding, or pinching gesture. The selected operation is then performed on the associated graphical object (212). The operation can be selected based on any combination or sequence of motions and contacts, including but not limited to rotating or twisting fingers, sliding fingers, quick repetitive contacts with the display surface, pinching, anti-pinching gestures, etc. on or near the graphical object. If motion is not detected (206) then an operation is selected based on the number of contacts only (208) and performed on the associated graphical object (step 212).

Parameter Adjustment

[0035] Figure 3 is an illustration of one embodiment of a portable communication device 100 responsive to multi-touch input for parameter adjustment. This embodiment is useful for controlling one or more parameters in an application, such as a volume control for a media player or mobile phone. In some embodiments, a graphical object 300 appears in response to one or more contacts with the display surface 102. The graphical object 300 could be a knob, a switch, one or more pushbuttons or any other recognizable control typically used with electronic or computer devices. In some embodiments, a user can place one or more fingers (e.g., index finger 108 and thumb 110) at one or more locations on or near the graphical object 300 and make a gesture to adjust the parameter being controlled. For example, if the graphical object 300 is a knob then the user can place one or more fingers along the circumference of the knob and make a rotating or twisting motion in a clockwise or counterclockwise direction to adjust the parameter.

[0036] In media player applications, when a user makes a particular type of contact (e.g., three or four finger contact) a graphical object 300 appears on the display surface 102 at or near the point of contact. The user can then adjust a parameter (e.g., volume, radio tuner, equalization) of a song or other audio source by making a twisting motion. In some embodiments, the graphical object 300 is animated so that the object appears to turn in sync with the twisting motion made by the user. In other embodiments, one or more additional graphics 302 (e.g., a bar graph, etc.) or text can be added to the display surface 102 so that the user can determine the value of the parameter being adjusted.

[0037] In some embodiments, the user can adjust a parameter by increasing or decreasing the amount of pressure applied at the contact location. For example, in media player applications, when a user makes contact with the display surface 102 a graphical object 300 of a radio interface can be displayed. The radio interface may include a seek button for changing radio stations. The user can then change radio stations by pressing the
seek button. The seek speed can be adjusted based on the amount of pressure applied by the user on the seek button or a time duration of contact with the seek button.

*Parameter Adjustment Process Flow*

[0038] Figure 4A is a flow diagram of one embodiment of a parameter adjustment process flow 400. While the parameter adjustment process flow 400 described below includes a number of operations that appear to occur in a specific order, it should be apparent that these processes can include more or fewer steps or operations, which can be executed serially or in parallel (e.g., using parallel processors or a multi-threading environment).

[0039] When adjusting a parameter (such as the volume control knob described with respect to Figure 3) there may be a scenario where the user loses contact with the display surface 102. For example, in a combination media player/mobile phone device, the user may receive a call while adjusting the volume of a song. After the user is finished with the call, he or she would like to continue with adjusting the volume. Rather than removing the graphical object 300 (Figure 3) from the display surface 102 (Figure 3), the graphical object 300 (Figure 3) can be left on the display surface 102 (Figure 3) in its current state for a predetermined period of time. The amount of time can be set by the user as an option in a preference pane or window accessible from a menu system.

[0040] In some embodiments, the above functionality can be realized with the parameter adjustment process flow 400. The process flow 400 begins by detecting N contacts on the display surface (402). When N contacts are detected one or more graphical objects are presented on the display surface at or near the point of contact (404). The user is then allowed to adjust the parameter by making a gesture at or near the point of contact. If motion is detected (406) then the parameter is adjusted based on the motion (408). The graphical object can be animated to simulate the motion and to indicate to the user that the parameter is being adjusted. If one or more of the N contacts is lost (410) then the current value or state of the parameter is saved and a timer is started (412). If the timer exceeds a threshold time before contact is reestablished (414) then the graphical object is removed from the display surface and the current value of the parameter is saved. If contact is reestablished before the timer exceeds the threshold time then the graphical object remains on the display surface, allowing the user to continue adjusting the parameter from its last value computed during operation 408.

[0041] Figure 4B is a flow diagram of one embodiment of a parameter adjustment process flow 450. While the parameter adjustment process flow 450 described below
includes a number of operations that appear to occur in a specific order, it should be apparent that these processes can include more or fewer steps or operations, which can be executed serially or in parallel (e.g., using parallel processors or a multi-threading environment).

[0042] When adjusting a parameter (such as a magnification or an orientation of a displayed graphical object) there may be a scenario where the user intentionally loses contact with the display surface 102. For example, the user may wish to adjust the parameter by making a multi-touch gesture two or more times. The gesture may include repetitive motions, such as rotation (corresponding, for example, to turning a knob) or de-pinning (where the user makes contact with his or her fingers close together and then moves them apart). For example, the user may make contact, perform the gesture, break contact, make contact again, and perform the gesture again. Such a sequence may be repeated multiple times. The adjustment of the displayed graphical object may be in accordance with the gesture. In some embodiments, operations corresponding to such repeated gestures may be applied or used to modify the displayed graphical object if an elapsed time between breaking contact and making contact again is less than a pre-determined value or time interval.

[0043] In some embodiments, the above functionality can be realized with the parameter adjustment process flow 450. The process flow 450 begins by detecting N contacts on the display surface (402). The user adjusts a parameter associated with a graphical object by making a gesture at or near the graphical object. If motion is detected (406) then the parameter is adjusted based on the motion (408). The graphical object can be animated to simulate the motion and to indicate to the user that the parameter is being adjusted. If one or more of the N contacts is lost (410) and a timer exceeds a threshold time before contact is reestablished (414), the parameter for the graphical object may remain unchanged, even if additional N contacts are detected. If one or more of the N contacts is lost (410) and the timer is less than a threshold time before contact is reestablished (414), the parameter may be adjusted based on subsequent detected motion (408). In other embodiments, the timer operation (414) may be removed from the parameter adjustment process flow 450.

[0044] In some embodiments, the use of the timer may allow modification of the parameter for the graphical object without requiring undue precision in the N contacts. For example, if multiple gestures are used to change the parameter it may be difficult for the user to align the N contacts during the multiple instances. By using the timer, it may be understood that N contacts that areproximate to N previous contacts within the threshold
time correspond to a same respective graphical object. A subsequent gesture, therefore, may be used to modify the parameter for the respective graphical object.

[0045] In some embodiments, variation of the parameter may be a non-linear function of a displacement of the N contacts during the gesture. For example, the magnification and/or orientation change may be an exponential function of the rotation and/or de-pinching gesture. This may allow the user to modify the graphical object without making multiple gestures or by using fewer gestures than would otherwise be needed with a linear variation of the parameter as a function of the displacement of the N contacts during the gesture.

Web Browsing Embodiment

[0046] Figure 5 is an illustration of one embodiment of a portable electronic device 100 with a Web browser. In some embodiments, a scaled down version of an entire Web page 500 is displayed on the display surface 102. This enables the user to see the entire content of the Web page. A user can zoom in on a portion of the Web page 502 using one or more finger gestures or taps. In some embodiments, a user can zoom in on a portion of the Web page 500 by tapping on a portion of the Web page 500 or by making a de-pinching gesture near or on the portion to be zoomed. In some embodiments, a user can zoom out from a portion of the Web page 500 by selecting a zoom out button or other mechanism 504 presented on the display surface 102, or by performing a different gesture or sequence of taps (e.g., pinching to zoom out). In some embodiments, a predefined Web page gesture can be used to activate the Web page 500, such as a single or double tap. When the Web page 500 becomes active, any links, text entry fields, pull-down menus, checkboxes, or the like included in the Web page 500 will become active. In some embodiments, if a Web page 500 is designated "read-only" then it can be displayed and zoomed but not interacted with by a user (e.g., links in the page cannot be clicked on or otherwise activated).

[0047] In some embodiments, the Web page 500 is displayed with a resolution that is greater than a pre-determined resolution (e.g., one half or one quarter of the touch screen resolution). When the presentation of the Web page 500 is being modified in accordance with an operation, such as zooming in, the Web page 500 may be displayed with a resolution that is less than the pre-determined threshold.

[0048] In some embodiments, the Web page 500 is displayed while zooming in or magnifying using previously down sampled data for the Web page 500 (i.e., using data for the Web page (or, more generally, object) that was down sampled prior to zooming in or magnifying the object). Thus, the displayed image may become pixelated during the zoom in.
The Web page 500 may be re-rendered at a higher resolution corresponding to a final magnification after the zoom in. In some embodiments, the resolution of the Web page 500 may be down sampled when zooming out or de-magnifying. The zooming operation may be a non-linear function of the gesture(s) and/or the tap(s). For example, the change in magnification may be a nonlinear function of a displacement(s) or a range of motion(s) corresponding to the gesture(s) and/or the tap(s).

[0049] Figure 6A illustrates one embodiment of a zooming operation using the Web browser shown in Figure 5. While in zoom mode, a user can navigate across the Web page 500 in multiple directions using multi-touch input. In Figure 6A, the user has zoomed in on a portion 502 of the Web page 500 and can change the portion of the Web page displayed in window 104 by sliding a finger (not drawn to scale in Figure 6A) along the display surface 102 in the desired direction. For example, if the user slides a finger in window 104 towards the top of the device 100 then the Web page 500 will move in that direction, revealing lower portions of the Web page 500 previously out of view (not previously displayed in window 104). In some embodiments, the speed at which the Web page 500 moves through the window 104 can be determined by the speed or frequency of the gesture. For example, a walking finger gesture can cause the Web page 500 to move in accordance with the speed at which the user walks her fingers along the display surface 102. In some embodiments, a user can activate a link 600 or “hot spot” by tapping on it one or more times with one or more fingers. In other embodiments, the user can activate a virtual keyboard or other input device by tapping on the display surface 102, as described with respect to Figure 6B.

[0050] Figure 6B illustrates one embodiment of a virtual keyboard 602 activated in the Web browser. In response to user touch input (e.g., a tap) a virtual keyboard is displayed in window 104 of display surface 102. In some embodiments, the keyboard 602 is a graphical object that can be resized, minimized, restored up or down or moved around the display surface 102 with one or more fingers. The keyboard 602 can be used to input data into dialogue boxes or other text input fields typically found on Web pages. As the user types the soft keys, the typed input is displayed to the user for verification and editing purposes. In some embodiments, each soft key will change in appearance to indicate when it has become active. For example, the key may expand, change color, vibrate or become highlighted when the user’s finger is proximate to the key location. In some embodiments, once a key is activated the other keys become locked to prevent inadvertent input. This feature provides the user with a visual clue when a key has been selected, thus reducing input error due to inadvertently pressing a neighboring key. The user can remove the virtual keyboard 602
from the display surface by tapping on the display surface (e.g., tapping twice) or by pressing a virtual close mechanism (e.g., virtual close button).

*Web Browser Process Flow*

[0051] Figure 7 is a flow diagram of one embodiment of a Web browser process flow 700 for the Web browser described with respect to Figures 6A and 6B. While the contact/motion detection process flow 700 described below includes a number of operations that appear to occur in a specific order, it should be apparent that these processes can include more or fewer operations, which can be executed serially or in parallel (e.g., using parallel processors or a multi-threading environment). In response to multi-touch input the device receives a Web page from a server (702). The Web page is then scaled to fit within the display (e.g., within window 104) (704). The device 100 waits for user input, such as a de-pinning gesture to indicate the user's intent to zoom in on a portion of the Web page (706). A browser operation is determined based on the received input (708) and the device 100 performs the browser operation (710).

*Portable Electronic Device Architecture*

[0052] Figure 8 is a block diagram of one embodiment of a portable electronic device architecture. A portable electronic device 800 generally includes one or more computer-readable mediums 802, a processing system 804, an Input/Output (I/O) subsystem 806, radio frequency (RF) circuitry 808 and audio circuitry 810. These components may be coupled by one or more communication buses or signal lines 803. The device 800 can be any portable electronic device, including but not limited to a handheld computer, a tablet computer, a mobile phone, a media player, personal digital assistant (PDA) and the like, including a combination of two or more of these items.

[0053] It should be apparent that the architecture shown in Figure 8 is only one example of an architecture for the portable electronic device 800, and that the device 800 could have more or fewer components than shown, or a different configuration of components. The various components shown in Figure 8 can be implemented in hardware, software or a combination of both hardware and software, including one or more signal processing and/or application specific integrated circuits. The RF circuitry 808 is used to send and receive information over a wireless link or network to one or more other devices and includes well-known circuitry for performing this function, including but not limited to an antenna system, an RF transceiver, one or more amplifiers, a tuner, one or more oscillators, a
digital signal processor, a CODEC chipset, memory, etc. In some embodiments, the RF circuitry 808 is capable of establishing and maintaining communications with other devices using one or more communications protocols, including but not limited to time division multiple access (TDMA), code division multiple access (CDMA), global system for mobile communications (GSM), Enhanced Data GSM Environment (EDGE), wideband code division multiple access (W-CDMA), Wi-Fi (such as IEEE 802.11a, IEEE 802.11b, IEEE 802.11g and/or IEEE 802.11n), Bluetooth, Wi-MAX, voice over Internet Protocol (VoIP), a protocol for email, instant messaging, and/or a short message service (SMS), or any other suitable communication protocol, including communication protocols not yet developed as of the filing date of this document.

[0054] The RF circuitry 808 and the audio circuitry 810 are coupled to the processing system 804 via the peripherals interface 816. The interface 816 includes various known components for establishing and maintaining communication between peripherals and the processing system 804. The audio circuitry 810 is coupled to an audio speaker 840 and a microphone 842 and includes known circuitry for processing voice signals received from interface 816 to enable a user to communicate in real-time with other users. In some embodiments, the audio circuitry 810 includes a headphone jack (not shown). Voice and data information received by the RF circuitry 808 and the audio circuitry 810 (e.g., in speech recognition or voice command applications) is sent to one or more processors 818 via the interface 816. The one or more processors 818 are configurable to process various data formats for one or more applications 830.

[0055] Note that the term "data" includes but is not limited to text, graphics, Web pages, JAVA applets, emails, instant messages, voice, digital images or video, widgets, MP3s, etc., which can be used by one or more applications 830 stored on medium 802 (e.g., Web browser, email, etc.). In some embodiments, the device 800 is capable of uploading and downloading various data from the Internet over a wireless network or an external port 836, such as files, songs, digital images, videos, emails, widgets, instant messages and the like.

[0056] The peripherals interface 816 couples the input and output peripherals of the device to the processor 818 and the computer-readable medium 802. The one or more processors 818 communicate with the one or more computer-readable mediums 802 via a controller 820. The computer-readable medium 802 can be any device or medium that can store code and/or data for use by the one or more processors 818. The medium 802 can include a memory hierarchy, including but not limited to cache, main memory and secondary memory. The memory hierarchy can be implemented using any combination of RAM (e.g.,
SRAM, DRAM, DDRAM), ROM, FLASH, magnetic and/or optical storage devices, such as disk drives, magnetic tape, CDs (compact disks) and DVDs (digital video discs). The medium 802 may also include a transmission medium for carrying information-bearing signals indicative of computer instructions or data (with or without a carrier wave upon which the signals are modulated). For example, the transmission medium may include a communications network, including but not limited to the Internet (also referred to as the World Wide Web), intranet(s), Local Area Networks (LANs), Wide Local Area Networks (WLANs), Storage Area Networks (SANs), Metropolitan Area Networks (MAN) and the like.

The one or more processors 818 run various software components stored in the medium 802 to perform various functions for the device 800. In some embodiments, the software components include an operating system 822, a communication module (or set of instructions) 824, a contact/motion module (or set of instructions) 826, a graphics module (or set of instructions) 828, one or more applications (or set of instructions) 830, a timer module (or set of instructions) 832 and a Web browser module (or set of instructions) 834.

The operating system 822 (e.g., Darwin, RTXC, LINUX, UNIX, OS X, WINDOWS, or an embedded operating system such as VxWorks) includes various procedures, sets of instructions, software components and/or drivers for controlling and managing general system tasks (e.g., memory management, storage device control, power management, etc.) and facilitates communication between various hardware and software components.

The communication module 824 facilitates communication with other devices over one or more external ports 836 and includes various software components for handling data received the RF circuitry 808 and/or the external port 836. The external port 836 (e.g., USB, FireWire™, etc.) is adapted for coupling directly to other devices or indirectly over a network (e.g., the Internet, wireless LAN, etc.).

The graphics module 828 includes various known software components for rendering, animating and displaying graphical objects on a display surface of the multi-touch-sensitive display system 812. Note that the term "graphical object" includes any object that can be displayed to a user, including without limitation text, web pages, icons, digital images, animations and the like.

The one or more applications 830 can include any applications installed on the device 800, including without limitation, a browser, address book, contact list, email, instant messaging, word processing, keyboard emulation, widgets, JAVA-enabled applications,
encryption, digital rights management, voice recognition, voice replication, location
determination capability (such as that provided by the global positioning system (GPS)), a
music player (which plays back recorded music stored in one or more files, such as MP3 or
AAC files), etc.

[0062] In some embodiments, the device 800 may include the functionality of an
MP3 player such as an iPod (trademark of Apple Computer, Inc.). The device 800 may,
therefore, include a 36-pin connector that is compatible with the iPod. In some embodiments,
the device 800 may include one or more optional optical sensors (not shown), such as CMOS
or CCD image sensors, for use with imaging applications.

[0063] The contact/motion module 826 includes various software components for
performing various tasks associated with the multi-touch-sensitive display system 812, as
previously described with respect to the embodiments in Figures 1-7.

[0064] The timer 832 is a software timer used with the parameter adjustment process
flow 400, as described with respect to the embodiment 400 (Figure 4A) and the embodiment
450 (Figure 4B). The timer 832 can also be implemented in hardware.

[0065] The I/O subsystem 806 is coupled to the multi-touch-sensitive display system
812 and one or more other physical control devices 814 (e.g., pushbuttons, switches, dials,
LEDs, etc.) for controlling or performing various functions, such as power control, speaker
volume control, ring tone loudness, keyboard input, scrolling, hold, menu, screen lock,
clearing and ending communications and the like. The multi-touch-sensitive display 812
communicates with the processing system 804 via the multi-touch sensitive screen controller
852 which includes various components for processing user input (e.g., scanning hardware).
An example of multi-touch display system architecture is described below with respect to
Figure 9. The one or more other input controllers 854 receives/sends electrical signals
from/to the other input or control devices 814. The other input/control devices 814 may
include physical buttons (e.g., push buttons, rocker buttons, etc.), dials, slider switches,
sticks, and so forth.

[0066] The multi touch-sensitive display 812 displays visual output to the user. The
visual output may include text, graphics, video, and any combination thereof. Some or all of
the visual output may correspond to user-interface objects. The multi touch-sensitive display
812 may also accept input from the user based on haptic and/or tactile contact. The multi
touch-sensitive display 812 forms a touch-sensitive surface that accepts user input. The multi
touch-sensitive display 812 and the multi-touch screen controller 852 (along with any
associated modules and/or sets of instructions in the medium 802) detects contact (and any
movement or release of the contact) on the multi touch-sensitive display 812 and converts the
detected contact into interaction with user-interface objects, such as one or more soft keys,
that are displayed on the touch screen when the contact occurs. In an exemplary
embodiment, a point of contact between the multi touch-sensitive display 812 and the user
corresponds to one or more digits of the user. The multi touch-sensitive display 812 may use
LCD (liquid crystal display) technology, or LPD (light emitting polymer display) technology,
although other display technologies may be used in other embodiments. The multi touch-
sensitive display 812 and multi-touch screen controller 820 may detect contact and any
movement or release thereof using any of a plurality of touch sensitivity technologies,
including but not limited to capacitive, resistive, infrared, and surface acoustic wave
technologies, as well as other proximity sensor arrays or other elements for determining one
or more points of contact with the multi touch-sensitive display 812.

[0067] The touch-sensitive display may be analogous to the multi-touch sensitive
tables described in the following U.S. Patents: 6,323,846 (Westerman et al.), 6,570,557
(Westerman et al.), and/or 6,677,932 (Westerman), and/or U.S. Patent Publication
2002/0015024A1, each of which is hereby incorporated by reference. However, the touch-
sensitive display displays visual output from the portable device, whereas touch sensitive
tables do not provide visual output. The multi touch-sensitive display 812 may have a
resolution in excess of 100 dpi. In an exemplary embodiment, the touch screen 126 may have
a resolution of approximately 168 dpi. The user may make contact with the multi touch-
sensitive display 812 using any suitable object or appendage, such as a stylus, pen, finger,
and so forth.

[0068] In some embodiments, in addition to the touch screen, the device 800 may
include a touchpad (not shown) for activating or deactivating particular functions. In some
embodiments, the touchpad is a touch-sensitive area of the device that, unlike the touch
screen, does not display visual output. The touchpad may be a touch-sensitive surface that is
separate from the multi touch-sensitive display 812 or an extension of the touch-sensitive
surface formed by the multi touch-sensitive display 812.

[0069] The device 800 also includes a power system 838 for powering the various
hardware components. The power system 838 can include a power management system, one
or more power sources (e.g., battery, alternating current (AC)), a recharging system, a power
failure detection circuit, a power converter or inverter, a power status indicator (e.g., a light
emitting diode (LED)) and any other components typically associated with the generation,
management and distribution of power in portable devices.
In some embodiments, the peripherals interface 816, the one or more processors 818, and the memory controller 820 may be implemented on a single chip, such as the processing system 804. In some other embodiments, they may be implemented on separate chips.

**Multi-Touch Display System Architecture Overview**

Figure 9 is a block diagram of one embodiment of multi-touch-sensitive display system architecture 812. The display system 812 generally includes scanning hardware 902, a calibration and proximity image formation module 904, a contact tracking and identification module 906, a finger synchronization detector module 908, a finger motion component extractor module 910 and a chord motion recognizer 912. Note that the display system 812 could have more or fewer components or a different configuration of components based on design choice.

Sensors embedded in the display surface of the display system 812 detect proximity of fingertips, thumbs and other conductive touch devices to the display surface. In some embodiments, the display surface is sized to provide room for finger gestures when embedded in a portable electronic device 800. The electronic scanning hardware 902 controls and reads from each proximity sensor of a sensor array under the display surface of the display system 812. The calibration module 904 constructs a raw proximity image from a complete scan of the sensor array and subtracts off any background sensor offsets. The background sensor offsets can simply be a proximity image taken when nothing is touching the display surface. The offset-corrected proximity image is then passed on to the contact tracking and identification module 906, which segments the image into distinguishable finger-surface contacts, tracks and identifies them as they move through successive images. The paths of identified contacts are passed on to the finger synchronization detection module 908 and a motion component extraction module 910, which contain software algorithms to distinguish finger configurations and respond to detected finger motions.

The finger synchronization detector 908 checks the finger activity within a hand for simultaneous presses or releases of a subset of fingers. When such simultaneous activity is detected it passes on the combination of finger identities in the synchronous subset to the chord motion recognizer 912.

The finger motion component extraction module 910 computes multiple degrees of freedom of control from individual finger motions during easily performable hand
manipulations on the display surface, such as hand translations, hand rotation about the wrist, hand scaling by grasping with the fingers, and differential hand tilting.

[0075] The chord motion recognizer 912 produces chord tap or motion events dependent upon both the synchronized finger subset identified by the synchronization detector 908 and on the direction and speed of motion extracted by the finger motion component extractor module 910. These events are then posted to the multi-touch sensitive screen controller 852.

[0076] In some embodiments, the controller 852 is a communication interface that keeps events received from the chord motion recognizer 912 in a temporally ordered queue and dispatches them to the processing system 804. The method of communication between the controller/interface 852 and the processing system 804 can vary widely depending on the function and processing power of the processing system 804. In some embodiments, the modules 906, 908, 910 and 912 are implemented in software and run one or more processors 818 within the processing system 804. In such an embodiment, the display system 812 would include hardware to scan the proximity sensor array (module 902), form proximity images (module 904), and compress and send them to the processor 804 via the controller/interface 852. The interface 832 conveys results of the proximity image recognition process as input to applications 830 residing on the portable electronic device 800.

[0077] The foregoing descriptions of specific embodiments of the present invention are presented for purposes of illustration and description. They are not intended to be exhaustive or to limit the invention to the precise forms disclosed. Rather, it should be appreciated that many modifications and variations are possible in view of the above teachings. The embodiments were chosen and described in order to best explain the principles of the invention and its practical applications, to thereby enable others skilled in the art to best utilize the invention and various embodiments with various modifications as are suited to the particular use contemplated.
What is claimed is:

1. A method, comprising:
   displaying a graphical object in a display of a portable electronic device, wherein the
   object has a resolution that is greater than a first pre-determined threshold;
   detecting multi-touch input associated with the object;
   determining, based on the multi-touch input, an operation to be performed on the
   object; and
   performing the operation on the object, wherein the object has a resolution that is less
   than the pre-determined threshold when the operation is performed on the object.

2. The method of claim 1, wherein the operation to be performed is changing a
   magnification level of the object.

3. The method of claim 1, wherein the operation to be performed is changing a
   magnification level of the object when the input corresponds to a change in distance between
   two or more contacts with the display surface.

4. The method of claim 1, wherein the operation to be performed is changing a
   magnification level of the object by an amount corresponding to a change in distance between
   two or more contacts with the display surface.

5. The method of claim 1, wherein the operation to be performed includes changing at
   least one dimension of the object.

6. The method of claim 1, wherein the operation to be performed is changing at least one
   dimension of the object when the detected motion corresponds to a change in distance
   between two or more contacts with the display surface.

7. The method of claim 1, wherein the operation to be performed includes rotating the
   object.
8. The method of claim 1, wherein the operation to be performed includes moving the object along the display surface in at least one dimension.

9. The method of claim 1, wherein the operation to be performed includes expanding the object.

10. The method of claim 1, wherein the operation to be performed includes minimizing the object.

11. The method of claim 1, wherein the operation to be performed includes zooming in on at least a portion of the object.

12. The method of claim 1, wherein the operation to be performed includes zooming out on at least a portion of the object.

13. The method of claim 1, wherein the portable electronic device includes a mobile phone.

14. A portable electronic device, comprising:
   a multi-touch-sensitive display; and
   one or more processors coupled to the multi-touch-sensitive display to detect motion of two or more fingers of a user in contact with the multi-touch-sensitive display, to determine an operation to be performed on a graphical object presented on the multi-touch-sensitive display based on the detected motion, and to perform the operation on the object, wherein the object has a resolution that is less than a pre-determined threshold when the operation is performed on the object, and wherein the object has a resolution that is greater than the pre-determined threshold at other times.

15. A portable electronic device, comprising:
   a multi-touch-sensitive display;
   a detector coupled to the multi-touch-sensitive display and adapted to detect motion of two or more fingers of a user in contact with the multi-touch-sensitive display; and
   one or more processors coupled to the detector and configurable for determining an operation to be performed on a graphical object presented on the multi-touch-sensitive display.
display based on the detected motion, and for performing the operation on the object, wherein the object has a resolution that is less than a pre-determined threshold when the operation is performed on the object, and wherein the object has a resolution that is greater than the pre-determined threshold at other times.

16. A method, comprising:
   detecting one or more first contacts on a display surface of a multi-touch-sensitive display device;
   detecting a first motion associated with the one or more first contacts, wherein the first motion corresponds to a multi-touch gesture;
   adjusting at least one parameter of a graphical object in accordance with the first motion:
   detecting a breaking of the one or more first contacts;
   detecting one or more second contacts on a display surface;
   detecting a second motion associated with the one or more second contacts, wherein the second motion corresponds to the multi-touch gesture; and
   adjusting the at least one parameter in accordance with the second motion.

17. The method of claim 16, wherein the one or more second contacts occur within a pre-determined time interval after the breaking of the one or more first contacts is detected.

18. The method of claim 16, wherein the at least one parameter comprises a magnification of the graphical object.

19. The method of claim 16, wherein the at least one parameter comprises an orientation of the graphical object.

20. The method of claim 16, wherein the gesture comprises rotation.

21. The method of claim 16, wherein the gesture comprises de-pinching, and wherein de-pinching includes displacing two or more contacts away from one another.
22. The method of claim 16, wherein the graphical object has a resolution that is less than a pre-determined threshold when the operation is performed on the object, and the graphical object has a resolution that is greater than the pre-determined threshold at other times.

23. A method, comprising:
   detecting one or more contacts on a display surface of a multi-touch-sensitive display device:
   displaying at least one graphical object proximate to a point of contact on the display surface;
   detecting motion associated with the one or more contacts;
   adjusting at least one parameter based on the motion;
   detecting a loss of contact on the display surface;
   responsive to detection of the lost contact, storing a current value of the parameter and starting a timer;
   responsive to the timer exceeding a threshold before contact is reestablished, removing the graphical object from the display surface; and
   responsive to contact being reestablished before the timer exceeds the threshold, maintaining the display of the graphical object on the display surface, detecting additional motion of the one or more contacts, and adjusting the parameter based on the additional motion.

24. The method of claim 23, wherein the graphical object is animated to simulate motion.

25. The method of claim 23, wherein the parameter is volume control.

26. A method of displaying Web pages on a portable electronic device, comprising:
   receiving a Web page;
   automatically scaling the Web page to display the entire Web page in a display window:
   receiving a first touch input;
   activating the Web page and at least some fields or links in the Web page in response to the first touch input;
   receiving a second touch input; and
performing an operation on the Web page in response to the second touch input, wherein the Web page has a resolution that is less than a pre-determined threshold when the operation is performed on the Web page, and wherein the Web page has a resolution that is greater than the pre-determined threshold at other times.

27. The method of claim 26, wherein the operation includes zooming in on a portion of the Web page in the display window.

28. The method of claim 27, wherein the operation includes changing the portion of the Web page displayed in the window.

29. The method of claim 26, wherein the operation includes displaying a virtual keyboard.

30. A computer-readable medium having stored thereon instructions which, when executed by a processor in a portable electronic device, cause the processor to perform the operations of:
   displaying a graphical object on a display surface of the portable electronic device;
   detecting multi-touch input associated with the object;
   determining, based on the multi-touch input, an operation to be performed on the object; and
   performing the operation on the object, wherein the object has a resolution that is less than a pre-determined threshold when the operation is performed on the object, and wherein the object has a resolution that is greater than the pre-determined threshold at other times.

31. A computer-readable medium having stored thereon instructions which, when executed by a processor in a portable electronic device, cause the processor to perform the operations of:
   detecting one or more contacts on a display surface of a multi-touch-sensitive display;
   displaying at least one graphical object proximate to a point of contact on the display surface;
   detecting motion associated with the one or more contacts;
   adjusting at least one parameter based on the motion;
   detecting a loss of contact with the display surface;
responsive to detection of the lost contact, storing a current value of the parameter and starting a timer;
responsive to the timer exceeding a threshold before contact is reestablished, removing the graphical object from the display surface; and
responsive to contact being reestablished before the timer exceeds the threshold, maintaining the display of the graphical object on the display surface, detecting additional motion of the one or more contacts, and adjusting the parameter based on the additional motion.

32. A computer-readable medium having instructions stored thereon which, when executed by a processor in a portable electronic device, cause the processor to perform the operations of:
   receiving a Web page;
   automatically scaling the Web page to display the entire Web page in a display window;
   receiving a first touch input;
   activating the Web page and at least some fields or links in the Web page in response to the first touch input;
   receiving a second touch input; and
   performing an operation on the Web page in response to the second touch input, wherein the Web page has a resolution that is less than a pre-determined threshold when the operation is performed on the Web page, and wherein the Web page has a resolution that is greater than the pre-determined threshold at other times.

33. A method, comprising:
   displaying a graphical object in a touch screen display of a portable electronic device, wherein down sampled data is used to display the object;
   detecting multi-touch input associated with the object;
   determining, based on the multi-touch input, an operation to be performed on the object:
   performing the operation on the object;
   displaying changes to the object caused by the operation in real time using the down sampled data; and
   displaying the object with resampled data after the operation.
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