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ABSTRACT
In a method of visually representing a hierarchy of category nodes that identify one or more concepts, accesses to documents are tracked and one or more concepts that are relevant to the accessed documents are determined. In addition, one or more category paths through the hierarchy of category nodes for the determined one or more concepts are determined and relevance levels for the category nodes with respect to the determined one or more concepts are determined based upon the generated one or more category paths. Moreover, a graph depicting a visual representation of the relevance levels determined for each of the category nodes in the hierarchy of category nodes is constructed.
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### FIG. 4A

<table>
<thead>
<tr>
<th>Title</th>
<th>Date</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ford May Sales</td>
<td>Tue Jun 02 2009 17:07:16</td>
</tr>
<tr>
<td>The New York Times</td>
<td>Tue Jun 02 2009 15:05:12</td>
</tr>
<tr>
<td>Kobe Bryant News</td>
<td>Tue Jun 02 2009 14:05:10</td>
</tr>
</tbody>
</table>

### FIG. 4B

<table>
<thead>
<tr>
<th>Title</th>
<th>Date</th>
</tr>
</thead>
<tbody>
<tr>
<td>Lakers Seek Redemption</td>
<td>Tue Jun 02 2009 17:07:16</td>
</tr>
<tr>
<td>Los Angeles Lakers</td>
<td>Tue Jun 02 2009 15:05:12</td>
</tr>
<tr>
<td>Kobe Bryant News</td>
<td>Tue Jun 02 2009 14:05:10</td>
</tr>
</tbody>
</table>
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FIG. 4C
VISUALLY REPRESENTING A HIERARCHY OF CATEGORY NODES

BACKGROUND

A user’s web browsing history is a rich data source representing a user’s implicit and explicit interests and intentions, and of completed, recurring, and ongoing tasks of varying complexity and abstraction, and is thus a valuable resource. As the web continues to become more and more essential and the key tool for information seeking and retrieval, various web browsing mechanisms that organize a user’s web browsing history have been introduced. These web browsing mechanisms range from mechanisms that organize a user’s web browsing history using a simple chronological list to mechanisms that organize a user’s web browsing history through visitation features, such as, uniform resource locator (URL) domain and visit count.

BRIEF DESCRIPTION OF THE DRAWINGS

Features of the present invention will become apparent to those skilled in the art from the following description with reference to the figures, in which:

FIGS. 1A and 1B, respectively show simplified block diagrams of a system for visually representing a hierarchy of category nodes that identify one or more concepts, according to an example embodiment of the invention;

FIG. 2 depicts a method of visually representing a hierarchy of category nodes that identify one or more concepts, according to an example embodiment of the invention;

FIG. 3 depicts a flow diagram of a method of determining at least one category path for identifying an input text, according to an example embodiment of the invention;

FIGS. 4A-4C, respectively depict graphs constructed by a graph constructing module, according to an example embodiment of the invention; and

FIG. 5 shows a block diagram of a computing apparatus configured to implement one or more of the methods discussed with respect to FIGS. 2 and 3, according to an example embodiment of the invention.

DETAILED DESCRIPTION

For simplicity and illustrative purposes, the present invention is described by referring mainly to an example embodiment thereof. In the following description, numerous specific details are set forth in order to provide a thorough understanding of the present invention. It will be apparent however, to one of ordinary skill in the art, that the present invention may be practiced without limitation to these specific details. In other instances, well known methods and structures have not been described in detail so as not to unnecessarily obscure the present invention.

Disclosed herein are a method and apparatus for visually representing a hierarchy of predefined category nodes that identify one or more concepts. Also disclosed herein is a computer readable storage medium that contains a set of instructions for performing the method.

Through implementation of the method and apparatus discussed herein, the categories and concepts associated with a document access history may be visually represented, with the respective relevancies of the categories and concepts to the accessed documents. As such, “topics” rather than the actual documents that are included in the document access history may be revisited. In one regard, a user may have a richer interaction with the user’s document access history as compared with conventional history tracking software.

With reference first to FIG. 1A, there is shown a simplified block diagram of a system 100 for visually representing a hierarchy of category nodes that identify one or more concepts, according to an example. It should be understood that the system 100 may include additional components and that some of the components described herein may be removed and/or modified without departing from the scope of the system 100. For instance, the system 100 may include any number of additional applications or software configured to perform any number of other functions.

The system 100 comprises a computing device, such as, a personal computer, a laptop computer, a tablet computer, a personal digital assistant, a cellular telephone, etc., configured with a visualization apparatus 101, a processor 130, an input source 140, a message store 150, and an output interface 160. The processor 130, which may comprise a microprocessor, a micro-controller, an application specific integrated circuit (ASIC), and the like, is configured to perform various processing functions. One of the processing functions includes invoking or implementing the visualization apparatus 101, and more particularly, the modules of the visualization apparatus 101, as discussed in greater detail herein below.

As shown in FIG. 1A, the visualization apparatus 101 includes a category path determining module 102, a visualization module 120, and an output module 116. The visualization module 120 is also depicted as including a relevance determining module 122, a graph constructing module 124, and an access tracking module 126. The category path generating module 102 may also include sub-modules as depicted in FIG. 1B, which is described in greater detail herein below. In any regard, it should be understood that the category path determining apparatus 102 and the visualization module 120 may comprise additional modules and that one or more of the modules contained in the visualization apparatus 101 may be removed and/or modified without departing from a scope of the visualization apparatus 101. For instance, one or more of the functions described with respect to particular ones of the modules 102 and 120, and the sub-modules contained therein, may be combined into one or more of another module.

According to an example, the visualization apparatus 101 comprises a hardware device, such as, a circuit or multiple circuits arranged on a board. In this example, the modules 102, 116, and 120 and the sub-modules contained therein, comprise circuit components or individual circuits. According to another example, the visualization apparatus 101 comprises software stored, for instance, in a volatile or non-volatile memory, such as dynamic random access memory (DRAM), electrically erasable programmable read-only memory (EEPROM), magnetoresistive random access memory (MRAM), flash memory, floppy disk, a compact disc read only memory (CD-ROM), a digital video disc read only memory (DVD-ROM) or other optical or magnetic media, and the like. In this example, the modules 102, 116, and 120 and the sub-modules contained therein, comprise software
modules stored in the memory. According to a further example, the visualization apparatus 101 comprises a combination of hardware and software modules.

The visualization apparatus 101 may comprise a plug-in to a browser application, such as, a web browser, which allows access to webpages over an extranet, such as, the Internet or a file browser, which enables the user to browse through files stored locally on the user's visualization system 100 or through files stored externally, for instance, on a shared server. In addition, or alternatively, the visualization apparatus 101 may comprise a plug-in to a messaging application, which comprises a reasonably suitable application that enables communication over a network, such as, an intranet, the Internet, etc., through the system 100, for instance, an e-mail application, an chat messaging application, a text messaging application, etc. As a yet further example, the visualization apparatus 101 may comprise a standalone apparatus configured to interact with a messaging application, a browser application, or another type of application.

Generally speaking, the category path determining apparatus 102 is configured to receive as input, input text from a document, which may comprise a scanned document, a webpage (i.e., a hyper text markup language formatted, an extensible markup language (XML) formatted document, etc., document), a magazine article, an e-mail message, a text message, a newspaper article, a handwritten note, an entry in a database, etc., and to automatically determine a category path that identifies the input text through use of machine-readable labels. In cases where the input text has already been labeled with a category path, then the category path determining apparatus 102 may simply look up and use that category path. For example, a category path may be encoded within a metadata tag within a web page. In cases where the input text is not already labeled, the category path determining apparatus 102 is configured to access and employ a labeled text data source in determining suitable categories for the input text and in determining the one or more category paths through a hierarchy of category nodes.

The labeled text data source may comprise a third-party database of articles, such as, Wikipedia™, Freebase™, IMDB™, and the like. The articles contained in the labeled text data sources are often assigned to one or more categories and sub-categories associated with the particular labeled text data sources. For instance, in the Wikipedia™ database, each of the articles is assigned a particular concept and there is a single article for each concept. In addition, the concepts are assigned to particular categories and sub-categories defined by the editors of the Wikipedia™ database. As discussed in greater detail herein below, the concepts and categories used in a labeled text data source, such as, the Wikipedia™ database, may be leveraged in generating the one or more category paths to identify an input text.

A user may interface with the visualization apparatus 101 through the input source 140, which may comprise an interface device, such as, a keyboard, mouse, or other input device, to input the input text into the category path determining apparatus 102 or to direct the category path determining apparatus 102 to one or more documents of interest. A user may also use the input source 140 to instruct the category path determining module 102 to generate the at least one category path to identify a desired input text, which may include an entire document, to which the category path determining module 102 has access. In addition, a user may also use the input source 140 to navigate through one or more category paths determined for the input text. Furthermore, a user may use the input source 140 to select various elements, such as, category nodes, concepts, etc., to navigate through a displayed set of category paths and concepts, as discussed in greater detail herein below.

According to an embodiment, the category path determining apparatus 102 is configured to determine the one or more category paths for the selected input text through a hierarchy of category nodes from a weighted list of concept paths retrieved from one or more of the labeled text data sources. In this embodiment, the category path determining apparatus 102 may operate to communicate with the one or more labeled text data sources to retrieve the weighted list of category paths from the one or more labeled text data sources.

According to another embodiment, the category path determining apparatus 102 is configured to determine the one or more category paths for the selected input text by processing the input text and information contained in the labeled text data sources. A more detailed discussion of an example of this embodiment is discussed in greater detail in U.S. patent application Ser. No. 12/614,260. In addition, FIG. 13 depicts a block diagram of the system 100 of this embodiment, in which, the category path determining module 102 is depicted as including a pre-processing module 104, a category determining module 106, a concept determining module 108, a category path determining module 110, a category path relevance determining module 112, and a category path generating module 114. As discussed in that application for patent, the category path determining module 102 is configured to determining the one or more category paths based on the determined relevance of one or more concepts in the labeled text data source to the input text.

As also discussed in that application for patent, some or all of the predefined category hierarchy may be manually defined. The category levels that are not manually defined may be computed from categorical information contained in the labeled text data source. Thus, for instance, a user may define a root node and one or more child nodes and may rely on the category levels contained in the labeled text data source for the remaining child nodes in the hierarchy of predefined category levels. According to a particular embodiment, a user may define the hierarchy of predefined category levels as a tree structure and may map the categories of the labeled text data source into the tree structure. According to another embodiment, the pre-processing module 104 may be configured to automatically map concepts from the labeled text data source into the hierarchy of predefined category levels. According to an additional embodiment, the relevance of each concept to each category may be recorded as the probability that another article that mentions that concept would appear in that category. According to yet another embodiment, categories may further be labeled as being useful for disambiguating concepts (see below) or as useful for display to an end user.

The category path determining apparatus 102 may output the determined at least one category path for identifying the input text through the output interface 160. The output interface 160 may provide an interface between the category path determining apparatus 102 and another component of the system 100, such as, the data store 150, upon which the determined at least one category path may be stored. In addition, or alternatively, the output interface 160 may provide an interface between the category path determining apparatus 102 and an external device, such as a display, a network connection, etc., such that the at least one category path may be communicated externally to the category path determining apparatus 102.

Various manners in which the modules 104-116 of the category path determining module 102 may operate in gen-
erating the category path of an input text to enable the input text to be identified by a computing device is further discussed in the U.S. patent application Ser. No. 12/614,260.

As further shown in FIG. 1A, the visualization module 120 includes a relevance determining module 122, a graph constructing module 124, and an access tracking module 126. Generally speaking, modules 122-126 of the visualization module 120 are configured to determine one or more visual characteristics to be applied to the category nodes and the concepts and to generate a graph containing the category nodes and the concepts with the one or more determined visual characteristics. More particularly, the modules 122-126 are configured to determine the one or more visual characteristics of the category nodes and the concepts based upon one or more factors pertaining to the category nodes and/or the concepts, as discussed in greater detail herein below.

The modules 122-126 are further configured to construct and modify a graph that contains a hierarchy of category nodes and concepts. The modules 122-126 are configured to construct the graph to include the one or more determined visual characteristics. In addition, the output module 116 is configured to output the graph through the output interface 160, which may interface with a display on which the graph is displayed.

Various manners in which the modules 102 and 120 of the visualization apparatus 101 may operate in visually representing a hierarchy of category nodes that identify one or more selected concepts is discussed with respect to the method 200 depicted in FIG. 2. FIG. 2, more particularly, depicts a method 200 of visually representing a hierarchy of category nodes that identify one or more concepts, according to an example. It should be apparent to those of ordinary skill in the art that the method discussed below with respect to FIG. 2 represents a generalized illustration and that other steps may be added or existing steps may be removed, modified or rearranged without departing from a scope of the method 200. Although particular reference is made to the system 100, 100′ depicted in FIGS. 1A and 1B as performing the steps outlined in the method 200, it should be understood that the method 200 may be performed by a differently configured system without departing from a scope of the method 200.

At step 202, accesses to documents are tracked, for instance, by the visualization apparatus 101. Thus, for instance, the visualization apparatus 101 may track the webpages that a user accesses, the emails that are sent to and/or received by the user, word processing documents that are accessed by the user, etc. The documents may also comprise text messages, news articles and publications, etc.

At step 204, concepts to which the documents are determined to be relevant are determined, for instance, by the visualization apparatus 101. As discussed above, each of the concepts may correspond to a machine-readable label assigned to an article in a labeled text data source, such as Wikipedia®, Freebase®, IMDb™, and the like. According to an embodiment, the concept determining module 108 is configured to determine the concepts for the accessed documents as discussed in greater detail herein below with respect to step 208 in FIG. 3 and in U.S. patent application Ser. No. 12/614,260.

At step 206, one or more category paths are determined through a hierarchy of category nodes for one or more concepts, for instance, by the category path determining module 102. Various manners in which the one or more category paths may be generated are discussed in greater detail herein below with respect to step 310 in the method 300. FIG. 3, more particularly, depicts a flow diagram of a method 300 of determining at least one category path for identifying an input text, in which the at least one category path runs through a hierarchy of category levels, according to an example. It should be apparent to those of ordinary skill in the art that the method discussed below with respect to FIG. 3 represents a generalized illustration and that other steps may be added or existing steps may be removed, modified or rearranged without departing from a scope of the method 300. Additional details pertaining to the steps contained in the method 300 may be found in U.S. patent application Ser. No. 12/614,260.

At step 302, the labeled text data source is pre-processed, for instance, by the pre-processing module 104. By way of a particular example, the pre-processing module 104 is configured to analyze the labeled text data source corpus, finding categories for each concept by mapping the labeled text data source categories into a category graph (such as, a manually constructed category tree, finding phrases related to each concept by using the text of articles assigned to concepts in each category, finding phrases related to each concept using the text anchor tags which point to that concept, and evaluating counts of occurrences to determine the probability that an occurrence of a particular phrase indicates the text is relevant to a particular category or a particular concept. In this way, the pre-processing module 104 creates dictionaries of probabilities that map concepts to categories, map anchor tags to categories, and map anchor tags to concepts. As discussed below, these dictionaries are used by the category determining module 106, the concept determining module 108, and the category path determining module 110.

At step 304, an input text is determined, for instance, by the category path determining apparatus 102. The category path determining apparatus 102 may determine the input text, for instance, through receipt of instructions from a user to initiate the method 220 on specified input text, which may include part of or an entire document. The category path determining apparatus 102 may also automatically determine the input text, for instance, as part of an algorithm configured to be executed as a user is browsing through one or more documents, or as part of an algorithm to send or receive textual content.

At step 306, one or more categories are determined from the category hierarchy that are most relevant to the input text, for instance, by the category determining module 106. The category determining module 106 may compare the input text with the text contained in a plurality of articles in the labeled text data source to determine which of the plurality of categories is most relevant to the input text. According to a particular example, category determining module 106 is configured to make this determination by looking up phrases from the input text in the dictionaries constructed by the pre-processing module 104 and then computing a probability for each category using the probabilities for each category given the presence of each matching phrase.

At step 308, one or more concepts are determined from the labeled text data source that are most relevant to the input text using the input text, information from the labeled data source, and the categories determined at step 306, for instance, by the concept determining module 108. The concept determining module 108 may compare the input text with the text contained in a plurality of articles in the labeled text data source to determine which of the plurality of concepts may plausibly be relevant to the input text. According to a particular example, the concept determining module 108 makes this determination by searching for phrases from the input text in the dictionaries constructed by the pre-processing module 104 and then computing a probability for each concept using...
the probabilities for each concept given the presence of each matching phrase and the category probabilities computed at step 226.

At step 310 category paths through the hierarchy of pre-defined category levels for the one or more plausible categories are determining for the input text determined at step 226 which terminate at any of the plausible concepts for the input text determined at step 228, for instance, by the category path determining module 112.

At step 312, a determination as to which of the plausible category paths are most relevant to the input text is made, for instance by the category path relevance determining module 114. According to an embodiment, the category path relevance determining module 114 computes metrics for each of the plurality of plausible category paths, in which the metrics are designed to identify a relevance level for each of the category paths with respect to the input text. For instance, the category path relevance determining module 114 weights each of the categories in the plausible category paths based upon the relevance of each of those categories to the input text. In one embodiment, relevance is measured by using the probabilities computed for each category by the category determining module 106, the probabilities for each concept computed by the concept determining module 108, and the prior probabilities computed by the pre-processing module 104.

At step 314, at least one category path for the one or more concepts determined to be the most relevant to the input text is generated, for instance, by the category path generating module 114. According to an example, the category path generating module 114 may generate a plurality of category paths through different categories to define the input text. In addition, the category path determining apparatus 102 may output the at least one category path generated for the input text through the output interface 160, as discussed above.

With reference back to FIG. 2, at step 208, the relevance levels for the category nodes in the hierarchy of category nodes with respect to the one or more determined concepts are determined based upon the generated one or more category paths, for instance, by the relevance determining module 122. More particularly, for instance, the relevance determining module 122 may determine the relevance of each of the category nodes based upon the weights assigned to the category paths in which the category nodes are included for the one or more determined concepts. Thus, for instance, those category nodes contained in a relatively large number of category paths may be considered to have a higher relevance level as compared with category nodes contained in a relatively fewer number of category paths. In addition or alternatively, the relevance determining module 122 may determine the relevance of each of the category nodes based upon the weights assigned to the category paths in which the category nodes are included for the one or more determined concepts. Thus, for instance, those category nodes contained in relatively highly weighted category paths may be considered to have relatively higher relevance levels as compared to those category nodes that are contained in relatively lower weighted category paths.

By way of a particular example, the relevance determining module 122 is configured to employ a scoring system for each of the category nodes, in which the scores assigned to the category nodes are a measure of their respective relevance levels with respect to the one or more concepts. In this example, the relevance determining module 122 is configured to set each of the category nodes to an initial predetermined score prior to assigning scores to each of the category nodes. For instance, the relevance determining module 122 may set each of the category nodes to have an initial value of 0. In addition, the relevance determining module 122 may increase the score of each of the category nodes based on the weighting assigned to each category path passing through that node. Thus, for instance, the category nodes contained in category paths having relatively higher weighting are assigned higher scores and are thus considered to have a higher relevance level to the one or more determined concepts then the category nodes having lower scores.

At step 210, the graph constructing module 124 constructs a graph that depicts a visual representation of the relevance levels determined for each of the category nodes in the hierarchy of category nodes. The relevance levels for the category nodes with respect to the one or more determined concepts may be visually represented through use of one or more graphical characteristics. By way of example, the graphical characteristics comprise one or more of font sizes, font colors, borders, bold-facings, underlining, different colors, shading, physical location, transparency, etc. The graphical characteristics may also include one or more of symbols, graphs, charts, etc., that may be placed adjacent to or in place of the text of the category nodes.

An example of a graph 400 constructed by the graph constructing module 124 is depicted in FIGS. 4A-4C. FIGS. 4A-4C also show changes to the graph 400 as different category nodes and/or concepts are selected. It should be clearly understood that the graphs 400 depicted in FIGS. 4A-4C are merely an illustrative example of a possible manner in which a hierarchy of category nodes and concepts may be displayed and manipulated. As such, the graph constructing module 124 may construct a graph that has a different appearance from that depicted in FIGS. 4A-4C without departing from a scope of the invention.

With reference first to FIG. 4A, the graph 400 is shown as including the hierarchy of category nodes 410, a tag cloud 420 containing the one or more selected concepts, and an articles list 430. In the graph 400, the root node of the hierarchy 410 is the top level category node, in this instance, the term “Categories”. In addition, a first level of category nodes is also depicted in FIG. 4A. The category node labeled “Culture” is depicted as having a graphical characteristic that substantially distinguishes it from the other category nodes. More particularly, the “Culture” category node is depicted as having a larger font size as compared with the other category nodes.

As such, the “Culture” category node may have a higher relevance level as compared to the other category nodes contained in a particular hierarchy level. Thus, for instance, the category paths generated for a large number of (and/or the most recently accessed one of) the accessed documents may include the “Culture” category node, which may have caused the relevance level of that category node to be determined to be relatively high.

The tag cloud 420 is depicted as including a plurality of concepts determined at step 204 and the concepts in the tag cloud 420 are depicted as having one or more of various graphical characteristics, which may include, for instance, font sizes, font types, shading characteristics, placements in the tag cloud 420, colors, underlining, bolding, italicizing, etc. The various graphical characteristics of the concepts generally signify the relevance of the particular concepts to the selected category node. The relevance may be based upon one or more factors including the number of documents that the user has accessed corresponding to the concept, the time in which the user accessed a document corresponding to the
concept, etc. The inclusion of and the various graphical characteristics of the concepts may thus vary depending upon the category node selected.

Also depicted in the graph 400 is a list of articles 430 that correspond to the concepts listed in the tag cloud 420. According to an example, the articles may be arranged in the articles list 430 based upon the chronological order in which the documents corresponding to the concepts contained in the tag cloud 420 have been accessed. Thus, the most recently visited webpages, for instance, may appear at the highest level in the articles list 430. In addition, the articles list 430 may include additional articles not shown at a particular time and the articles list 430 may be scrolled to find the additional articles.

Moreover, the list of articles 430 may contain a list of articles that the user has not previously visited, but may be considered to be relevant to the concepts contained in the tag cloud 420. For instance, articles relevant to the concepts contained in the tag cloud 420 that have recently been published may be identified, for instance, through key word matching, and displayed in the articles list 430. Moreover, the visualization apparatus 101 tracks when additional documents have been selected.

If the accesses include a selection of a category node, a concept, or an article, the visualization apparatus 101 modifies at least one of the category nodes and the tag cloud displayed in the graph displayed at step 212. Thus, for instance, if the user selects a category node, the visualization apparatus 101 may vary a graphical characteristic of the selected category node to denote that that category node has been selected.

However, if additional documents have been accessed, the visualization apparatus 101 is configured to repeat steps 204 to 212 based on the documents. As such, for instance, the graph 400 may be continuously updated to include additional accessed documents.

An example of an instance where the visualization apparatus 101 tracks a selection of lower-level category nodes is depicted in FIG. 4B. The graph 400 in FIG. 4B, more particularly, shows that a second level category node, “Culture”, and a third level category node, “Sports”, have been selected. As shown therein, when a lower level category node is selected, the category path is graphically denoted with a line connecting the upper level category node with the selected lower level category node. In addition, the selected category nodes are graphically distinguishable from the unselected category nodes. For instance, the unselected category nodes may be shown to have a shaded font style and the selected category nodes are depicted as having a larger and darker font size.

In addition, the concepts contained in the tag cloud 420 have changed in the graph 400 depicted in FIG. 4B as compared with the graph 400 depicted in FIG. 4A. More particularly, the concepts that are not relevant to the selected category nodes have been removed from the tag cloud 420. Thus, the concepts labeled “France” and “Great Britain” have been removed because they are not relevant to the category node labeled “Sports” or to the category node labeled “Basketball”. In addition, the graphical characteristics of the concepts contained in the tag cloud 420 have been modified based upon the relevance that each of the concepts has to the selected category nodes. As shown in FIG. 4B, the last category node selected is “Basketball”. As such, the concepts most relevant to the category node “Basketball” are centered in the tag cloud 420 and have a larger font as compared with concepts pertaining to sports other than basketball.

Moreover, the articles list 430 has been modified to show the articles that are most relevant to the concepts depicted in the tag cloud 420. In addition, the articles depicted therein may comprise those articles that have most recently been accessed by the user.

Turning now to FIG. 4C, the concept “Los Angeles Lakers” is depicted as having been selected in the graph 400 as signified by its darker appearance as compared with the other concepts contained in the tag cloud 420. More particularly, as shown in FIG. 4C, the concepts in the tag cloud 420 other than “Los Angeles Lakers” have a gray or lighter appearance as compared with the “Los Angeles Lakers” concept. In addition, the articles list 430 may be modified to show only those articles relevant to the selected concept. Thus, selection of a different concept, such as, “New York Times” may result in the articles list 430 containing a different set of articles relevant to the “New York Times”.

Although the hierarchy 410, the tag cloud 420, and the articles list 430 in the graph 400 have been depicted as having particular characteristics to distinguish some of the elements from each other, it should be understood that the elements may be caused to have other characteristics without departing from a scope of the invention. For instance, instead of the text of the category nodes and/or the concepts having different characteristics, additional distinguishing features, such as, symbols, graphs, etc., may be provided adjacent to the text, in which the additional distinguishing features may be configured to provide similar levels of differences between the text.

In addition, the category nodes in the hierarchy 410 may also be depicted in one or more tag clouds, similar to the tag cloud 420. Through implementation of the methods 200 and 300, the categories and concepts associated with a document access history may be visually represented, with the respective relevancies of the categories and concepts to the accessed documents. As such, “topics” may be revisited rather than the actual documents that are included in the document access history. In one regard, richer interaction with the documents in an access history as compared with conventional history tracking software is made available through implementation of the methods 200 and 300.

In addition, although the discussion above pertains to the visualization of category paths for use in browsing web documents, the same techniques are also applicable to other textual documents.

Some or all of the operations set forth in the methods 200 and 300 may be contained as utilities, programs, or subprograms, in any desired computer accessible medium. In addition, some or all of the methods 200 and 300 may be embodied by computer programs, which may exist in a variety of forms both active and inactive. For example, they may exist as software program(s) comprised of program instructions in source code, object code, executable code or other formats. Any of the above may be embodied on a computer readable medium.

Exemplary computer readable storage devices include conventional computer system random access memory (RAM), read only memory (ROM), electrically programmable read-only memory (EPROM), EEPROM, and mag-
netic or optical disks or tapes. Concrete examples of the foregoing include distribution of the programs on a CD ROM or via Internet download. It is therefore to be understood that any electronic device capable of executing the above-described functions may perform those functions enumerated above.

FIG. 5 illustrates a block diagram of a computing apparatus 500, such as the visualization system 100 depicted in FIG. 1, according to an example. In this respect, the computing apparatus 500 may be used as a platform for executing one or more of the functions described hereinabove with respect to the visualization system 100.

The computing apparatus 500 includes one or more processors 502. The processor(s) 502 may be used to execute some or all of the steps described in the methods 200 and 300. Commands and data from the processor(s) 502 are communicated over a communication bus 504. The computing apparatus 500 also includes a main memory 506, such as a random access memory (RAM), where the program code for the processor(s) 502 may be executed during runtime, and a secondary memory 508. The secondary memory 508 includes, for example, one or more hard disk drives 510 and/or a removable storage drive 512, representing a floppy diskette drive, a magnetic tape drive, a compact disk drive, etc., where a copy of the program code for the methods 200 and 300 may be stored.

The removable storage drive 510 reads from and/or writes to a removable storage unit 514 in a well-known manner. User input and output devices may include a keyboard 516, a mouse 518, and a display 520. A display adaptor 522 may interface with the communication bus 504 and the display 520 and may receive display data from the processor(s) 502 and convert the display data into display commands for the display 520. In addition, the processor(s) 402 may communicate over a network, for instance, the Internet, a local area network (LAN), etc., through a network adaptor 524.

It will be apparent to one of ordinary skill in the art that other known electronic components may be added or substituted in the computing apparatus 500. It should also be apparent that one or more of the components depicted in FIG. 5 may be optional (for instance, user input devices, secondary memory, etc.).

What has been described and illustrated herein is a preferred embodiment of the invention along with some of its variations. The terms, descriptions and figures used herein are set forth by way of illustration only and are not meant as limitations. Those skilled in the art will recognize that many variations are possible within the scope of the invention, which is intended to be defined by the following claims—and their equivalents—in which all terms are meant in their broadest reasonable sense unless otherwise indicated.

What is claimed is:

1. A method of visually representing a hierarchy of category nodes, said method comprising: in a computing device, tracking access by a user to a document containing text; comparing, by a processor, the text contained in the accessed document with text contained in articles in a labeled text data source; determining, by the processor, in the labeled text data source, a subset of the articles that contain text that is similar to the text of the accessed document, wherein the articles in the labeled text data source are each assigned with one or more concepts relevant to text of the article; determining, by the processor, one or more concepts relevant to the accessed document to be the one or more concepts assigned to the determined subset of articles in the labeled text data source; determining one or more category paths through the hierarchy of category nodes for the one or more concepts relevant to the accessed document, wherein each of the one or more category paths is weighted according to a relevance between the one or more category paths and respective ones of the one or more concepts relevant to the accessed document; determining relevance levels for the category nodes with respect to the one or more concepts relevant to the accessed document based upon the one or more category paths; constructing a graph depicting a visual representation of the relevance levels determined for each of the category nodes in the hierarchy of category nodes; generating a visual representation of the one or more concepts relevant to the accessed document, wherein the visual representation of the one or more concepts relevant to the accessed document graphically depicts at least one distinguishing characteristic associated with the tracked access to the document and depicts those category paths that have been generated for the one or more concepts relevant to the document that have been accessed while omitting concepts relevant to documents that have not been accessed; and displaying the category nodes linearly according to their hierarchy level in the visual representation of the relevance levels, wherein a line connects a selected category node in one hierarchy level with another selected category node in a lower hierarchy level, wherein the visual representation of the relevance levels includes a tag cloud containing the one or more concepts relevant to the accessed documents arranged linearly with the category nodes, and wherein the visual representation of the relevance levels further includes an articles list depicted below the category nodes.

2. The method according to claim 1, wherein an arrangement of the hierarchy of category nodes is based upon category and concept relationships defined in the labeled text data source.

3. The method according to claim 1, further comprising: setting each of the category nodes to an initial predetermined score; and assigning scores to each of the category nodes based upon the weights assigned to the one or more category paths for the one or more concepts relevant to the accessed document, wherein the scores correspond to the relevance levels of the category nodes to the one or more concepts relevant to the accessed document.

4. The method according to claim 1, wherein generating a visual representation of the one or more concepts relevant to the accessed document further comprises generating a tag cloud containing the one or more concepts relevant to the accessed document, wherein at least one of the one or more concepts relevant to the accessed document has at least one characteristic that distinguishes the at least one of the one or more concepts relevant to the accessed document from other ones of the one or more concepts relevant to the accessed document in the tag cloud.

5. The method according to claim 4, further comprising: tracking accesses to at least one of the graph and documents; and modifying at least one of the category nodes and the tag cloud contained in the graph based upon the accesses.
6. The method according to claim 5, wherein tracking the accesses further comprises receiving a selection of a category node displayed in the graph, said method further comprising: modifying the tag cloud to only show concepts determined to be relevant to the selected category node.

7. The method according to claim 5, wherein tracking the accesses further comprises receiving a selection of a category node displayed in the graph, said method further comprising: modifying a visual representation of one or more of the concepts relevant to the accessed document based upon a relevance level of the one or more of the concepts relevant to the accessed document to the selected category node.

8. The method according to claim 1, further comprising: receiving a selection of at least one of a category node and a concept; identifying one or more documents determined to be relevant to the one of the selected at least one of the category node and concept; and displaying the identified one or more documents in addition to the graph.

9. An apparatus for visually representing a hierarchy of category nodes, said apparatus comprising:

- a processor;
- a memory on which is stored machine readable instructions that are to cause the processor to:
  - track access by a user to a document containing text;
  - compare the text contained in the accessed document with text contained in articles in a labeled text data source;
  - determine a subset of the articles in the labeled text data source that contain text that is similar to the text of the accessed document, wherein the articles in the labeled text data source are each assigned with one or more concepts relevant to the text of the article;
  - determine one or more concepts relevant to the accessed document to be the one or more concepts assigned to the determined subset of articles in the labeled text data source;
  - determine one or more category paths through the hierarchy of category nodes for the one or more concepts relevant to the accessed document, wherein each of the one or more category paths is weighted according to a relevance between the one or more category paths and respective ones of the one or more concepts relevant to the accessed document;
  - determine relevance levels for the category nodes with respect to the one or more concepts relevant to the accessed document based upon the determined one or more category paths;
  - construct a graph depicting a visual representation of the relevance levels determined for each of the category nodes in the hierarchy of category nodes;
  - generate a visual representation of the one or more concepts relevant to the accessed document, wherein the visual representation of the one or more concepts relevant to the accessed document graphically depicts at least one distinguishing characteristic associated with the tracked access to the document and depicts those category paths that have been generated for the one or more concepts relevant to the document that have been accessed while omitting concepts relevant to documents that have not been accessed; and display the category nodes linearly according to their hierarchy level in the visual representation of the relevance levels, wherein a line connects a selected category node in one hierarchy level with another selected category node in a lower hierarchy level, wherein the visual representation of the relevance levels includes a tag cloud containing the one or more concepts relevant to the accessed documents arranged linearly with the category nodes, and wherein the visual representation of the relevance levels further includes an articles list depicted below the category nodes.

10. The apparatus according to claim 9, wherein an arrangement of the hierarchy of category nodes is based upon category and concept relationships defined in the labeled text data source.

11. The apparatus according to claim 9, wherein the machine readable instructions are further to cause the processor to set each of the category nodes to an initial predetermined score and to assign scores to each of the category nodes based upon the weights assigned to the one or more category paths for the one or more concepts relevant to the accessed document, wherein the scores correspond to the relevance levels of the category nodes to the one or more concepts relevant to the accessed document.

12. The apparatus according to claim 9, wherein the machine readable instructions are further to cause the processor to generate the tag cloud containing the one or more concepts relevant to the accessed document, wherein at least one of the one or more concepts relevant to the accessed document has at least one characteristic that distinguishes the at least one of the one or more concepts relevant to the accessed document from other ones of the one or more concepts in the tag cloud.

13. The apparatus according to claim 12, wherein the machine readable instructions are further to cause the processor to track accesses to at least one of the graph and documents and to modify at least one of the category nodes and the tag cloud contained in the graph based upon the accesses.

14. The apparatus according to claim 9, wherein the machine readable instructions are further to cause the processor to receive a selection of at least one of a category node and a concept, to identify one or more documents determined to be relevant to the one of the selected at least one of the category node and concept, and to display the identified one or more documents in addition to the graph.

15. A non-transitory computer readable storage medium on which is embedded machine readable instructions that when executed by a processor, cause the processor to:

- track accesses by a user to documents containing text;
- compare the text contained in the accessed documents with text contained in articles in a labeled text data source;
- determine a subset of the articles in the labeled text data source that contain text that is similar to the text of the accessed documents, wherein each of the articles is assigned with one or more concepts relevant to the text of the article in the labeled text data source;
- determine the one or more relevant concepts assigned to the determined subset of articles from the one or more relevant concepts;
- determine one or more concepts relevant to the accessed documents to be the one or more concepts assigned to the determined subset of articles in the labeled text data source;
- determine one or more category paths through the hierarchy of category nodes for the one or more concepts relevant to the accessed documents, wherein each of the one or more category paths is weighted according to a relevance between the one or more category paths and respective ones of the one or more concepts relevant to the accessed documents.
15 determine relevance levels for the category nodes with respect to the one or more concepts relevant to the accessed documents based upon the generated one or more category paths; construct a graph depicting a visual representation of the relevance levels determined for each of the category nodes in the hierarchy of category nodes; generate a visual representation of the one or more concepts relevant to the accessed documents, wherein the visual representation of the one or more concepts relevant to the accessed documents graphically depicts at least one distinguishing characteristic associated with the tracked accesses to the documents and depicts those category paths that have been generated for the one or more concepts relevant to the documents that have been accessed while omitting concepts relevant to documents that have not been accessed; and display the category nodes linearly according to their hierarchy level in the visual representation of the relevance levels, wherein a line connects a selected category node in one hierarchy level with another selected category node in a lower hierarchy level, wherein the visual representation of the relevance levels includes a tag cloud containing the one or more concepts relevant to the accessed documents arranged linearly with the category nodes, and wherein the visual representation of the relevance levels further includes an articles list depicted below the category nodes.

16 The computer readable storage medium according to claim 15, wherein said machine readable instructions are further to cause the processor to: generate a visual representation of the one or more concepts relevant to the accessed documents, wherein the visual representation graphically depicts at least one distinguishing characteristic associated with the tracked accesses to the documents.