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(57) ABSTRACT 

An apparatus controls a transmission interval of maintenance 
packets in a communication network. The apparatus calcu 
lates, within a first bandwidth available for the transmission 
and reception of packets, a second bandwidth that is free in 
the apparatus and usable for transmitting and receiving the 
maintenance packets for maintenance of the communication 
network. The apparatus determines a transmission interval of 
maintenance packets in accordance with the calculated sec 
ond bandwidth and transmits the maintenance packets to 
another apparatus in the communication network at the deter 
mined transmission interval. 
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FIG. 5A 
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APPARATUS AND METHOD FOR 
CONTROLLING ATRANSMISSION 

INTERVAL OF MANTENANCE PACKETS IN 
A COMMUNICATION NETWORK 

CROSS-REFERENCE TO RELATED 
APPLICATION 

This application is based upon and claims the benefit of 
priority from the prior Japanese Patent Application No. 2012 
118029, filed on May 23, 2012, the entire contents of which 
are incorporated herein by reference. 

FIELD 

The embodiment discussed herein is related to apparatus 
and method for controlling a transmission interval of main 
tenance packets in a communication network. 

BACKGROUND 

In general, an Ethernet OAM (Operation Administration 
and Maintenance) protocol based on the ITU-T Y. 1731 and 
the IEEE 802.1ag has been used as a protocol for maintaining 
and monitoring networks. In the Ethernet OAM protocol, an 
MEP (Maintenance entity group End Point) and an MIP (Meg 
Intermediate Point) are defined as components. The MEP and 
the MIP are located in an end point and an intermediate point 
in a path (ME: Maintenance Entity), respectively, and moni 
tor a communication network in a unit of path connecting the 
MEP and the MIP with each other. The ME is defined for each 
MEG (Maintenance Entity Group) level that represents a 
layer to be monitored and is set in a communication network 
such as a VLAN (Virtual Local Area Network). 
As a typical network monitoring function of the Ethernet 

OAM protocol, a CC (Continuity Check) function has been 
used, for example. With this CC function, each MEP periodi 
cally transmits a CCM (Continuity Check Message) packet in 
a multicasting manner through an MIP to all opposite MEPs 
included in the same MEG. Accordingly, each of the MEPs 
may check continuity among the MEPs in the same MEG by 
monitoring reception of CCM packets transmitted from the 
other opposite MEPs. Since each of the MEPs periodically 
transmits CCM packets at an even time interval, when one of 
the MEPs does not receive CCM packets from the other 
opposite MEPs for a predetermined period of time (for 
example, 3.5 times a periodic transmission interval), it is 
determined that the continuity is not attained. By this, the 
MEP may detect network failure. 

SUMMARY 

According to an aspect of the invention, there is provided 
an apparatus for controlling a transmission interval of main 
tenance packets in a communication network. The apparatus 
calculates, within a first bandwidth available for the transmis 
sion and reception of packets, a second bandwidth that is free 
in the apparatus and usable for transmitting and receiving 
maintenance packets for maintenance of the communication 
network. The apparatus determines a transmission interval of 
maintenance packets in accordance with the calculated sec 
ond bandwidth and transmits the maintenance packets to 
another apparatus in the communication network at the deter 
mined transmission interval. 
The object and advantages of the invention will be realized 

and attained by means of the elements and combinations 
particularly pointed out in the claims. 
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2 
It is to be understood that both the foregoing general 

description and the following detailed description are exem 
plary and explanatory and are not restrictive of the invention, 
as claimed. 

BRIEF DESCRIPTION OF DRAWINGS 

FIG. 1 is a diagram illustrating an example of a communi 
cation network employing an Ethernet operation administra 
tion and maintenance (OAM) protocol, according to an 
embodiment; 

FIG. 2 is a diagram illustrating an example of a continuity 
check (CC) function of the Ethernet OAM protocol, accord 
ing to an embodiment; 

FIG. 3 is a diagram illustrating an example of correspon 
dence relationships between transmission intervals of conti 
nuity check message (CCM) packets and bandwidths used for 
OAM maintenance and monitoring; 

FIG. 4 is a diagram illustrating a configuration example of 
a maintenance entity group end point (MEP), according to an 
embodiment; 

FIG. 5A is a diagram illustrating a basic setting of a user 
setting table, according to an embodiment; 

FIG. 5B is a diagram illustrating a setting example of 
preferable free bandwidths of individual periods in a user 
setting table, according to an embodiment; 

FIG. 6 is a diagram illustrating an example of data stored in 
a transmission/reception free bandwidth table, according to 
an embodiment; 

FIG. 7 is a diagram illustrating an example of data stored in 
a central processing unit (CPU) load table, according to an 
embodiment; 

FIG. 8 is a diagram illustrating an example of data stored in 
an opposite MEP table, according to an embodiment; 

FIG.9 is a diagram illustrating an example of data stored in 
a period management table, according to an embodiment; 

FIG. 10A is a diagram illustrating an example of a format 
of a continuity check message (CCM) packet, according to an 
embodiment; 

FIG. 10B is a diagram illustrating an example of a format 
of a flag, according to an embodiment; 

FIG. 11 is a diagram illustrating an example of an opera 
tional flowchart of a MEP on a master side, according to an 
embodiment; 

FIG. 12 is a diagram illustrating an example of an opera 
tional flowchart of a MEP on a slave side, according to an 
embodiment; 

FIG. 13 is a schematic diagram illustrating an example of a 
process for calculating a reception free bandwidth, according 
to an embodiment; 

FIG. 14 is a schematic diagram illustrating an example of a 
process for notifying a reception free bandwidth, according to 
an embodiment; 

FIG. 15 is a schematic diagram illustrating an example of a 
process for calculating a free bandwidth, according to an 
embodiment; 

FIG. 16 is a schematic diagram illustrating an example of a 
bandwidth used for packet communication between MEPs, 
according to an embodiment; 

FIG. 17 is a schematic diagram illustrating an example of a 
process for calculating a free bandwidth when three MEPs in 
different maintenance entity group (MEG) levels are defined, 
according to an embodiment; 

FIG. 18 is a schematic diagram illustrating an example of a 
bandwidth used for packet communication between MEPs in 
different MEG levels, according to an embodiment; 
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FIG. 19 is a schematic diagram illustrating an example of a 
process for notifying a currently-available period, according 
to an embodiment; 

FIG.20 is a schematic diagram illustrating an example of a 
process for notifying a currently-executing period, according 
to an embodiment; 

FIG. 21 is a schematic diagram illustrating an example of a 
process for returning a response in response to notification of 
a currently-executing period, according to an embodiment; 

FIG.22 is a schematic diagram illustrating a state in which 
actual packets are transmitted and received among MEPs, 
according to an embodiment; 

FIG. 23 is a schematic diagram illustrating an example of a 
process for calculating and notifying a reception free band 
width, according to an embodiment; 

FIG.24 is a diagram illustrating an example of a process for 
collecting reception free bandwidths and obtaining a trans 
mission free bandwidth, according to an embodiment; 

FIG.25 is a schematic diagram illustrating an example of a 
process for calculating a free bandwidth for maintenance, 
according to an embodiment; 

FIG. 26 is a schematic diagram illustrating an example of a 
process for calculating and notifying a currently-available 
period, according to an embodiment; 

FIG.27 is a schematic diagram illustrating an example of a 
process for determining and notifying a currently-executing 
period, according to an embodiment; 

FIG. 28 is a diagram illustrating an example of data stored 
in an opposite MEP table after update performed in accor 
dance with a determination of a currently-executing period, 
according to an embodiment; 

FIG. 29 is a schematic diagram illustrating an example of a 
process for receiving and updating a currently-executing 
period and responding to a master MEP, according to an 
embodiment; and 

FIG. 30 is a diagram illustrating an example of data stored 
in an opposite MEP table after updating performed in accor 
dance with a response to notification of a currently-executing 
period, according to an embodiment. 

DESCRIPTION OF EMBODIMENT 

However, the technique of detecting failure described 
above has the following problems. In the Ethernet OAM 
protocol, seven values (for example, values from 3.33 ms to 
10 min) are defined as transmission intervals of CCM packets 
transmitted from MEPs. A transmission interval is fixed to a 
certain value (1 min, for example) by a network administrator 
before monitoring of a network is started and is not dynami 
cally changed thereafter. Furthermore, as described above, 
since a period of time used to detect failure is determined as 
a multiple number of the transmission interval (3.5 times, for 
example), the Smaller the transmission interval set by the 
administrator is (3.33 ms, for example), the earlier the net 
work failure is detected. Accordingly, change of a packet 
transmission path and recovery of communication may be 
performed early. 

However, when the transmission interval is fixed to a small 
value, although a period of time used to detect failure is 
reduced, a bandwidth for maintenance used by the MEPs in 
the network is increased. For example, in the CC function, 
when a transmission interval is set at “10 min', abandwidth 
used for maintenance is only "0.001 Kbps. However, when a 
transmission interval is fixed to “3.33 ms', abandwidth used 
for maintenance is increased to “300 Kbps. When the net 
work is maintained and monitored, it is desired that each of 
the MEPs utilizes an appropriate bandwidth which does not 
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4 
give adverse effect to the network, so as to ensure an efficient 
traffic amount for actual data communication. Accordingly, 
each of the MEPs is forced to select a large transmission 
intervalso that abandwidth used for maintenance is narrowed 
(on other words, a bandwidth used for actual data communi 
cation is widened), in preparation for possibility of unex 
pected increase in a traffic amount and the like. This consti 
tutes a limiting factor of reducing a time needed for detecting 
a network failure. 

Hereinafter, an embodiment of a communication control 
device and a communication control method will be 
described in detail with reference to the accompanying draw 
ings. Note that the communication control device and the 
communication control method according to the embodiment 
are not limited to the example below. 

FIG. 1 is a diagram illustrating an example of a communi 
cation network employing an Ethernet OAM protocol, 
according to an embodiment. As illustrated in FIG. 1, an 
L2VPN (Virtual Private Network) N includes a plurality of 
VLANs (Virtual Local Area Networks) N1 to N3. Each of the 
VLANs N1 to N3 includes a plurality of MEGs (Maintenance 
Entity Group) 1a to 1j having different levels as monitoring 
units. The MEG 1a includes MEPs (MEG End Points) 10a 
and 10b and MIPs (MEG Intermediate Points) 4.0a and 40b, 
the MEG 1b includes MEPs 10C and 10d and MIPS 40C and 
40d, the MEG 1c includes MEPs 10e and 10? and MIPs 40e to 
40h, the MEG 1d includes MEPs 10g and 10h and MIPs 40i 
and 40i, the MEG 1e includes MEPs 10i and 10i, the MEG 1f 
includes MEPs 10k and 101, the MEG 1g includes MEPs 10m 
and 10n, the MEG 1 h includes MEPs 10o and 10p, the MEG 
1i includes MEPs 10g and 10r, and the MEG 1j includes 
MEPs 10s and 10t. Adjacent MEPs, adjacent MIPs, and adja 
cent MEP and MIP are connected by MEs (Maintenance 
Entity) 2a to 2t with each other. 
A communication control system according to the embodi 

ment may be realized in a network employing an Ethernet 
OAM protocol. The Ethernet OAM protocol is defined by the 
ITU-TY. 1731 and the IEEE 802.1ag and used for mainte 
nance and monitoring. The MEPs 10a to 10t are endpoints of 
monitoring and the MIPs 4.0a to 40i are intermediate points of 
the MEPs. The monitoring is executed for each ME. MEs are 
defined for each VLAN and each MEG level. MEG levels are 
set for monitoring areas layered by levels in a unit of layer. For 
example, lower levels (0 to 2, for example) are set for moni 
toring between physical IFs (Interfaces) and middle levels (3 
and 4, for example) are set for monitoring a provider. Higher 
levels (5 to 7, for example) are set for customers. As illus 
trated in FIG. 1, in the communication control system of this 
embodiment, a plurality of MEPs and MIPs may be defined in 
the same VLAN and the different MEPs monitor different 
paths. 

FIG. 2 is a diagram illustrating an example of a CC (Con 
tinuity Check) function of the Ethernet OAM protocol, 
according to an embodiment. In the CC function, a certain 
MEP (an own MEP 10, for example) checks continuity with 
other MEPs (opposite MEPs 20 and 30, for example). As 
illustrated in FIG. 2, the MEPs 10, 20, and 30 perform mul 
ticast transmission in asynchronous manner so as to periodi 
cally transmit CCM (Continuity Check Message) packets. 
Furthermore, each of the MEPs 10, 20, and 30 monitors 
reception of the CCM packets transmitted from the other 
MEPs (opposite MEPs) which belong to the same MEG. For 
example, the MEP10 receives CCM packets transmitted from 
all the other opposite MEPs 20 and 30. Since the MEPs 20 and 
30 perform the multicast transmission, each of the packets 
transmitted from the MEPs 20 and 30 are supplied to all the 
other MEPs by one packet transmission. Although all the 
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MEPs 10, 20, and 30 included in the same MEG transmit the 
CCM packets in the asynchronous manner, the transmission 
of the CCM packets is performed, for each MEP, at a common 
time interval. Therefore, when the own MEP 10 does not 
receive the CCM packets supplied from the opposite MEPs 
20 and 30 for a predetermined period of time defined by the 
protocol (3.5 times a periodic transmission interval, for 
example), the own MEP 10 determines that a monitoring 
result is negative (discontinuity) and detects network failure. 
Hereinafter, for ease of explanation, a periodic transmission 
interval of CCM packets will also be expressed simply as 
“period”. 

FIG. 3 is a diagram illustrating an example of correspon 
dence relationships T1 between transmission intervals of 
CCM packets and bandwidths used for OAM maintenance 
and monitoring. As illustrated in FIG. 3, seven transmission 
intervals (“periods”) of CCM packets periodically transmit 
ted from the MEPs 10, 20, and 30 are defined by the protocol 
in association with period numbers “1” to “7”. Note that the 
transmission intervals “3.33 ms to “10 min” are uniquely 
determined in the same MEG by a network administrator 
before monitoring of continuity is started in accordance with 
the Ethernet OAM protocol, and are not dynamically changed 
after the determination. Furthermore, each of bandwidths 
used for OAM maintenance and monitoring of “300Kbps' to 
“0.001 Kbps” is a value per 1 MEP obtained when a byte 
length of a CCM packet is 100 bytes. 
As illustrated in FIG. 3, the smaller a transmission interval 

of a CCM packet is, the shorter a period of time needed for 
LOC (Loss Of Continuity) detection is. Accordingly, the 
MEP 10 may detect a state in which network failure has 
occurred in an early stage and may take countermeasure such 
as change of a path. However, in this case, a wider bandwidth 
is used for detection of discontinuity. On the other hand, when 
a transmission interval is long (1 min or more, for example), 
a narrower bandwidth is used. However, in this case, a long 
period of time is used to detect network failure. As described 
above, the tradeoff relationship is established between the 
transmission intervals of the CCM packets and the band 
widths used for the OAM maintenance and monitoring. 
A configuration of a communication control device (an 

MEP and an MIP) according to an embodiment will be 
described. FIG. 4 is a diagram illustrating a configuration 
example of a MEP, according to an embodiment. As illus 
trated in FIG. 4, the MEP 10 includes a reception module 11, 
a VLAN tag identification unit 12, an EtherOAM identifica 
tion unit 13, an EtherOAM protocol engine 14, a transmis 
sion/reception number counting unit 15, and a transmission/ 
reception free bandwidth calculation unit 16. The MEP 10 
further includes a CCM reception processing unit 17, a period 
calculation unit 18, a user setting IF 19, a CPU load calcula 
tion unit 110, a VLAN tag addition unit 111, and a transmis 
sion module 112. These components are connected to one 
another so as to input and output signals and packets in an 
one-way manner or in a bidirectional manner. 
The reception module 11 receives all packets including an 

EtherOAM packet supplied to the MEP 10 through a packet 
route. The VLAN tag identification unit 12 determines 
whether VLAN tags have been assigned to the individual 
packets received by the reception module 11. Furthermore, 
the VLAN tag identification unit 12 determines whether a 
VLANID to be processed which is set by a user is obtained in 
accordance with results of the determination. The VLAN tag 
identification unit 12 discards packets which are determined 
as packets not to be processed. The EtherOAM identification 
unit 13 filters EtherOAM packets from the packets received 
by the reception module 11 in accordance with a result of the 
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6 
determination performed by the VLAN tag identification unit 
12. After the filtering, the EtherOAM packets are input to the 
EtherOAM protocol engine 14, and the other packets are 
processed as actual packets. 
The EtherOAM protocol engine 14 realizes a maintenance 

and monitoring function of the MEP 10. The EtherOAM 
protocol engine 14 realizes various Support functions includ 
ing the CC function. The EtherOAM protocol engine 14 
performs transmission/reception management on the 
EtherOAM packets supplied from the EtherOAM identifica 
tion unit 13 and internal state management, for example. The 
EtherOAM protocol engine 14 includes a CC function unit 
141. The CC function unit 141 includes an Rx monitoring unit 
141a, an RX unit 141b, and a Tx unit 141c. The Rx monitoring 
unit 141a performs control of monitoring of opposite MEPs. 
The RX unit 141b performs reception of CCM packets. The 
Tx unit 141c performs transmission of CCM packets. 
The transmission/reception number counting unit 15 

counts the number of packets for each VLAN which are 
received by the reception module 11 when reception of the 
EtherOAM packets is started. Furthermore, the transmission/ 
reception number counting unit 15 counts the number of 
packets for each VLAN which are transmitted by the trans 
mission module 112, which will be described hereinafter, 
when transmission of the EtherOAM packets is started. The 
transmission/reception free bandwidth calculation unit 16 
calculates a transmission free bandwidth and a reception free 
bandwidth of the MEP 10 using a count value supplied from 
the transmission/reception number counting unit 15 with ref 
erence to setting information including a VLAN assignment 
bandwidth (available bandwidth) and a rate of an OAM avail 
able bandwidth. A result of the calculation is stored in a 
transmission/reception free bandwidth table 182, which will 
be described hereinafter. 
The CCM reception processing unit 17 analyzes a CCM 

packet supplied from the EtherOAM protocol engine 14 so as 
to obtain information (such as reception free bandwidths, 
currently-available periods, and currently-executing periods 
of the opposite MEPs 20 and 30) assigned to the CCM packet. 
The obtained information is stored in an opposite MEP table 
184. The CCM reception processing unit 17 compares ID 
numbers of all the MEPs 10, 20, and 30 which belong to the 
same MEG with one another so as to identify one of the MEPs 
10, 20, and 30 which has the largest ID number as a master 
MEP. When an MEP which is a transmission source of the 
received CCM packet is the master MEP, the CCM reception 
processing unit 17 compares a currently-executing period of 
the master MEP and a currently-executing period of the own 
MEP10 with each other. As a result of the comparison, when 
the periods (periodic transmission intervals) do not coincide 
with each other, the CCM reception processing unit 17 
updates the currently-executing period of the own MEP10 so 
that the currently-executing period of the own MEP10 coin 
cides with the currently-executing period of the master MEP. 
Note that, when the own MEP 10 corresponds to the master 
MEP, that is, the MEP which is the transmission source of the 
received CCM packet does not correspond to the master MEP, 
the comparison process described above is not performed. 
The period calculation unit 18 obtains information includ 

ing the reception free bandwidths of the opposite MEP20 and 
30, the transmission free bandwidth of the own MEP 10, a 
load of a CPU (Central Processing Unit), and a rate of an 
OAM available bandwidth from the transmission/reception 
free bandwidth table 182, a CPU load table 183, the opposite 
MEP table 184, and a period management table 185 and 
determines a currently-available period of the own MEP10 in 
accordance with the obtained information. The determined 
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currently-available period is stored in the period management 
table 185. Furthermore, the period calculation unit 18 com 
pares the ID numbers of all the MEPs 10, 20, and 30 which 
belong to the same MEG with one another and determines 
that the own MEP10 is a master MEP when the ID number of 
the own MEP 10 is the largest and otherwise determines that 
the own MEP10 is a slave MEP. When the MEP10 is a master 
MEP, a currently-executing period is determined in accor 
dance with the currently-available periods of the opposite 
MEPs 20 and 30 and the currently-available period of the own 
MEP10 and is stored in the period management table 185. On 
the other hand, when the own MEP 10 is a slave MEP, the 
currently-executing period is simply stored in the period man 
agement table 185. Furthermore, the period calculation unit 
18 obtains information including the calculated reception free 
bandwidth of the own MEP 10, the calculated currently 
available period of the own MEP 10, and the calculated cur 
rently-executing period of the own MEP 10 from the trans 
mission/reception free bandwidth table 182 and the period 
management table 185 and adds the obtained information to a 
CCM packet. 

Note that, when a value of the currently-executing period 
of the master MEP 10 is updated, the MEP 10 notifies the 
slave MEPs 20 and 30 of the updated period by a CCM packet. 
When receiving the notification, the slave MEPs 20 and 30 
update the currently-executing periods, Store the updated 
periods in respective CCM packets, and transmit CCM pack 
ets to the master MEP 10. When receiving the CCM packets, 
the CCM reception processing unit 17 of the master MEP 10 
recognizes that the values of the periods are actually updated 
on the slave sides. 
The user setting IF 19 stores setting information including 

preferable free bandwidths of individual periods in a user 
setting table 181 for each MEP. The CPU load calculation unit 
110 calculates a current CPU loadata time of transmission of 
a CCM packet and stores a result of the calculation in the CPU 
load table 183. The VLAN tag addition unit 111 adds a VLAN 
tag to a packet which is instructed to be transmitted by an 
upper layer. The transmission module 112 transmits all pack 
ets including an EtherOAM packet including a VLAN tag 
assigned thereto to a given address. 

Next, examples of data setting in the tables 181 to 185 will 
be described. FIG. 5A is a diagram illustrating a basic setting 
of a user setting table 181a. As illustrated in FIG. 5A, in the 
user setting table 181a, a type of line interface (line IF), a type 
of VLAN, a bandwidth of a VLAN, a MEP name, a MEG 
level, a MEP identifier (ID), and an OAM available band 
width rate are stored in association with each of MEPs. The 
OAM available bandwidth rate is set for each of a transmis 
sion side (Tx) and a reception side (RX). The OAM available 
bandwidth rate represents a rate of a bandwidth available for 
the corresponding MEP as OAM traffic on the assumption 
that the entire corresponding VLAN bandwidth (5 Mbps, for 
example) is set at 1. For example, referring to the uppermost 
row among rows associated with the MEP 30, the MEP30 
may use 0.4 (2x0.2) Mbps in an entire VLAN bandwidth of 
2 Mbps as a transmission free bandwidth. Furthermore, the 
MEP30 may use 0.6 (=2x0.3) Mbps in 2 Mbps as a reception 
free bandwidth. 

FIG. 5B is a diagram illustrating a setting of preferable free 
bandwidths of individual periods in a user setting table 181b. 
Here, “period’ means a periodic transmission interval of 
CCM packets as mentioned above. As illustrated in FIG. 5B, 
in the user setting table 181b, a MEP name, a CPU usage rate, 
and preferable free bandwidths of individual periods are 
stored in association with each of MEPs. Here, the preferable 
free bandwidths of periods represent lower limit values of 
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8 
free bandwidths needed for realizing individual periodic 
transmission intervals (periods) associated with each of CPU 
usage rates. Furthermore, a cross mark represents that peri 
odic transmission of CCM packets is unavailable with respect 
to the corresponding period, irrespective of a free bandwidth, 
and a circle represents that periodic transmission of a CCM 
packet is available with respect to the corresponding period, 
irrespective of a free bandwidth. 

For example, referring to data in the uppermost row among 
rows associated with the MEP 10, even when the CPU has 
enough room (usage rate of 0 to 20%), the MEP10 uses a free 
bandwidth of at least 350 Kbps in order to realize periodic 
transmission at a short interval of 3.33 ms. However, only a 
free bandwidth of 150 Kbps or more is enough for periodic 
transmission at an interval of 10 ms, and only a free band 
width of 15 Kbps or more is enough for periodic transmission 
at an interval of 100 ms. Furthermore, periodic transmission 
at an interval of 1 s or more may be realized irrespective of an 
amount of a free bandwidth. 

For example, in the MEP20, when the CPU has an enough 
room (usage rate of 0 to 10%), a free bandwidth of 300 Kbps 
ore more is enough for periodic transmission of CCM packets 
at a time interval of 10 ms. However, when the CPU does not 
have enough room (usage rate of 31 to 70%), the MEP 20 is 
unable to perform periodic transmission at an interval of 100 
ms or less irrespective of a free bandwidth (even when a free 
bandwidth is 100%). Furthermore, when a CPU usage rate is 
larger than 70%, a currently-available period of the MEP20 is 
equal to or larger than 1 min irrespective of a free bandwidth. 
For example, referring to data in the lowermost row among 
rows associated with the MEP 30, when the CPU does not 
have enough room (usage rate of 91 to 100%), the MEP30 
may not perform periodic transmission at an interval of 100 
ms or less but a free bandwidth of 2 Kbps or more is enough 
for periodic transmission at an interval of 1 S. Furthermore, 
periodic transmission at an interval of 1 min or more may be 
realized even when a free bandwidth is “0”. 

Note that values stored as the preferable free bandwidths of 
individual periods (350k and 5 k, for example) and boundary 
values of the CPU usage rates (20% and 70%, for example) 
may be appropriately set and changed by a user in accordance 
with capability of the CPU of the MEP devices and the num 
ber of defined MEPs. 

FIG. 6 is a diagram illustrating an example of data stored in 
a transmission/reception free bandwidth table 182a. As illus 
trated in FIG. 6, in the transmission/reception free bandwidth 
table 182a, "1950 Kbps” and “1800 Kbps” which may be 
updated are stored as a Sum of transmission free bandwidths 
and a sum of reception free bandwidths in a VLAN, respec 
tively. Furthermore, in the transmission/reception free band 
width table 182a, a MEG level, the transmission free band 
width, and the reception free bandwidth are stored in 
association with each of MEPs defined for the respective 
levels. The period calculation unit 18 recognizes that a trans 
mission free bandwidth of a MEPC1 at an MEG level “7” is 
currently “390 Kbps' and a reception free bandwidth thereof 
is currently "360 Kbps' with reference to the transmission/ 
reception free bandwidth table 182a. 

FIG. 7 is a diagram illustrating an example of data stored in 
a CPU load table 183a. As illustrated in FIG. 7, in the CPU 
load table 183a, N+1 core usage rates (N is a natural number) 
are stored in association with the respective core identifiers. 
Note that “target core number indicating a core which oper 
ates an own MEP may be set and changed by the user. For 
example, when the target core number is "0, 1’, an average 
value"70% of a usage rate '60% of a core 0 and a usage rate 
“80% of a core 1 is stored as “target core average load’. The 
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CPU load calculation unit 110 recognizes that a current CPU 
usage rate is “70%, for example, with reference to the CPU 
load table 183a. 

FIG. 8 is a diagram illustrating an example of data stored in 
an opposite MEP table 184a. As illustrated in FIG. 8, in the 
opposite MEP table 184a, MEP IDs, discrimination between 
a master and a slave, a reception free bandwidth, a currently 
available period, and a currently-executing period are stored 
in association with each of opposite MEPs. Furthermore, 
when one of the MEPs which includes the opposite MEP table 
184a serves as a master MEP information representing 
whether responses from slave MEPs have been obtained is 
stored as “a slave response'. The period calculation unit 18 
recognizes that an opposite MEP A1 serves as a master 
MEP having a reception free bandwidth of “4000 Kbps', for 
example, with reference to the opposite MEP table 184a. 
Furthermore, the period calculation unit 18 recognizes that 
the MEPA1 is available up to a period of “10 ms” and a 
currently-executing period is set at “1 s”. 

FIG. 9 is a diagram illustrating an example of data stored in 
a period management table 185a. As illustrated in FIG. 9, in 
the period management table 185a, “slave' is registered as 
discrimination between a master and a slave of an own MEP 
C1, and in addition, “100 ms” and “1 s” are stored as a 
currently-available period and a currently-executing period 
of the own MEPIC1, respectively. The period calculation 
unit 18 recognizes that the MEPC1 serves as a slave MEP, 
for example, with reference to the period management table 
185a. Furthermore, the period calculation unit 18 recognizes 
that the MEPIC1 is available up to a period of “100 ms” and 
a currently-executing period is set at “1 s”. 

Although the configuration of the MEP 10 has been 
described above as a representative example, the MEPs 20 
and 30 and an MIP 40 have configurations the same as that of 
the MEP 10. Therefore, common components are denoted by 
reference numerals having the same last numbers, and 
detailed descriptions thereof are omitted. For example, the 
user may cause the MEPs 10, 20, and 30 to function as MIPs 
by changing settings of the EtherOAM protocol engine 14 
and EtherOAM protocol engines 24 and 34. Alternatively, the 
user may cause the MIP 40 to have a function of an MEP by 
changing a setting of an EtherOAM protocol engine 44. 

Next, a configuration of a CCM packet will be described. 
FIG. 10A is a diagram illustrating an example of a format of 
a CCM packet, according to an embodiment. As illustrated in 
FIG. 10A, a CCM packet P includes a PADDING region D 
(shaded portion). Information included in the PADDING 
region D is defined by DataTLV of the OAM protocol. The 
PADDING region D has predetermined bytes (for example, 
nine bytes) and may store arbitrary data. In this embodiment, 
information including at least a reception free bandwidth, a 
currently-available period, and a currently-executing period 
is stored in the PADDING region D. FIG. 10B is a diagram 
illustrating an example of a format of a flag F, according to an 
embodiment. As illustrated in FIG. 10B, the flag F may store 
information of eight bits in total which includes one bit for an 
RDI (Remote Defect Indication) region, four bits for a 
reserved region, and three bits for a period region. 

Next, an operation will be described. Hereinafter, although 
an operation of the MEP 10 serving as a master MEP and an 
operation of the MEP 20 serving as a slave MEP will be 
described as representative examples, as with the description 
of the configuration, the MEP 30 and the MIP 40 may be 
configured to perform similar operations. 

FIG. 11 is a diagram illustrating an example of an opera 
tional flowchart of a MEP on a master side, according to an 
embodiment. First, when the reception module 11 of the MEP 
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10 receives CCM packets from the opposite MEPs 20 and 30 
(S1), the CCM reception processing unit 17 obtains informa 
tion on reception free bandwidths stored in the received CCM 
packets (S2). Meanwhile, the transmission/reception free 
bandwidth calculation unit 16 calculates a transmission band 
width for packets (for actual traffic) other than OAM packets 
(for maintenance and monitoring) for each VLAN (S3), and 
thereafter, calculates a transmission free bandwidth based on 
a result of the calculation and the maximum bandwidth (S4). 
Furthermore, the CPU load calculation unit 110 calculates a 
CPU usage rate of the own MEP 10 at a current time point 
(S5). Note that processes in step S1 to step S5 are performed 
to collect parameters used to calculate a currently-available 
period of the MEP 10, and the order of performing the pro 
cesses may be changed. 

Although a detailed method for calculating a period will be 
described hereinafter, in step S6, a currently-available period 
of the own MEP 10 is calculated using the parameters col 
lected in step S1 to step S5 and preferable free bandwidth 
definition information of individual periods set by the user. 
Furthermore, the period calculation unit 18 finally determines 
a currently-executing period in the MEG using currently 
available periods stored in the CCM packets supplied from 
the other MEPs 20 and 30 (all slave MEPs) which belong to 
the same MEG and the currently-available period calculated 
in step S6 (S7). 

In step S8, the EtherOAM protocol engine 14 adds numeric 
values of the reception free bandwidths obtained in step S2 
and the currently-executing period finally determined in step 
S7 to a PADDING region of a CCM packet to be transmitted. 
The transmission module 112 transmits the CCM packet to a 
predetermined address. The CCM reception processing unit 
17 determines whether the currently-executing periods 
received from the slave MEPs 20 and 30 coincide with the 
currently-executing period finally determined in step S7 
when the next CCM packet is transmitted (S9). When the 
determination is affirmative, the CCM reception processing 
unit 17 determines that maintenance and monitoring is 
allowed to be continued in a normal way, and otherwise, the 
CCM reception processing unit 17 determines that the main 
tenance and monitoring is not allowed to be continued in the 
normal way and notifies the network administrator of the fact. 

FIG. 12 is a diagram illustrating a example of an opera 
tional flowchart of a MEP on a slave side, according to an 
embodiment. The operation of the MEP 20 on the slave side 
includes processes the same as those included in the operation 
of the MEP10 on the master side described above, and there 
fore, detailed descriptions of the common steps are omitted. 
For example, processes in step S11 to step S16 in FIG. 12 are 
the same as those in step S1 to step S6 described with refer 
ence to FIG. 11 except that the MEP 20 on the slave side 
performs the processes. Hereinafter, processes in step S17 
onwards will be described. 

In step S17, a period calculation unit 28 determines 
whether a value of a currently-executing period stored in a 
CCM packet supplied from the master MEP10 which belongs 
to the same MEG has been changed from the previous value. 
As a result of the determination, when the value of the cur 
rently-executing period has been changed, the period calcu 
lation unit 28 updates a currently-executing period of the own 
MEP 20 stored in a period management table 285 in accor 
dance with the change of the value of the currently-executing 
period of the master MEP 10. In step S18 and step S19, 
processes similar to those performed in step S3 and step S4 
described above are executed. Specifically, the transmission/ 
reception free bandwidth calculation unit 26 calculates a 
reception bandwidth for packets other than OAM packets for 
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each VLAN (S18), and thereafter, calculates a reception free 
bandwidth based on a result of the calculation and the maxi 
mum bandwidth (S19). Thereafter, the EtherOAM protocol 
engine 24 adds numeric values of the reception free band 
width obtained in step S19, a currently-available period of the 
own MEP20 calculated in step S16, and the currently-execut 
ing period updated in step S17 to a PADDING region of a 
CCM packet to be transmitted. A transmission module 212 
transmits the CCM packet to a predetermined address (S20). 

Next, operations of the MEPs 10, 20, and 30 according to 
an embodiment will be described in detail with reference to 
FIGS. 13 to 21. In operations described below, a network 
environment is assumed in which a bandwidth control based 
on QoS (Quality of Service) functions for each VLAN and 
available bandwidths are limited for individual VLANs. 

FIG. 13 is a schematic diagram illustrating an example of a 
process for calculating a reception free bandwidth performed 
by each of the MEPs 10, 20, and 30. As illustrated in FIG. 13, 
in an MEG 1 according to the embodiment, the three MEPs 
10, 20, and 30 perform monitoring on a VLAN n at a MEG 
level 7. Each of the MEPs 10, 20, and 30 receives a normal 
packet other than a CCM packet and calculates a packet 
reception rate (bps) for each VLAN. Furthermore, each of the 
MEPs 10, 20, and 30 subtracts a reception bandwidth repre 
senting an actual traffic amount from the maximum band 
width which is available for packet reception and stored in a 
memory of the device. By this, an available free bandwidth is 
calculated. 

FIG. 14 is a schematic diagram illustrating an example of a 
process for notifying the other MEPs of a reception free 
bandwidth performed by each of the MEPs 10, 20, and 30. As 
illustrated in FIG.14, each of the MEPs 10, 20, and 30 notifies 
the other MEPs included in the same MEG 1 of information 
representing the calculated reception free bandwidth using a 
CCM packet. Each of the MEPs 10, 20, and 30 transmits a 
reception free bandwidth to the other opposite MEPs by add 
ing the reception free bandwidth calculated by the own MEP 
to a PADDING region of a corresponding one of CCM pack 
ets P1, P2, and P3 which are periodically transmitted in a 
multicast manner to the other opposite MEPs. 

FIG. 15 is a schematic diagram illustrating an example of a 
process for calculating a free bandwidth based on reception 
free bandwidths and a transmission free bandwidth, per 
formed by the MEP 30. Hereinafter, a case of the MEP30 
among the MEPs 10, 20, and 30 is taken as a representable 
example and a process performed by the MEP30 is represen 
tatively described. However, the other MEPs 10 and 20 also 
perform similar processes. As illustrated in FIG. 15, the MEP 
30 calculates a free bandwidth taking a packet arrival capa 
bility into consideration in accordance with the reception free 
bandwidths supplied from the other MEPs 10 and 20 and the 
transmission free bandwidth calculated by the MEP30. Upon 
receiving the CCM packets P1 and P2 from all the opposite 
MEPs 10 and 20, the MEP 30 collects information on the 
reception free bandwidths of the opposite MEPs 10 and 20 
from the PADDING regions included in the packets P1 and 
P2. As with the method on the reception side, the MEP30 may 
calculate a transmission free bandwidth of the own device in 
accordance with a packet transmission rate (bps) for each 
VLAN. The MEP 30 calculates a free bandwidth taking 
packet reachability into consideration in accordance with the 
information on the reception free bandwidths and informa 
tion on the transmission free bandwidth. 

FIG.16 is a schematic diagram illustrating an example of a 
bandwidth used for packet communication between the 
MEPs 30 and 10. In FIG.16, abandwidth B1 is used when the 
MEP30 transmits normal packets other thana CCM packet P. 
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12 
and a bandwidth B2 is a remaining unused bandwidth (the 
transmission free bandwidth described above). Similarly, a 
bandwidth B3 is used when the MEP 10 receives normal 
packets other than the CCM packet P and a bandwidth B4 is 
a remaining unused bandwidth (the reception free bandwidth 
described above). The bandwidths B1 and B3 are used for 
actual data transmission/reception traffic, and the bandwidths 
B2 and B4 are used for maintenance and monitoring traffic. 
As illustrated in FIG. 16, even when the transmission free 
bandwidth of the MEP30 has enough room, if the reception 
free bandwidth of the MEP10 does not have enough room, an 
efficient bandwidth for maintenance is not ensured between 
the MEPs 30 and 10. Therefore, when the MEP 30 confirms 
reachability of the CCM packet P between the MEP30 and 
the opposite MEP 10, information on the transmission free 
bandwidth and information on the reception free bandwidth 
are needed. 

Here, in the communication control system of the embodi 
ment, different MEPs in different MEG levels may be defined 
in a single VLAN. FIG. 17 is a schematic diagram illustrating 
an example of a process for calculating a free bandwidth 
when three MEPs in different MEG levels are defined. As 
illustrated in FIG. 17, in the MEP30, an MEPP of a level 7, 
an MEPIQ of a level 3, and an MEPR) of a level 1 are 
defined as three MEPs in different levels. The MEP 30 cal 
culates, as with the case of FIG. 15, a free bandwidth taking 
packet reachability into consideration in this state. 

FIG. 18 is a schematic diagram illustrating an example of a 
bandwidth used for packet communication between the 
MEPs 30 and 10 when three MEPs in different MEG levels 
are defined. In FIG. 18, abandwidth B1 is used when the MEP 
30 transmits normal packets other than a CCM packet P and 
a bandwidth B2 is a remaining unused bandwidth (the trans 
mission free bandwidth described above). In this embodi 
ment, unlike the case of FIG. 16, a plurality of MEPP, 
MEPQ, and MEPR in different levels are set in the VLAN 
n, and therefore, the transmission free bandwidth B2 is shared 
by the MEPP), the MEPIQ), and the MEPR). As a result, a 
transmission free bandwidth B2-1 is assigned to the MEPP 
and transmission free bandwidths B2-2 and B2-3 areassigned 
to the MEPIQ and the MEPR), respectively. Furthermore, in 
order to address sudden increase of traffic, abandwidth B5 is 
set as a security margin. Available bandwidth of the MEPP). 
the MEPIQ, and the MEPR include the security margin and 
may be set and changed by the user. 

Similarly, the bandwidth B3 is used when the MEP 10 
receives normal packets other than the CCM packet P and a 
bandwidth B4 is a remaining unused bandwidth (the recep 
tion free bandwidth described above). The MEP 10 on a 
reception side receives by itself CCM packets P supplied 
from all the MEPs which belong to the same MEG 1. There 
fore, when viewed from the MEP30 on a transmission side, 
one MEP is not allowed to occupy all the reception free 
bandwidth of the MEP 10 on the reception side, and the 
reception free bandwidth B4 of the MEP 10 on the reception 
side is shared by a number of opposite MEPs (two MEPs in 
FIG. 18). As a result, a reception free bandwidth B4-1 is 
assigned to the MEPP and a reception free bandwidth B4-3 
is assigned to the MEPR). The MEP10 on the reception side 
also preferably includes a security margin similarly to the 
transmission side. Note that, in this embodiment, since a 
bandwidth (a free bandwidth) available for maintenance and 
monitoring is recognized in advance, the MEP 10 only sets a 
margin having a width considerably smaller than margins in 
the related art (approximately 10% of the reception free band 
width B4, for example). 
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FIG. 19 is a schematic diagram illustrating an example of a 
process for notifying the other MEPs of a currently-available 
period performed by each of the slave MEPs 20 and 30. It is 
assumed that determination of a master or a slave is made in 
accordance with definition of the Ethernet OAM protocol. 
MEPIDs (1 to 8191 for example) which are not overlapped 
with one another in the MEG 1 areassigned to MEPs included 
in the MEG 1. One of the MEPs having the largest ID (8191, 
for example) in the MEG 1 serves as a master MEP and all the 
other MEPs serve as slaves. Since the MEPID is information 
which is to be stored in a CCM format, the MEPs are able to 
recognize the IDs of all the MEPs which belong to the same 
MEG 1. Accordingly, each of the MEPs may easily identify 
whether the own device is a master or a slave, and further 
more, each of the MEPs may easily identify whether the other 
devices are a master or slaves. 
As illustrated in FIG. 19, each of the slave MEPs 20 and 30 

stores a period applicable at a current time point as a "cur 
rently-available period’ in a PADDING region of a corre 
sponding one of CCM packets P4 and P5 and notifies the 
master MEP10 of the currently-available period. That is, each 
of the slave MEPs 20 and 30 determines a currently-available 
period of the own MEP using the free bandwidth (the trans 
mission free bandwidth and the reception free bandwidth of 
the own MEP) taking the packet reachability into consider 
ation. For the determination, each of the slave MEPs 20 and 
30 may use, in addition to the free bandwidth information, a 
period available in accordance with a device specification 
(spec), setting information unique to the device (available 
free bandwidths of individual periods associated with CPU 
usage rates, for example) or information set by the user. The 
MEP 10 collects currently-available periods determined by 
the MEPs 20 and 30 from the MEPs 20 and 30. Note that, 
since the MEP 10 serving as the master device finally deter 
mines a period, the MEP 10 is not requested to store a cur 
rently-available period in a CCM packet and only the MEPs 
20 and 30 are requested to store the currently-available peri 
ods. 

FIG.20 is a schematic diagram illustrating an example of a 
process for notifying the other MEPs 20 and 30 of a currently 
executing period performed by the master MEP 10. After 
collecting the currently-available periods from all the MEPs 
20 and 30 included in the MEG 1 which includes the MEP10, 
the MEP10 performs a logical sum on values of the currently 
available periods so as to determine a shortest period which is 
executable in the MEG 1 as a “currently-executing period’. 
Then, as illustrated in FIG. 20, the MEP 10 stores a value of 
the determined currently-executing period in a PADDING 
region of a CCM packet P6, which is periodically transmitted, 
and transmits the CCM packet P6 to all the slave MEPs 20 and 
30 included in the MEG 1. 
When receiving the notification of the currently-executing 

period from the MEP 10, each of the MEPs 20 and 30 returns 
a response. FIG. 21 is a schematic diagram illustrating an 
example of a process for returning a response to the other 
MEPs in response to notification of a currently-executing 
period performed by each of the slave MEPs 20 and 30. When 
the master MEP 10 updates the currently-executing period, 
each of the MEPs 20 and 30 starts monitoring of periodic 
transmission and periodic reception performed in accordance 
with the updated currently-executing period. The currently 
executing period of the own MEP is added to a PADDING 
region of a CCM packet transmitted from each of the MEPs 
20 and 30 at all time, and a value of the currently-executing 
period of the packet transmitted from each of the MEPs 20 
and 30 is updated in accordance with the update of the cur 
rently-executing period performed by the master MEP10. As 
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illustrated in FIG. 21, the MEPs 20 and 30 transmit CCM 
packets P7 and P8, respectively, which store the currently 
executing periods, to the master MEP10 and the other slave 
MEP. Therefore, the MEP 10 may easily recognize that noti 
fication and update of the currently-executing periods of all 
the MEPs 20 and 30 of the transmission sources have been 
normally completed with reference to the values of the cur 
rently-executing periods included in the received CCM pack 
etS P7 and P8. 

Next, assuming that a CCM packet is periodically trans 
mitted in a period of 1s, operations of the MEPs 10, 20, and 
30 will be further described in detail with reference to FIGS. 
22 to 30. 

FIG.22 is a schematic diagram illustrating a state in which 
actual packets are transmitted and received among the MEPs 
10, 20, and 30. The actual packets mean packets other than 
packets for maintenance and monitoring (OAM packets) 
among packets transmitted and received among the MEPs 10, 
20, and 30. The actual packets are used in actual data com 
munication. As illustrated in FIG.22, the MEPs 10, 20, and 30 
periodically transmit CCM packets P11, P12, and P13, 
respectively, at a transmission interval corresponding to a 
period of 1 S. In particular, the MEP 10 transmits actual 
packets at a speed of 600 Kbps and receives actual packets at 
a speed of 500 Kbps. In this case, a transmission VLAN 
bandwidth Tx of the MEP 10 is 5 Mbps and a reception 
VLAN bandwidth RX of the MEP10 is 5 Mbps. Furthermore, 
a CPU usage rate is 30%. Meanwhile, the MEP 20 transmits 
and receives actual packets at a speed of 500 Kbps. In this 
case, a transmission VLAN bandwidth Tx and a reception 
VLAN bandwidth RX of the MEP 20 are 1 Mbps. Further 
more, a CPU usage rate is 5%. Moreover, two types of levels, 
that is, MEG levels 4 and 1 are defined in the MEP 30. The 
MEP30 transmits actual packets at a speed of 50 Kbps and 
receives actual packets at a speed of 200Kbps. In this case, a 
transmission VLAN bandwidth Tx and a reception VLAN 
bandwidth RX of the MEP30 are 2 Mbps. Furthermore, a 
CPU usage rate is 70%. 

FIG. 23 is a schematic diagram illustrating an example of a 
process for calculating a reception free bandwidth and noti 
fying the other MEPs of the reception free bandwidth per 
formed by each of the MEPs 10, 20, and 30. As illustrated in 
FIG. 23, the MEPs 10, 20, and 30 individually calculate own 
reception free bandwidths, add the reception free bandwidths 
to CCM packets P14, P15, and P16, respectively, which are 
periodically transmitted at the currently-executing period, 
and transmit the CCM packets P14, P15, and P16 to the other 
MEPs. The reception free bandwidths are calculated in accor 
dance with Equation (1) below. 

Reception Free Bandwidth=(VLAN Bandwidth-Ac 
tual Packet Reception Bandwidth)xOAM Avail 
able Bandwidth Rate (1) 

In a case of the MEP 10, for example, since a VLAN 
bandwidth is 5000 Kbps and an actual packet reception band 
width at a current time point is 500 Kbps, 4500 (5000-500) 
Kbps is multiplied by an OAM available bandwidth rate of 0.9 
which is a security margin. As a result, a reception free band 
width of the MEP 10 of 4000 Kbps is obtained. Similarly, in 
a case of the MEP20, since a VLAN bandwidthis 1000 Kbps 
and an actual packet reception bandwidth at a current time 
point is 500 Kbps, 500 (=1000-500) Kbps is multiplied by an 
OAM available bandwidth rate of 0.9 which is a security 
margin. As a result, a reception free bandwidth of the MEP20 
of 450 Kbps is obtained. Furthermore, in a case of the MEP 
30, although a VLAN bandwidth is 2000 Kbps and an actual 
packet reception bandwidth at a current time point is 200 
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Kbps, the MEP30 is shared by three MEPs. Therefore, 1800 
(=2000-200) Kbps which is a subtraction value is multiplied 
by an OAM available bandwidth rate of 0.2, for example, 
including a security margin. As a result, a reception free 
bandwidth of the MEP30 of 360 Kbps is obtained. 

Hereinafter, although a method for obtaining a reception 
free bandwidth and a method for calculating a transmission 
free bandwidth will be described taking the MEP30 as an 
representative example, similar processes may be performed 
by the MEPs 10 and 20. FIG. 24 is a diagram illustrating a 
process of collecting reception free bandwidths and obtaining 
a transmission free bandwidth performed by the MEP30. As 
illustrated in FIG. 24, the MEP30 obtains the reception free 
bandwidth of 4000Kbps of the MEP10 from the CCM packet 
P14supplied from the MEP10. Similarly, the MEP30 obtains 
the reception free bandwidth of 450 Kbps of the MEP20 from 
the CCM packet P15 supplied from the MEP 20. Further 
more, the MEP30 calculates a transmission free bandwidth of 
the MEP30 in accordance with Equation (2) below. 

Transmission Free Bandwidth=(VLAN Bandwidth 
Actual Packet Transmission Bandwidth)xOAM 
Available Bandwidth Rate (2) 

For example, in a case of the MEP30, although a VLAN 
bandwidth is 2000 Kbps and an actual packet transmission 
bandwidth at a current time point is 50 Kbps, the MEP30 is 
shared by three MEPs. Therefore, 1950 (2000-50) Kbps is 
multiplied by an OAM available bandwidth rate of 0.2, for 
example, including a security margin. As a result, a transmis 
sion free bandwidth of the MEP30 of 390 Kbps is obtained. 

FIG.25 is a schematic diagram illustrating an example of a 
process for calculating an OAM available bandwidth (a free 
bandwidth for maintenance) performed by the MEP30. The 
MEP 30 uses the transmission free bandwidth of 390 Kbps 
calculated by the MEP30 and the reception free bandwidths 
of 4000 Kbps and 450 Kbps obtained from the MEPs 10 and 
20. The MEP 30 divides the reception free bandwidths 
obtained from the MEPs 10 and 20 by the number of opposite 
MEPs when calculating the OAM available bandwidth. This 
is because the reception free bandwidth of the MEP10 is used 
not only by the opposite MEP30 but also by the other oppo 
site MEPs (the MEP20 in this embodiment). Similarly, this is 
because the reception free bandwidth of the MEP 20 is used 
not only by the opposite MEP30 but also by the other oppo 
site MEPs (the MEP10 in this embodiment). In FIG. 25, since 
the three MEPs 10, 20, and 30 are installed in the single MEG, 
the number of opposite MEPs relative to each of the MEPs 10, 
20, and 30 is two, and therefore, the reception free band 
widths are divided by “2. Consequently, 2000 (=4000/2) 
Kbps is obtained as a reception free bandwidth of the MEP 
10, and 225 (450/2) Kbps is obtained as a reception free 
bandwidth of the MEP 20. 

The MEP 30 obtains three free bandwidth values (390 
Kbps, 2000 Kbps, and 225 Kbps) in accordance with the 
calculation process, and selects the Smallest values among the 
free bandwidth values as the OAM available bandwidth (a 
free bandwidth for maintenance) for transmission and recep 
tion of CCM packets with the MEPs 10 and 20. In this 
embodiment, “225 Kbps' which is the smallest value is 
selected as the OAM available bandwidth. As described 
above, the MEP 30 may calculate a realistic bandwidth for 
packets for maintenance and monitoring taking communica 
tion capability of packets for maintenance and monitoring 
into consideration with reference to information including a 
transmission free bandwidth of an interface provided for the 
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own maintenance and monitoring point and reception free 
bandwidths of interfaces provided for opposite maintenance 
and monitoring points. 

FIG. 26 is a schematic diagram illustrating an example of a 
process for calculating a currently-available period and noti 
fying the other MEPs of the currently-available period per 
formed by each of the MEP20 and 30. The MEPs 20 and 30 
obtain currently-available periods from the calculated OAM 
available bandwidths and current CPU usage rates of the own 
devices with reference to the user setting table 181b (refer to 
FIG. 5B). As illustrated in FIG. 26, the currently-available 
periods are stored in CCM packets P17 and P18 and trans 
mitted to the master MEP10 and the opposite slave MEP20 
or 30. For example, referring to the setting example of FIG. 
5B, a current CPU usage rate of the MEP 30 of 70% is 
included in a CPU usage rate of 51 to 90% of an MEPIC1. In 
the case of the CPU usage rate of 51 to 90% of the MEPC1, 
when the OAM available bandwidth (a free bandwidth) is 
equal to or larger than 20 Kbps, the MEP30 may cope with a 
period up to 100 ms. As described above, since the OAM 
available bandwidth of the MEP 30 is 225 Kbps which is 
equal to or larger than 20 Kbps, a currently-available period 
of the MEP30 of “100 ms” is obtained. By a similar method, 
a currently-available period of the MEP 20 of “10 ms” is 
obtained. The results of the calculations are transmitted to the 
opposite MEPs using the CCM packets P17 and P18. 

FIG. 27 is a schematic diagram illustrating an example of a 
process for determining a currently-executing period and 
notifying the slave MEPs 20 and 30 of the currently-executing 
period performed by the master MEP10. The master MEP10 
obtains the shortest period from among periods which are 
executable in common by all the MEPs 10, 20, and 30 
included in the MEG 1, based on the currently-available 
period calculated by the MEP10 and the currently-available 
periods collected from the slave MEPs 20 and 30. The master 
MEP 10 determines the obtained shortest period as a cur 
rently-executing period. As illustrated in FIG. 27, the cur 
rently-executing period is stored in a CCM packet P19 and 
transmitted to the opposite slave MEPs 20 and 30. For 
example, in this embodiment, as described above, the cur 
rently-available periods of the MEPs 10, 20, and 30 are “10 
ms”, “10 ms, and “100 ms, respectively. Accordingly, the 
MEP 30 may employ the period of 100 ms but does not 
employ the period of 10 ms. The period of 100 ms which is 
executable in common by all the MEPs is determined as a 
currently-executing period. 

FIG. 28 is a diagram illustrating an example of data stored 
in an opposite MEP table 184b after updating performed in 
accordance with a determination of a currently-executing 
period. A state of the opposite MEP table 184 of the master 
MEP 10 is changed from a state of the opposite MEP table 
184a illustrated in FIG.8 to a state of the opposite MEP table 
184b illustrated in FIG. 28 when the currently-executing 
period is determined to “100 ms. Specifically, a setting value 
of a currently-executing period of an opposite MEP name 
“MEPA1 is speeded from “1 s” to “100 ms” (a shaded 
portion in FIG. 28). 

FIG. 29 is a schematic diagram illustrating an example of a 
process for receiving and updating a currently-executing 
period and responding to the master MEP 10, performed by 
each of the slave MEPs 20 and 30. After receiving the cur 
rently-executing period determined by the master MEP 10, 
each of the MEPs 20 and 30 updates a currently-executing 
period included in a CCM packet which is to be periodically 
transmitted and transmits the CCM packet including the 
updated period to the master MEP10 as illustrated in FIG. 29. 
By this, each of the MEPs 20 and 30 transmits a response to 
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the notification representing the update of the currently-ex 
ecuting period. For example, in this embodiment, as 
described above, since the MEP10 determines the currently 
executing period of “100 ms, currently-executing periods 
included in CCM packets P20 and P21 transmitted from the 
slave MEPs 20 and 30, respectively, are also updated to “100 
ms”. Consequently, working periods of all the MEPs 10, 20. 
and 30 included in the MEG 1 become the same as one 
another. 

FIG. 30 is a diagram illustrating an example of data stored 
in an opposite MEP table 184c after updating performed in 
accordance with the responses to notification of the currently 
executing period. The master MEP 10 recognizes that the 
currently-executing periods of the slave MEPs 20 and 30 are 
updated to “100 ms, based on the responses by the CCM 
packets P20 and P21. In accordance with the responses, a 
state of the opposite MEP table 184 of the master MEP10 is 
changed from the state of the opposite MEP table 184b illus 
trated in FIG. 28 to a state of the opposite MEP table 184c 
illustrated in FIG. 30. That is, values of the currently-execut 
ing periods corresponding to opposite MEP names “MEP 
B1” and “MEPC1' are speeded from “1 s” to “100 ms” (a 
shaded portion in FIG. 30). In addition, flags representing 
slave responses corresponding to the opposite MEP names 
“MEPB1” and “MEPC1' are changed to"1” representing 
that responses from the slave MEPs 20 and 30 have been 
received (a hatched portion in FIG. 30). 
As described above, the MEP 10 performs transmission 

and reception of packets with the opposite MEPs 20 and 30. 
The MEP10 at least includes the transmission/reception free 
bandwidth calculation unit 16, the period calculation unit 18, 
and the transmission module 112. The transmission/reception 
free bandwidth calculation unit 16 calculates a free band 
width (an OAM available bandwidth, for example) available 
for transmission and reception of packets for maintenance 
(CCM packets, for example), within a bandwidth which is 
available for transmission and reception of the packets 
described above. The period calculation unit 18 determines a 
transmission interval of the packets for maintenance in accor 
dance with the free bandwidth calculated by the transmission/ 
reception free bandwidth calculation unit 16. The transmis 
sion module 112 periodically transmits the packets for 
maintenance to the opposite MEPs 20 and 30 at the transmis 
sion interval determined by the period calculation unit 18. 

In the MEP 10, the transmission/reception free bandwidth 
calculation unit 16 may calculate the free bandwidth, based 
on the transmission free bandwidth of the MEP 10 and the 
reception free bandwidths of the other MEPs 20 and 30. This 
allows the MEP10 to calculate a free bandwidth correspond 
ing to an actual condition by taking a current state of a net 
work environment which is changed from moment to moment 
into consideration, thereby realizing reliable control of a 
period. Furthermore, the MEP 10 further includes the CPU 
load calculation unit 110 which calculates a CPU usage rate 
of the MEP10. The period calculation unit 18 may determine 
the transmission interval based on the free bandwidth and a 
processor usage rate (the CPU ratio, for example). This 
allows the MEP 10 to employ a more appropriate period as a 
currently-executing period by taking a machine specification 
and a load State which are unique to each device into consid 
eration. 
As mentioned above, the MEP10 according to the embodi 

ment is able to dynamically change and optimize a periodic 
transmission interval which has been fixed to a long period of 
time (10 minutes, for example) for ensuring a security margin 
irrespective of a free bandwidth for maintenance in the related 
art inaccordance with abandwidth available for maintenance 
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and monitoring. This allows a period of time needed for 
detecting network failure to be reduced without reducing an 
actual traffic amount in accordance with reduction of a band 
width available for data communication. In other words, 
specifying a free bandwidth by monitoring a bandwidth used 
for actual traffic allows the MEP10 to recover from a failure 
in an earlier stage while Suppressing adverse effect to network 
traffic (packet loss, increase of communication delay time, 
and the like). 

For example, the MEP10 first calculates a currently-avail 
able period based on reception free bandwidths of CCM 
packets received before the previous transmission of a packet, 
a transmission free bandwidth of the MEP10, and preferable 
free bandwidths of individual periods. When the MEP 10 is a 
master MEP, the MEP 10 determines a currently-executing 
period based on the currently-available periods of the CCM 
packets received before the previous transmission of the 
packet and the currently-available period of the MEP 10. 
When the determined period is different from the currently 
set period, the currently-executing period is updated. On the 
other hand, when the MEP 10 is a slave MEP, the MEP 10 
checks a currently-executing period Supplied from a master. 
When the supplied period is different from the currently-set 
period, the currently-executing period is updated. This allows 
the MP10 to switch selection of period in such a manner that, 
when an actual network load is small, the MEP 10 selects a 
short period so as to give priority to maintenance and moni 
toring whereas when a actual network load is large, the MEP 
10 selects a long period as before so as to give priority to 
actual traffic. This allows the MEP 10 to shorten a period of 
time needed for failure detection to a minimum extent within 
the range in which interference to actual traffic by OAM 
traffic for maintenance and monitoring is avoided. 

Note that, in the foregoing embodiment, the master MEP 
10 collects the currently-available periods from the MEPs 20 
and 30. However, it is not necessarily the case that the master 
MEP 10 collects period values, and the master MEP 10 may 
collect the OAM available bandwidths and the current CPU 
usage rates described above which are calculated by slave 
MEPs 20 and 30. In this embodiment, the MEP 10 specifies 
the currently-available periods of the MEPs 20 and 30 using 
the OAM available bandwidths and the current CPU usage 
rates as parameters. Therefore, although a processing load of 
the master MEP10 is increased, processing loads of the slave 
MEPs 20 and 30 are reduced, and accordingly, a period of 
time needed for the collection is reduced. Furthermore, each 
of the slave MEPs 20 and 30 is not requested to store a portion 
of data stored in the user setting table 181, and therefore, 
amount of used memory may be reduced. 

Furthermore, in the foregoing embodiment, it is not nec 
essarily the case that the components included in the MEP10 
are physically configured as illustrated. That is, embodiments 
of distribution and integration of the units are not limited to 
those illustrated in the drawings, and all or Some of the units 
may be configured in a functionally distributed or integrated 
manner or in a physically distributed or integrated manner in 
an arbitrary unit in accordance with various loads and various 
usage situations. For example, a combination of the VLAN 
tag identification unit 12 and the EtherOAM identification 
unit 13, a combination of the EtherOAM protocol engine 14 
and the period calculation unit 18, or a combination of the 
storage tables 181 to 185 may be integrated as a single com 
ponent. On the other hand, the EtherOAM protocol engine 14 
may be divided into a section which performs OAM packet 
transmission/reception management and a section which per 
forms internal state management. Furthermore, the period 
calculation unit 18 may be divided into a section which deter 
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mines a currently-available period and a section which deter 
mines a currently-executing period. Furthermore, a memory 
storing the tables 181 to 185 may be configured as external 
devices provided outside the MEP10 where the memory and 
the MEP10 are connected through a network or a cable. 

All examples and conditional language recited herein are 
intended for pedagogical purposes to aid the reader in under 
standing the invention and the concepts contributed by the 
inventor to furthering the art, and are to be construed as being 
without limitation to such specifically recited examples and 
conditions, nor does the organization of such examples in the 
specification relate to a showing of the superiority and infe 
riority of the invention. Although the embodiment of the 
present invention has been described in detail, it should be 
understood that the various changes, substitutions, and alter 
ations could be made hereto without departing from the spirit 
and scope of the invention. 
What is claimed is: 
1. An apparatus controlling a transmission interval of 

maintenance packets in a communication network, the appa 
ratus comprising: 

a memory; 
a processor coupled to the memory and the processor con 

figured to: 
calculate, within a first bandwidth available for trans 

mission and reception of packets, a second bandwidth 
that is free in the apparatus and usable for transmitting 
and receiving the maintenance packets for mainte 
nance of the communication network; 

determine a transmission interval of maintenance pack 
ets in accordance with the second bandwidth calcu 
lated; and 

transmit the maintenance packets to another apparatus in 
the communication network at the transmission interval 
determined, and 

wherein the second bandwidth is calculated based on a 
third bandwidth that is free in the apparatus and usable 
for transmitting packets and a fourth bandwidth that is 
free in the another apparatus and usable for receiving 
packets. 

2. An apparatus controlling a transmission interval of 
maintenance packets in a communication network, the appa 
ratus comprising: 

a memory; 
a processor coupled to the memory and the processor con 

figured to: 
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calculate, within a first bandwidth available for trans 

mission and reception of packets, a secondbandwidth 
that is free in the apparatus and usable for transmitting 
and receiving the maintenance packets for mainte 
nance of the communication network; 

determine a transmission interval of maintenance pack 
ets in accordance with the second bandwidth calcu 
lated; and 

transmit the maintenance packets to another apparatus in 
the communication network at the transmission interval 
determined, and 

wherein a usage rate of a processor of the apparatus is 
calculated, and 

the transmission interval is determined in accordance with 
the second bandwidth and the usage rate of the processor 
calculated. 

3. A method controlling a transmission interval of mainte 
nance packets in a communication network, the method com 
prising: 

calculating, within a first bandwidth available for transmis 
Sion and reception of packets, a second bandwidth that is 
free in an apparatus and usable for transmitting and 
receiving the maintenance packets for maintenance of 
the communication network; 

determining a transmission interval of the maintenance 
packets in accordance with the calculated second band 
width; and 

transmitting the maintenance packets to another apparatus 
in the communication network at the determined trans 
mission interval, and 

wherein the second bandwidth is calculated based on a 
third bandwidth that is free in the apparatus and usable 
for transmitting packets and a fourth bandwidth that is 
free in the another apparatus and usable for receiving 
packets. 

4. The method of claim3, wherein the transmission interval 
of the maintenance packets is enabled to be adjusted subse 
quent to the determining. 

5. The method of claim3, wherein the transmission interval 
is adjusted to enable a period of time for failure detection 
within a range such as to avoid packet traffic interference by 
the transmitting of the maintenance packets. 

6. The method of claim3, wherein a process is executed by 
the apparatus to control the transmission interval of mainte 
nance packets. 


