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PROPORTIONAL QUALITY OF SERVICE BASED ON CLIENT USAGE AND SYSTEM
METRICS

CROSS-REFERENCE TO RELATED PATENT APPLICATIONS

[0001] This application is a continuation-in-part application, pursuant to the provisions of 35 U.S.C.
8120, of prior U.S. Application Serial No. 13/338,039 (SolidFire Docket No. P002), titled
"Management of Storage System Access Based on Client Performance and Cluster Health" by
Wright et d., filed December 27, 201 1, the entirety of which isincorporated herein by reference for

all purposes.

BACKGROUND

[0002] The following description is provided to assist the understanding of the reader. None of the
information provided is admitted to be prior art.

[0003] In data storage architectures, aclient's data may be stored in avolume. Typicaly, the
volume's data resides on a small percentage of drives in astorage cluster. This arrangement leads to
issues of hot spots where portions of the cluster are over-utilized while other portions of the cluster
are under-utilized. For example, if aclient is performing a large number of accesses of data in the
volume, the load attributed to the small percentage of drives in which the data is stored increases,
resulting in ahot spot. This arrangement may result in aclient experience that isinconsistent across
all volumes of the cluster as some clients may experience good performance if their datais stored on
portions that are under-utilized and some clients experience poor performance if their datais stored

on over-utilized portions.

[0004] Oneway of attempting to provide abetter client experience isusing quality of service based
on client prioritization. For example, clients may be assigned different priority levels. Based on
these priority levels, access requests (e.g., read and write requests) for various clients are prioritized.
Clients' access requests are dispatched based on the load of the cluster and a priority assigned to
each client. For example, aclient having ahigher priority may have more access requests processed
than another client having alower priority during times when the cluster is experiencing higher load.
Using the priority system only allows for a dightly better client experience. For example, priorities
do not guarantee a specific, consistent level of performance and are based on the idea that the cluster
is dividing its full performance among all clients al the time. One reason for this is that a single

client's effects on performance of the cluster are not capped, when the system is stressed, the system
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always runs slow regardless of how many customers are on the system since it is still running
prioritized. Prioritization also makes it difficult for customer to understand the actual performance
they are receiving, because prioritization does not extend an understandable idea to customers of the
actual performance the customers are getting. Also, prioritization does not allow administrators to

control how the system supports multiple customers and how the customers drive the system to load.

BRIEF DESCRIPTION OF THE DRAWINGS

[0005] The foregoing and other features of the present disclosure will become more fully apparent
from the following description and appended claims, taken in conjunction with the accompanying

drawings.

[0006] FIG. 1A depicts a simplified system for performance management in a storage system in

accordance with an illustrative implementation.

[0007] FIG. IB depicts a more detailed example of a system in accordance with an illustrative

implementation.

[0008] FIG. 2 depicts a user interface for setting quality of service parameters in accordance with

an illustrative implementation.

[0009] FIG. 3 depicts a simplified flowchart of a method of performing performance management

in accordance with an illustrative implementation.

[0010] FIG. 4 depicts a more detailed example of adjusting performance using a performance

manager in accordance with an illustrative implementation.

[0011] FIG. 5 depicts a performance curve comparing the size of input/output operations with

system load in accordance with an illustrative implementation.

[0012] FIG. 6 depicts a simplified flowchart of a method of performing performance management
that matches an overloaded system metric with a client metric in accordance with an illustrative

implementation.

[0013] FIG. 7 depicts a graph of a number of IOPS performed by client over atime period in

accordance with an illustrative implementation.
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[0014] FIG. 8 shows an example QoS Interface GUI 800 which may be configured or designed to
enable service providers, users, and/or other entities to dynamically define and/or create different
performance classes of use and/or to define performance/QoS related customizations in the storage

system in accordance with an illustrative implementation.

[0015] FIG. 9 shows a portion of a storage system in accordance with an illustrative

implementation.
[0016] FIG. 10 illustrates a specific example embodiment of a LOAD-Service data structure.

[0017] FIG. 1lillustrates an alternate example embodiment of a LOAD-Service data structure 1100
which may be configured or designed for tracking system load characteristics and conditions

associated with different services which are running within the storage system.

[0018] FIG. 12 illustrates a specific example embodiment of a Client-Service data structure.

[0019] FIG. 13A shows a flow diagram of a LOAD(Service) Analysis Procedure in accordance

with an illustrative implementation.

[0020] FIG. 13B shows a flow diagram of a LOAD(Read) Analysis Procedure in accordance with

an illustrative implementation.

[0021] FIG. 13C shows aflow diagram of a LOAD(Write) Analysis Procedure in accordance with

an illustrative implementation.

[0022] FIG. 14 shows a flow diagram of a LOAD(Client) Analysis Procedure in accordance with

an illustrative implementation.

[0023] FIG. 15 shows aflow diagram of a QoS Client Policy Management Procedure in accordance

with an illustrative implementation.

[0024] FIG. 16 shows a flow diagram of a QoS Client-Read Policy Management Procedure in

accordance with an illustrative implementation.

[0025] FIG. 17 shows a flow diagram of a QoS Client-Write Policy Management Procedure in

accordance with an illustrative implementation.
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[0026] FIG. 18 shows a graphical representation illustrating how the storage system implements
aspects of a QoS Client Policy Management Procedure such as that illustrated in Figure 15 in

accordance with an illustrative implementation.

[0027] FIG. 19A shows a graphical representation illustrating how different QoS Management
Policy Sets for throttling Client IOPS can be automatically and/or dynamically implemented in

response changing Load(Client) conditions in accordance with an illustrative implementation.

[0028] FIG. 19B shows a graphic representation illustrating how QoS Management and IOPS
throttling may be simultaneously, independently, and dynamically implemented for multiple

different clients of the storage system in accordance with an illustrative implementation.

[0029] FIG. 20 shows agraphical representation illustrating how different QoS Management Policy
Sets for throttling Client IOPS can be automatically and/or dynamically implemented in response

changing Load(Client-Read) conditions in accordance with an illustrative implementation.

[0030] FIG. 21 shows agraphical representation illustrating how different QoS Management Policy
Sets for throttling Client IOPS can be automatically and/or dynamically implemented in response

changing Load(Client-Write) conditions in accordance with an illustrative implementation.

DETAILED DESCRIPTION OF EXAMPLE EMOBIDMENTS

OVERVIEW

[0031] In general, one aspect of the subject matter described in this specification can be embodied
in methods for determining client metrics of a volume in a storage system for a first client of a
plurality of clients. The storage system stores data from the plurality of clients. System metrics of a
cluster in the storage system are determined based upon use of the storage system by the plurality of
clients. A load value of the storage system is determined based upon the system metrics and the
client metrics. The load value is determined to be above a predefined threshold. A target
performance value is calculated based upon the load value, aminimum quality of service value, and
a maximum quality of service value. Performance of the storage system is adjusted for the client
based upon the target performance value and the determining the load value is above the predefined
threshold. Other implementations of this aspect include corresponding systems, apparatuses, and
computer-readable media configured to perform the actions of the method.
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[0032] Another aspect of the subject matter described in this specification can be embodied in
methods for managing performance in a storage system storing data for a plurality of data volumes,
wherein an individual data volume has an associated client. A selection of a performance class of
use for an individual data volume is received. The performance class of use is selected from a
plurality of performance classes in which a least one performance class of use has a different Input
Output Per Second (IOPS) quality of service parameter. Access to the individua data volume is
managed based on the IOPS quality of service parameter of the selected performance class of use.
Other implementations of this aspect include corresponding systems, apparatuses, and computer-

readable media configured to perform the actions of the method.

[0033] Another aspect of the subject matter described in this specification can be embodied in
methods for determining a load value associated with access of data stored in a storage system for a
client. The datais divided into a plurality of blocks and are stored substantially evenly across a
plurality of nodes of the storage system. The storage system includes data from a plurality of
clients. A requested quality of service parameter from the client is received. Access of the data
according to the requested quality of service parameter is monitored. Access to the datais throttled
based upon the monitoring access of the data. Other implementations of this aspect include
corresponding systems, apparatuses, and computer-readable media configured to perform the actions
of the method.

[0034] Another aspect of the subject matter described in this specification can be embodied in
methods for determining an input/output operations per second (IOPS) metric associated with access
of data stored in a storage system for aclient. The datais divided into aplurality of blocks and the
plurality of blocks are stored substantially evenly across aplurality of nodes of the storage system.
The storage system includes data from a plurality of clients. A requested |OPS value is received.
Access to the datais relegated based upon the requested 10PS value. Other implementations of this
aspect include corresponding systems, apparatuses, and computer-readable media configured to
perform the actions of the method.

[0035] Another aspect of the subject matter described in this specification can be embodied in
methods for receiving a minimum performance quality of service parameter associated with a
compute device accessing a storage system volume. System metrics associated with the storage
system volume are received. A target performance value associated with the compute device is
calculated based on the minimum performance quality of service metrics and the system metrics.
The target performance value is sent to a controller module when the target performance value

satisfies the minimum performance quality of service metric such that the controller module limits a
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performance of the compute device accessing the storage system volume to the target performance
value. Other implementations of this aspect include corresponding systems, apparatuses, and

computer-readable media configured to perform the actions of the method.

[0036] Ancther aspect of the subject matter described in this specification can be embodied in
methods for determining atotal amount of capacity for a storage system. The capacity is defined by
a quality of service parameter. A plurality of values of the quality of service parameter that are
provisioned for a plurality of clients to access the storage system are received. Each client in the
plurality of clients is provisioned with avalue of the quality of service parameter. The pluraity of
values that are provisioned for the plurality of clients in the storage system are monitored and
determined if the plurality of values violate athreshold. The threshold being based on the total
amount of capacity for the storage system. A signal is automatically output when the plurality of
values violate the threshold to indicate an adjustment in avalue of the quality of service parameter
for one or more clients or the total amount of capacity for the storage system should be performed.
Other implementations of this aspect include corresponding systems, apparatuses, and computer-

readable media configured to perform the actions of the method.

[0037] Ancther aspect of the subject matter described in this specification can be embodied in
methods for provisioning aplurality of clients with quality of service parameters to access a storage
system. Access of the storage system by the plurality of clients is monitored. Performance of a
client in the plurality of clients in accessing the storage system is monitored. The performance of
the client in accessing the storage system is controlled based on the quality of service parameters in
which the client is provisioned. The performance of the client and the access of the storage system
by the plurality of clients is analyzed to determine atarget performance value for the client. Control
of the client in accessing the storage system is dynamically adjusted to adjust the performance of the
client based on the quality of service parameters. Other implementations of this aspect include
corresponding systems, apparatuses, and computer-readable media configured to perform the actions
of the method.

[0038] Ancther aspect of the subject matter described in this specification can be embodied in
methods for provisioning a plurality of clients with a quality of service parameters to access a
storage system. Performance of aclient in the plurality of clients in accessing the storage system is
monitored. The performance of the client in accessing the storage system is independently
controlled based on the quality of service parameters in which the client is provisioned without
regard to quality of service parameters provisioned for other clients in the plurality of clients. A

load value for the client is calculated based upon the use of the storage system by the client and the
-6-
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quality of service parameters. The performance of the client is analyzed with respect to the quality
of service parameters for the client to determine a difference between the performance and the load
value. Access to resources of the storage system is dynamically allocated to independently adjust
control of the performance of the client based on the difference between the performance and the
load value. Other implementations of this aspect include corresponding systems, apparatuses, and

computer-readable media configured to perform the actions of the method.

[0039] Ancther aspect of the subject matter described in this specification can be embodied in
methods for adjusting client access to data within a server system. A volume server in
communication with the client receives a request from the client to access data. A performance
manager monitors metrics and adjusts the client's access to the data in response to comparing the
metrics against atarget value. Other implementations of this aspect include corresponding systems,

apparatuses, and computer-readable media configured to perform the actions of the method.

[0040] Ancther aspect of the subject matter described in this specification can be embodied in
methods for adjusting access by a client to data within a server system. A target value indicating a
target client metric isreceived. A request by the client to access the data within the server system is
received. The client performance is compared to the target value and based upon the comparison to

the target value, the client's accessto the datais adjusted.

[0041] The foregoing summary isillustrative only and is not intended to bein any way limiting. In
addition to the illustrative aspects, implementations, and features described above, further aspects,
implementations, and features will become apparent by reference to the following drawings and the

detailed description.

SPECIFIC EXAMPLE EMBODIMENTS

[0042] One or more different inventions may be described in the present application.
Further, for one or more of the invention(s) described herein, numerous embodiments may be
described in this patent application, and are presented for illustrative purposes only. The described
embodiments are not intended to be limiting in any sense. One or more of the invention(s) may be
widely applicable to numerous embodiments, asis readily apparent from the disclosure. These
embodiments are described in sufficient detail to enable those skilled in the art to practice one or
more of the invention(s), and it isto be understood that other embodiments may be utilized and that
structural, logical, software, electrical and other changes may be made without departing from the

scope of the one or more of the invention(s). Accordingly, those skilled in the art will recognize that
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the one or more of the invention(s) may be practiced with various modifications and alterations.
Particular features of one or more of the invention(s) may be described with reference to one or
more particular embodiments or figures that form a part of the present disclosure, and in which are
shown, by way of illustration, specific embodiments of one or more of the invention(s). It should be
understood, however, that such features are not limited to usage in the one or more particular
embodiments or figures with reference to which they are described. The present disclosure is neither
aliteral description of al embodiments of one or more of the invention(s) nor alisting of features of
one or more of the invention(s) that must be present in all embodiments.

[0043] Headings of sections provided in this patent application and the title of this patent
application are for convenience only, and are not to be taken as limiting the disclosure in any way.
Devices that are in communication with each other need not bein continuous communication with
each other, unless expressly specified otherwise. In addition, devicesthat are in communication with
each other may communicate directly or indirectly through one or more intermediaries. A
description of an embodiment with several components in communication with each other does not
imply that all such components are required. To the contrary, avariety of optional components are
described to illustrate the wide variety of possible embodiments of one or more of the invention(s).
[0044] Further, although process steps, method steps, algorithms or the like may be described
in asequential order, such processes, methods and algorithms may be configured to work in
alternate orders. In other words, any sequence or order of steps that may be described in this patent
application does not, in and of itself, indicate arequirement that the steps be performed in that order.
The steps of described processes may be performed in any order practical. Further, some steps may
be performed simultaneously despite being described or implied as occurring non-simultaneously
(e.g., because one step is described after the other step). Moreover, the illustration of aprocess by its
depiction in adrawing does not imply that the illustrated process is exclusive of other variations and
modifications thereto, does not imply that the illustrated process or any of its steps are necessary to
one or more of the invention(s), and does not imply that the illustrated process ispreferred.

[0045] When asingle device or article is described, it will bereadily apparent that more than
one device/article (whether or not they cooperate) may be used in place of asingle device/article.
Similarly, where more than one device or article is described (whether or not they cooperate), it will
bereadily apparent that a single device/article may be used in place of the more than one device or
article. The functionality and/or the features of adevice may be aternatively embodied by one or
more other devicesthat are not explicitly described as having such functionality/features. Thus,

other embodiments of one or more of the invention(s) need not include the device itself.
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[0046] Techniques and mechanisms described or reference herein will sometimes be described in
singular form for clarity. However, it should be noted that particular embodiments include multiple

iterations of atechnique or multiple instantiations of amechanism unless noted otherwise.

DETAILED DESCRIPTION

[0047] Described herein are techniques for a performance management storage system. In the
following description, for purposes of explanation, numerous examples and specific details are set
forth in order to provide a thorough understanding of various implementations. Particular
implementations as defined by the claims may include some or al of the features in these examples
alone or in combination with other features described below, and may further include modifications

and equivalents of the features and concepts described herein.

[0048] Storage System

[0049] Figure 1A depicts asimplified system for performance management in a storage system 100
in accordance with an illustrative implementation. System 100 includes a client layer 102, a

metadata layer 104,ablock server layer 106, and storage 116.

[0050] Before discussing how particular implementations manage performance of clients 108, the
structure of apossible system is described. Client layer 102 includes one or more clients 108a-108n.
Clients 108 include client processes that may exist on one or more physical machines. When the
term "client” is used in the disclosure, the action being performed may be performed by a client
process. A client process isresponsible for storing, retrieving, and deleting data in system 100. A
client process may address pieces of data depending on the nature of the storage system and the
format of the data stored. For example, the client process may reference data using aclient address.
The client address may take different forms. For example, in a storage system that uses file storage,
client 108 may reference a particular volume or partition, and a file name. With object storage, the
client address may be a unique object name. For block storage, the client address may be a volume
or partition, and ablock address. Clients 108 communicate with metadata layer 104 using different
protocols, such as small computer system interface (SCSI), Internet small computer system interface
(ISCSl), fibre channel (FC), common Internet file system (CIFS), network file system (NFS),
hypertext transfer protocol (HTTP), web-based distributed authoring and versioning (WebDAYV), or

acustom protocol.
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[0051] Metadata layer 104 includes one or more metadata servers HOallOn.  Performance
managers 114 may be located on metadata servers 110a-110n. Block server layer 106 includes one
or more block servers 112a-112n. Block servers 112a-| 12n are coupled to storage 116, which stores
volume data for clients 108. Each client 108 may be associated with a volume. In one
implementation, only one client 108 accesses data in a volume; however, multiple clients 108 may

access data in asingle volume.

[0052] Storage 116 can include multiple solid state drives (SSDs). In one implementation, storage
116 can be acluster of individual drives coupled together via anetwork. When the term "cluster” is
used, it will be recognized that cluster may represent a storage system that includes multiple disks
that may not be networked together. In one implementation, storage 116 uses solid state memory to
store persistent data. SSDs use microchips that store data in non-volatile memory chips and contain
no moving parts. One consequence of this is that SSDs allow random access to data in different
drives in an optimized manner as compared to drives with spinning disks. Read or write requests to
non-sequential portions of SSDs can be performed in a comparable amount of time as compared to
sequential read or write requests. In contrast, if spinning disks were used, random read/writes would
not be efficient since inserting a read/write head a various random locations to read data results in
dower data access than if the data is read from sequentia locations. Accordingly, using
electromechanical disk storage can require that aclient's volume of data be concentrated in a small
relatively sequentia portion of the cluster to avoid slower data access to non-sequential data. Using

SSDs removes this limitation.

[0053] In various implementations, non-sequentially storing data in storage 116 is based upon
breaking data up into one more storage units, e.g., data blocks. A data block, therefore, is the raw
data for avolume and may be the smallest addressable unit of data. The metadata layer 104 or the
client layer 102 can break data into data blocks. The data blocks can then be stored on multiple
block servers 112. Data blocks can be of afixed size, can beinitially afixed size but compressed, or
can be of avariable size. Data blocks can also be segmented based on the contextual content of the
block. For example, data of a particular type may have a larger data block size compared to other
types of data. Maintaining segmentation of the blocks on awrite (and corresponding re-assembly on
aread) may occur in client layer 102 and/or metadata layer 104. Also, compression may occur in

client layer 102, metadata layer 104, and/or block server layer 106.

[0054] In addition to storing data non-sequentially, data blocks can be stored to achieve
substantially even distribution across the storage system. In various examples, even distribution can

be based upon a unique block identifier. A block identifier can be an identifier that is determined
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based on the content of the data block, such as by a hash of the content. The block identifier is
unique to that block of data. For example, blocks with the same content have the same block
identifier, but blocks with different content have different block identifiers. To achieve even
distribution, the values of possible unique identifiers can have auniform distribution. Accordingly,
storing data blocks based upon the unique identifier, or a portion of the unique identifier, results in

the data being stored substantially evenly across drives in the cluster.

[0055] Because client data, e.g., avolume associated with the client, is spread evenly across all of
the drives in the cluster, every drive in the cluster is involved in the read and write paths of each
volume. This configuration balances the data and load across all of the drives. This arrangement
also removes hot spots within the cluster, which can occur when client's data is stored sequentially

on any volume.

[0056] In addition, having data spread evenly across drives in the cluster allows a consistent total
aggregate performance of a cluster to be defined and achieved. This aggregation can be achieved,
since data for each client is spread evenly through the drives. Accordingly, a client's 1/0 will
involve all the drives in the cluster. Since, all clients have their data spread substantially evenly
through all the drives in the storage system, a performance of the system can be described in

aggregate as a single number, e.g., the sum of performance of al the drives in the storage system.

[0057] Block servers 112 and dlice servers 124 maintain a mapping between ablock identifier and
the location of the data block in a storage medium of block server 112. A volume includes these
unigue and uniformly random identifiers, and so a volume's data is also evenly distributed

throughout the cluster.

[0058] Metadata layer 104 stores metadata that maps between client layer 102 and block server
layer 106. For example, metadata servers 110 map between the client addressing used by clients
108 (e.g., file names, object names, block numbers, etc.) and block layer addressing (e.g., block
identifiers) used in block server layer 106. Clients 108 may perform access based on client
addresses. However, as described above, block servers 112 store data based upon identifiers and do
not store data based on client addresses. Accordingly, aclient can access data using a client address
which is eventualy translated into the corresponding unique identifiers that reference the client's

datain storage 116.

[0059] Although the parts of system 100 are shown as being logically separate, entities may be

combined in different fashions. For example, the functions of any of the layers may be combined
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into a single process or single machine (e.g., a computing device) and multiple functions or all
functions may exist on one machine or across multiple machines. Also, when operating across
multiple machines, the machines may communicate using a network interface, such as a local area
network (LAN) or a wide area network (WAN). In one implementation, one or more metadata
servers 110 may be combined with one or more block servers 112 in a single machine. Entities in
system 100 may be virtualized entities. For example, multiple virtual block servers 112 may be
included on amachine. Entities may also be included in acluster, where computing resources of the

cluster are virtualized such that the computing resources appear as a single entity.

[0060] Figure IB depicts amore detailed example of system 100 according to one implementation.
Metadata layer 104 may include a redirector server 120 and multiple volume servers 122. Each

volume server 122 may be associated with aplurality of dlice servers 124.

[0061] In this example, client 108awants to connect to avolume (e.g., client address). Client 108a
communicates with redirector server 120, identifies itself by an initiator name, and also indicates a
volume by target name that client 108a wants to connect to. Different volume servers 122 may be
responsible for different volumes. In this case, redirector server 120 is used to redirect the client to a
specific volume server 122. To client 108, redirector server 120 may represent a single point of
contact. The first request from client 108athen is redirected to a specific volume server 122. For
example, redirector server 120 may use a database of volumes to determine which volume server
122 isaprimary volume server for the requested target name. The request from client 108ais then
directed to the specific volume server 122 causing client 108a to connect directly to the specific
volume server 122. Communications between client 108a and the specific volume server 122 may

then proceed without redirector server 120.

[0062] Volume server 122 performs functions as described with respect to metadata server 110.
Additionally, each volume server 122 includes a performance manager 114. For each volume
hosted by volume server 122, alist of block identifiers is stored with one block identifier for each
logical block on the volume. Each volume may be replicated between one or more volume servers
122 and the metadata for each volume may be synchronized between each of the volume servers 122
hosting that volume. If volume server 122 fails, redirector server 120 may direct client 108 to an

alternate volume server 122.

[0063] In one implementation, the metadata being stored on volume server 122 may betoo large for
one volume server 122. Thus, multiple dlice servers 124 may be associated with each volume server

122. The metadata may be divided into dices and a slice of metadata may be stored on each dice
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server 124. When arequest for a volume is received a volume server 122, volume server 122
determines which dice server 124 contains metadata for that volume. Volume server 122 then
routes the request to the appropriate slice server 124. Accordingly, dlice server 124 adds an

additional layer of abstraction to volume server 122.

[0064] The above structure alows storing of data evenly across the cluster of disks. For example,
by storing data based on block identifiers, data can be evenly stored across drives of acluster. As
described above, data evenly stored across the cluster allows for performance metrics to manage
load in system 100. If the system 100 is under a load, clients can be throttled or locked out of a
volume. When aclient is locked out of a volume, metadata server 110 or volume server 122 may
close the command window or reduce or zero the amount of read or write data that is being
processed at atime for client 108. The metadata server 110 or the volume server 122 can queue
access requests for client 108, such that 10 requests from the client 108 can be processed after the

client's access to the volume resumes after the lock out period.

[0065] Performance Metrics and Load of the Storage System

[0066] The storage system 100 can also include a performance manager 114 that can monitor
clients use of the storage system's resources. |In addition, performance manager 114 can regulate
the client's use of the storage system 100. The client's use of the storage system can be adjusted
based upon performance metrics, the client's quality of service parameters, and the load of the
storage system. Performance metrics are various measurable attributes of the storage system. One
or more performance metrics can be used to calculate a load of the system, which, as described in

greater detail below, can beused tothrottle clients of the system.

[0067] Performance metrics can be grouped in different categories of metrics. System metrics is
one such category. System metrics are metrics that reflect the use of the system or components of
the system by al clients. System metrics can include metrics associated with the entire storage
system or with components within the storage system. For example, system metrics can be
calculated a the system level, cluster level, node level, service level, or drive level. Space
utilization is one example of a system metric. The cluster space utilization reflects how much space
is available for a particular cluster, while the drive space utilization metric reflects how much space
is available for aparticular drive. Space utilization metrics can also be determined for a the system
level, service level, and the node level. Other examples of system metrics include measured or
aggregated metrics such as read latency, write latency, input/output operations per second (IOPS),
read 10PS, write I0OPS, /O size, write cache capacity, dedupe-ability, compressibility, total
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bandwidth, read bandwidth, write bandwidth, read/write ratio, workload type, data content, data
type, etc.

[0068] IOPS can bered input/output operations per second that are measured for a cluster or drive.
Bandwidth may be the amount of data that is being transferred between clients 108 and the volume
of data. Read latency can be the time taken for the system 100 to read data from a volume and
return the datato aclient. Write latency can bethe time taken for the system to write data and return
a success indicator to the client. Workload type can indicate if 10 access is sequential or random.
The data type can identify the type of data being accessed/written, e.g., text, video, images, audio,
etc. The write cache capacity refers to awrite cache or anode, ablock server, or avolume server.
The write cache isrelatively fast memory that is used to store data before it iswritten to storage 116.
As noted above, each of these metrics can be independently calculated for the system, a cluster, a

node, etc. In addition, these values can also be calculated a aclient level.

[0069] Client metrics are another category of metrics that can be calculated. Unlike system
metrics, client metrics are calculated taking into account the client's use of the system. A's described
in greater detail below, a client metric may include use by other client's that are using common
features of the system. Client metrics, however, will not include use of non-common features of the
system by other clients. In one implementation, client metrics can include the same metrics as the
system metrics, but rather than being component or system wide, are specific to a volume of the
client. For example, metrics such as read latency or write IOPS can be monitored for a particular

volume of aclient.

[0070] Metrics, both system and client, can be calculated over aperiod of time, e.g., 250ms, 500ms,
Is, etc. Accordingly, different values such as amin, max, standard deviation, average, etc., can be
calculated for each metric. One or more of the metrics can be used to calculate a value that
represents a load of the storage system. As described in greater detail below, various different load
calculations can be calculated. Loads can be calculated for the storage system as a whole, for
individual components, for individual services, and/or individual clients. Load values, eg., system
load values and/or client load values, can then be used by the quality of service system to determine

if and how clients should bethrottled.

[0071] As described in greater detail below, performance for individual clients can be adjusted
based upon the monitored metrics. For example, based on a number of factors, such as system
metrics, client metrics, and client quality of service parameters, a number of IOPS that can be

performed by a client 108 over a period of time may be managed. In one implementation,
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performance manager 114 regulates the number of 10PS that are performed by locking client 108
out of avolume for different amounts of time to manage how many IOPS can be performed by client
108. For example, when client 108 is heavily restricted, client 108 may be locked out of accessing a
volume for 450 milliseconds every 500 milliseconds and when client 108 is not heavily restricted,
client 108 isblocked out of avolume every 50 milliseconds for every 500 milliseconds. The lockout
effectively manages the number of IOPS that client 108 can perform every 500 milliseconds.
Although examples using |OPS are described, other metrics may also be used, as will be described

in more detail below.

[0072] The use of metrics to manage load in system 100 is possible because a client's effect on
global cluster performance is predictable due to the evenness of distribution of data, and therefore,
data load. For example, by locking out client 108 from accessing the cluster, the load in the cluster
may be effectively managed. Because load is evenly distributed, reducing access to the client's
volume reduces that client's load evenly across the cluster. However, conventional storage
architectures where hot spots may occur result in unpredictable cluster performance. Thus, reducing
access by a client may not alleviate the hot spots because the client may not be accessing the
problem areas of the cluster. Because in the described embodiment, client loads are evenly
distributed through the system, a global performance pool can be calculated and individual client

contributions to how the system isbeing used can also be calculated.

[0073] Client Quality of Service Parameters

[0074] In addition to system metrics and client metrics, client quality of service (QoS) parameters
can be used to affect how aclient uses the storage system. Unlike metrics, client QoS parameters are
not measured values, but rather variables than can be set that define the desired QoS bounds for a
client. Client QoS parameters can be set by an administrator or a client. In one implementation,
client QoS parameters include minimum, maximum, and max burst values. Using IOPS as an
example, aminimum [OPS value is a proportional amount of performance of a cluster for a client.
Thus, the minimum [OPS is not a guarantee that the volume will always perform at this minimum
IOPS value. When avolume isin an overload situation, the minimum [OPS value is the minimum
number of IOPS that the system attempts to provide the client. However, based upon cluster
performance, an individual client's IOPS may be lower or higher than the minimum value during an
overload situation. In one implementation, the system 100 can be provisioned such that the sum of
the minimum [OPS across all clients is such that the system 100 can sustain the minimum |OPS
value for al clients & a given time. In this situation, each client should be able to perform at or

above its minimum IOPS value. The system 100, however, can aso be provisioned such that the
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sum of the minimum |OPS across all clients is such that the system 100 cannot sustain the minimum
IOPS for dl clients. In this case, if the system becomes overloaded through the use of all clients, the
client's realized 1OPS can be less than the client's minimum 1OPS value. In failure situations, the
system may also throttle users such that their realized |0PS are less than their minimum 10OPS value.
A maximum |OPS parameter is the maximum sustained |0PS value over an extended period of time.
The max burst IOPS parameter is the maximum IOPS value that a client can "burst" above the
maximum |OPS parameter for a short period of time based upon credits. In one implementation,
credits for a client are accrued when the client is operating under their respective maximum 10PS
parameter. Accordingly, a client will only be able to use the system in accordance with their
respective maximum 1OPS and maximum burst I0PS parameters. For example, a single client will
not be able to use the system's full resources, even if they are available, but rather, is bounded by

their respective maximum IOPS and maximum burst |OPS parameters.

[0075] As noted above, client QoS parameters can be changed a any time by the client or an
administrator. Figure 2 depicts a user interface 200 for setting client QoS in accordance with one
illustrative implementation. The user interface 200 can include inputs that are used to change
various QoS parameters. For example, dlide bars 202 and/or text boxes 204 can be used to adjust
QoS parameters. As noted above in one implementation, client QoS parameters include a minimum
IOPS, a maximum IOPS, and a maximum burst IOPS. Each of these parameters can be adjusted
with inputs, e.g., dide bars and/or text boxes. In addition, the IOPS for different size IO operations
can be shown. In the user interface 200, the QoS parameters associated with 4k sized 1O operations
are changed. When any performance parameter is changed, the corresponding 10PS for different
sized 10 operations are automatically adjusted. For example, when the burst parameter is changed,
|OPS values 206 are automatically adjusted. The updated values can be based upon a performance
curve as described in greater detail below. Once the QoS parameters have been set, activating a save
changes button 208 updates the client's QoS parameters. As described below, the target
performance manager 402 can use the updated QoS parameters, such that the updated QoS
parameters take effect immediately. The updated QoS parameters take effect without requiring any

user datato bemoved in the system.

[0076] Performance Management

[0077] Figure 3 depicts a simplified flowchart 300 of a method of performing performance
management according to one implementation. Additional, fewer, or different operations of the
method 300 may be performed, depending on the particular embodiment. The method 300 can be

implemented on a computing device. In one implementation, the method 300 is encoded on a
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computer-readable medium that contains instructions that, when executed by a computing device,

cause the computing device to perform operations of the method 300.

[0078] At 302, performance manager 114 determines a client load based on one or more
performance metrics. For example, performance manager 114 may calculate aclient's load based on
different performance metrics, such as IOPS, bandwidth, and latency. The metrics may be historical
metrics and/or current performance metrics. Historical performance may measure previous
performance for an amount of time, such as the last week of performance metrics. Current
performance may be rea-time performance metrics. Using these performance metrics, e.g., system
metrics and/or client metrics, a load value is calculated. Example load values are described in

greater detail below.

[0079] At 303, performance manager 114 gathers information about health of the cluster. The
health of the cluster may be information that can quantify performance of the cluster, such as aload
value. The cluster health information may be gathered from different parts of system 100, and may
include health in many different aspects of system 100, such as system metrics and/or client metrics.
In addition and as described in greater detail below, cluster health information can be calculated as a
load value from the client and/or system metrics. As described in greater detail below, the health
information may not be cluster-wide, but may include information that is local to the volume server
122 that is performing the performance management. The cluster health may be affected; for
example, if there is acluster datarebuild occurring, total performance of the cluster may drop. Also,
when data discarding, adding or removing of nodes, adding or removing of volumes, power failures,
used space, or other events affecting performance are occurring, performance manager 114 gathers

this information from the cluster.

[0080] At 304, performance manager 114 determines a target performance value. For example,
based on the load values and client quality of service parameters, a target performance value is
determined. Aswill be described in more detail below, the target performance value may be based
on different criteria, such as load values, client metrics, system metrics, and quality of service
parameters. The target performance value is the value at which performance manager 114 would

like client 108 to operate. For example, the target performance may be 110 IOPS.

[0081] At 306, performance manager 114 adjusts the performance of client 108. For example, the
future client performance may be adjusted toward the target performance value. If IOPS are being
measured as the performance metric, the number of IOPS aclient 108 performs over aperiod of time

may be adjusted to the target performance value. For example, latency can be introduced or
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removed to allow the number of IOPS that a client can perform to fluctuate. In one example, if the
number of 10PS in the previous client performance is 80 and the target performance value is 110
|OPS, then the performance of the client is adjusted to allow client 108 to perform more IOPS such

that the client's performance moves toward performing 110 |OPS.

[0082] Traditional provisioning systems attempt to achieve a quality of service by placing aclient's
data on a system that should provide the client with the requested quality of service. A client
requesting a change to their quality of service, therefore, can require that the client's data be moved
from one system to another system. For example, aclient that wants to greatly increase its quality of
service may need to be moved to a more robust system to ensure the increased quality of service.
Unlike the traditional provisioning systems, the performance manager can dynamically adjust quality
of service for specific clients without moving the client's data to another cluster. Accordingly,
guality of service for a client can be adjusted instantly, and a client can change QoS parameters
without requiring manual intervention for those QoS parameters to take effect. This feature allows
the client to schedule changes to their QoS parameters. For example, if a client performs backups on
the first Sunday of every month from 2:00 am - 4:00 am, they could have their QoS parameters
automatically changejust prior to the start of the backup and change back after the backup finishes.
This aspect allows aclient the flexibility to schedule changes to their QoS parameters based upon the
client's need. As another example, the client can be presented with aturbo button. When selected,
the turbo button increases the client's QoS parameters by some factor, e.g., 3, 4, 5, €tc., or to some
large amount. Clients could use this feature if their data needs were suddenly increased, such as
when aclient's website is experiencing a high number of visitors. The client could then unselect the
turbo button to return to their original QoS parameters. Clients could be charged for how long they
use the turbo button features. In another implementation, the turbo button remains in effect for a

predetermined time before the client's original QoS parameters are reset.

[0083] In addition to the above examples, clients and/or administrators can set client QoS
parameters based upon various conditions. In addition, as noted above client QoS parameters are not
limited to IOPS. In different implementations, client QoS parameters can be bandwidth, latency, etc.
According to different embodiments, the storage system may be configured or designed to allow
service providers, clients, administrators and/or users, to selectively and dynamically configure
and/or define different types of QoS and provisioning rules which, for example, may be based on
various different combinations of QoS parameters and/or provisioning/QoS target types, as desired

by agiven user or client.
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[0084] According to different embodiments, examples of client QoS parameters may include, but
are not limited to, one or more of the following (or combinations there:

IOPS;

Bandwidth;

Write Latency;

Read Latency;

Write buffer queue depth;

I/0 Size (e.g., amount of bytes accessed per second);

I/0O Type (e.g., Read 1/0Os, Write |/0s, etc.);

Data Properties such as, for example, Workload Type (e.g., Sequential, Random); Dedupe-
ability; Compressability; Data Content; Data Type (e.g., text, video, images, audio, etc.);

etc.

[0085] According to different embodiments, examples of various provisioning/QoS target types
may include, but are not limited to, one or more of the following (or combinations thereof):

Service or group of Services;

Client or group of Clients;

Connection (e.g. Client connection);

Volume, or group of volumes;

Node or group of nodes;

Account/Client;

User;

iSCSI Session;

Time segment;

Read 10OPS amount;

Write IOPS amount;

Application Type;

Application Priority;

Region of Volume (e.g., Subset of LBAS);

Volume Session(s);

1/O size;

Data Property type;

etc.
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[0086] Figure 8 shows an example QoS Interface GUI 800 which may be configured or designed
to enable service providers, users, and/or other entities to dynamically define and/or create different
performance classes of use and/or to define performance/QoS related customizations in the storage
system. In at least one embodiment, the QoS Interface GUI may be configured or designed to allow
service providers, users, and/or other entities dynamically switch between the different performance
classes of use, alowing such clients to dynamically change their performance settings on the fly

(e.g., inreal-time).

[0087] For example, according to various embodiments, a service provider may dynamically define
and/or create different performance classes of use in the storage system, may alow clients to
dynamically switch between the different performance classes of use, alowing such clients to
dynamically modify or change their performance settings on the fly (e.g., in real-time). In at least
one embodiment, the storage system is configured or designed to immediately implement the
specified changes for the specified provisioning/QoS Targets, and without requiring the client's
storage volume to be taken off-line to implement the performance/QoS modifications. In & least one
embodiment, the different performance classes of use may each have associated therewith a
respective set of QoS and/or provisioning rules (e.g., 810) which, for example, may be based on

various different combinations of QoS parameters and/or provisioning/QoS target types.

[0088] The above process for performing performance management may be performed
continuously over periods of time. For example, a period of 500 milliseconds is used to evaluate
whether performance should be adjusted. Aswill be described in more detail below, client 108 may
be locked out of performing IOPS for a certain amount of time each period to reduce or increase the

number of |OPS being performed.

[0089] Examples of different types of conditions, criteria and/or other information which may be
used to configure the QoS Interface GUI of Figure 8 may include, but are not limited to, one or more

of the following (or combinations thereof):

[0090] Example Boundary Conditions (e.g., 824)
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. LOAD(Service); .
. LOAD(Read); .
. LOAD(Write); .
. LOAD(Write Buffer); .
. LOAD(Client-Read); .
. LOAD(Client-Write); .
. LOAD(Client); .
. LOAD(Cluster); .
. LOAD(System) .
. Write Latency; .
. Read Latency; .
. Write buffer queue depth; .
. LOAD(Client); .
. Volume ID .
. Group ID .
. Account ID .
. Client ID .
. User ID .
. iSCSI Session ID .
. Time

[0091] Example QoS Parameters(e.q., 842)

MAX 10PS .
MIN 10OPS .
BURST I0PS .
MAX Bandwidth .
MIN Bandwidth .
BURST Bandwidth .
MAX Latency .
MIN Latency .
BURST Latency .
MAX 1/O Size .
MIN 1/O Size .
BURST 1/0O Size .
1/0O Type .

Example Provisioning/QoS Targets (e.g., 844)

Cluster ID .
Service ID .
Client ID .
Connection ID .
Node ID .
Volume ID .
Group ID .
Account ID .
Client ID .
User ID .
iSCSI Session ID .

221 -
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Date

Read 10PS

Write IOPS
Application Type
Application Priority
Region of Volume
LBA ID

Volume Session ID
Connection ID

I/O size

I/0 Type

Workload Type
Dedupe-ability
Compressability
Data Content
DataType

Data Properties
Detectable Condition and/or Event
Etc.

MAX Read I/O
MI'N Read I/O
BURST Read 1/0O
MAX Write 1/0
MIN Write 1/0
BURST Write I/O
1/0 Type
Workload Type
Dedupe-ability
Compressability
Data Content
Data Type
Billing Amount

Time

Date

Read |IOPS

Write IOPS
Application Type
Application Priority
Region of Volume
LBA ID

Volume Session ID
Connection ID

I/O size



WO 2013/101947 PCT/US2012/071844

. 1/0 Type . Data Content

. Workload Type . Data Type

. Dedupe-ability . Data Properties
. Compressability . Etc.

[0093] Example Operators (e.g., 826, 846)

. Equal To . Not Equal To

. Less Than . Contains

. Greater Than . Does Not Contain

. Less Than or Equa To . Matches

. Greater Than or Equal To . Regular Expression(s)
. Within Range of

[0094] Example Threshold Values (e.g., 828, 848)

. Alpha-numeric value(s) . Random Type

. Numeric value(s) . Text Type

. Numeric Range(s) . Video Type

. Numeric value per Time Interval . Audio Type

value (e.g., 5000 |OPS/sec) . Image Type

. Sequential Type . Performance Class of Use Value

[0095] Example Boolean Operators (e.g., 825, 845)

. AND . NAND
. OR . NOR

. XOR . XNOR
. NOT

. EXCEPT

[0096] The following example scenarios help to illustrate the various features and functionalities
enabled by the QoS Interfface GUI 800, and help to illustrate the performance/QoS related

provisioning features of the storage system:

[0097] Example A - Configuring/provisioning the storage system to automatically and/or
dynamically increase storage performance to enable abackup to go faster during a specified window
of time. For example, in one embodiment, the speed of a volume backup operation may be
automatically and dynamically increased during a specified time interval by causing a MAX |OPS
value and/or MI'N 1OPS value to be automatically and dynamically increased during that particular

time interval.

[0098] Example B - Configuring/provisioning the storage system to automatically and/or
dynamically enable a selected initiator to perform faster sequential 10s from 10pm to Midnight.
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[0099] Example C - Configuring/provisioning  the storage system to automatically and/or
dynamically enable aselected application to have increased 1/O storage performance.

[00100] Example D - Configuring/provisioning  the storage system to automatically and/or
dynamically enable a selected group of clients to have their respective MAX, musT and BURST
IOPS double on selected days/dates of each month.

[00101] Example E - Configuring/provisioning  the storage system to present aclient or user
with a"Turbo Boost" interface which includes avirtual Turbo Button. Client may elect to manually
activate the Turbo Button (e.g., on the fly or in real-time) to thereby cause the storage system to
automatically and dynamically increase the level of performance provisioned for that Client. For
example, in one embodiment, client activation of the Turbo Button may cause the storage system to
automatically and dynamically increase the client's provisioned performance by a factor of 3x for
one hour. In a least one embodiment, the dynamic increase in provisioned performance may
automatically cease after a predetermined time interval. In at least one embodiment, the storage
system may be configured or designed to charge the client an increased billing amount for use of the

Turbo Boost service/feature.

[00102] Example F - Configuring/provisioning  the storage system to automatically and/or
dynamically charge an additional fee or billing amount for dynamically providing increased storage

array performance (e.g., to alow afaster backup) to go faster at aparticular time.

[00103] Example G - Configuring/provisioning  the storage system to automatically and/or
dynamically charge an additional fee or billing amount for IOPS and/or 1/0 access of the storage

system which exceeds minimum threshold value(s) during one or more designated time intervals.

[00104] Performance manager 114 may use different ways of adjusting performance. Figure 4
depicts a more detalled example of adjusting performance using performance manager 114
according to one implementation. A target performance manager 402 determines a target
performance value. In one implementation, target performance manager 402 uses the client's QoS
parameters, system metrics, and client metrics to determine the target performance value. Aswill be
described in greater detail below, system metrics and client metrics can be used to determine the
system load and client load. As an example, client load can be measured based on a client metrics,

such asin IOPS, bytes, or latency in milliseconds.

[00105] In one implementation, system metrics are data that quantifies the current load of the cluster.

As will be described in greater detail below, various system load values can be caculated based
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upon the system metrics. The load values can be normalized measures of system load. For example,
different load values can be compared to one another, even if the load values use different metrics in
their calculations. As an example, system load can be expressed in apercentage based on the current
load of the cluster. In one example, acluster that is overloaded with processing requests may have a
lower value than when the system is not overloaded. In another implementation, the target
performance manger 402 receives calculated load values as input, rather than system and/or client

metrics.

[00106] The target performance manager 402 can read the client QoS parameters, relevant system
metrics, and relevant client metrics. These values can be used to determine the target performance
value for client 108. The QoS parameters may also be dynamically adjusted during runtime by the
administrator or the client as described above, such aswhen ahigher level of performance is desired
(eg., the customer paid for a higher level of performance). The calculation of the target

performance value is explained in greater detail below.

[00107] In one implementation, the target performance manager 402 outputs the target performance
value to a proportion-integral-derivative (PID) controller block 404. PID controller block 404 may
include a number of PID controllers for different performance metrics. Although PID controllers are
described, other controllers may be used to control the performance of clients 108. In one example,
PID controller block 404 includes PID controllers for 10PS, bandwidth, and latency. Target
performance manager 402 outputs different target performance values for the performance metrics
into the applicable PID controllers. The PID controllers also receive information about previous
and/or current client performance and the target performance value. For example, the PID
controllers can receive client metrics, system metrics, and/or load values, that correspond with the
target performance value. The PID controller can then determine a client performance adjustment
value. For example, aPID controller is configured to take feedback of previous client performance
and determine avalue to cause a system to move toward the target performance value. For example,
a PID can cause varied amounts of pressure to be applied, where pressure in this case causes client
108 to slow down, speed up or stay the same in performing IOPS. As an example, if the target
performance value is 110 IOPS and client 108 has been operating & 90 I0OPS, then the client
performance adjustment value is output, which by being applied to the client 108 should increase the

number of |OPS being performed.

[00108] In one implementation, PID controller block 404 outputs a performance adjustment value.
As an example, the performance adjustment value can be a pressure value that indicates an amount

of time that the client is locked out performing 1O operations within the storage system. This lock
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out time will cause client performance to move toward the target performance value. For example, a
time in milliseconds is output that is used to determine how long to lock a client 108 out of a
volume. Locking aclient out of performing 10 operations artificially injects latency into the client's
10 operations. In another of implementations, the performance adjustment value can be anumber of
10 operations that the client can perform in a period of time. If the client attempts to do more 10
operations, the client can be locked out of doing those 10 operations until a subsequent period of
time. Locking client 108 out of the volume for different times changes the number of 10PS
performed by client 108. For example, locking client 108 out of the volume for shorter periods of

time increases the number of 1OPS that can be performed by client 108 during that period.

[00109] A performance controller 406 receives the performance adjustment value and outputs a
client control signal to control the performance of client 108. For example, the amount of lockout
may be calculated and applied every half second. In one implementation, clients 108 are locked out
by closing and opening a command window, such as an Internet small computer system interface
(iSCSl) command window. Closing the command window does not alow a client 108 to issue
access requests to a volume and opening the command window allows aclient 108 to issue access
requests to the volume. Locking clients 108 out of a volume may adjust the number of 10PS,
bandwidth, or latency for client 108. For example, if aclient 108 islocked out of avolume every 50
milliseconds of every 500 milliseconds as compared to being locked out of the volume for 450
milliseconds of every 500 milliseconds, the client may issue more IOPS. For abandwidth example,
if bandwidth is constrained, then client 108 is locked out of avolume for alonger period of time to
increase available bandwidth. In another implementation, the amount of data that is being serviced
a atime is modified, either to zero or some number, to affect the performance a which the system

services that client's 10.

[00110] As described above, IOPS are metrics that can be used to manage performance of aclient.
IOPS include both write IOPS and read 10PS. Individual input/output operations do not have a set
size. That is, an input operation can be writing 64k of datato a drive, while another input operation
can be writing 4k of data to the drive. Accordingly, capturing the raw number of input/output
operations over a period of time does not necessarily capture how expensive the 10 operation
actually is. To account for this situation, an input/output operation can be normalized based upon
the size of the /O operation. This feature allows for consistent treatment of |OPS, regardless of each
operation's size of the data. This normalization can be achieved using a performance curve. Figure
5 depicts aperformance curve 500 comparing the size of input/output operations with system load in

accordance with an illustrative implementation. Line 504 indicates the system at full load, while line
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502 indicates the load of the system for 10 operations of differing sizes. The performance curve can
be determined based upon empirical data of the system 100. The performance curve allows |OPS of
different sizes to be compared and to normalize |0PS of different sizes. For example, an IOP of size
32k isroughly five times more costly than a 4k IOP. That is, the number of IOPS of size 32k to
achieve 100% load of a system isroughly 20% of the number of IOPS of size 4k. This is because
larger block sizes have a discount of doing IP and not having to process smaller blocks of data. In
various implementations, this curve can be used as a factor in deciding aclient's target performance
value. For example, if the target performance value for aclient is determined to be 1,000 IOPS, this
number can be changed based upon the average size of 10s the client has done in the past. As an
example, if aclient's average 10 sizeis 4k, the client's target performance value can remain a 1,000
IOPS. However, if the client's average IO size is determined to be 32k, the client's target
performance value can be reduced to 200 IOPS, eg., 1,000 * 0.2. The 200 IOPS of size 32Kk is
roughly equivalent to 1,000 IOPS of size 4k.

[00111] In determining a target performance value, the target performance manager 402 uses a
client's QoS parameters to determine the target performance value for a client. In one
implementation, an overload condition is detected and all clients are throttled in a consistent manner.
For example, if the system load is determined to be at 20%, al clients may be throttled such that
their target performance value is set to 90% of their maximum IOPS setting. If the system load
increases to 50%, all clients can be throttled based upon setting their target performance value to
40% of their maximum IOPS setting. Additiona examples of how overload conditions are

determined are provided below.

[00112] Clients do not have to be throttled in a similar manner. For example, clients can belong to
different classes of uses. In one implementation, classes of uses can be implemented simply by
setting the QoS parameters of different clients differently. For example, a premium class of use
could have higher QoS parameters, e.g., min IOPS, max |OPS, and burst 10PS, values compared to a
normal class of use. In another implementation, the class of use can be taken into account when
calculating the target performance value. For example, taking two different classes, one class could
bethrottled less than the other class. Using the example scenario above, clients belonging to the first
class could bethrottled 8o%> of their maximum IOPS value when the system load reaches 20%>. The
second class of clients, however, may not bethrottled at all or by a different amount, such as 95% of

their maximum 1OPS value.

[00113] In another implementation, the difference between a client's minimum 10PS and maximum

IOPS can be used to determine how much to throttle aparticular client. For example, aclient with a
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large difference can be throttled more than a client whose difference is smal. In one
implementation, the difference between the client's maximum IOPS and minimum IOPS is used to
calculate a factor that is applied to calculate the target performance value. In this implementation,
the factor can be determined as the |OPS difference divided by some predetermined 10PS amount,
such as 5,000 IOPS. In this example, a client whose difference between their maximum |OPS and
their minimum 10OPS was 10,000, would be throttled twice as much as a client whose 10PS
difference was 5,000. Clients of the system can be hilled different amounts based upon their class.

Accordingly, clients could pay more to bethrottled later and/or less than other classes of clients.

[00114] In ancther implementation, throttling of clients can be based upon the client's use of the
system. In this implementation, the target performance manager 402 can review system metrics to
determine what metrics are currently overloaded. Next, the client metrics can be analyzed to
determine if that client is contributing to an overloaded system value. For example, the target
performance manager 402 can determine that the system is overloaded when the cluster's write
latency is overloaded. The read/write IOPS ratio for aclient can be used to determine if aparticular
client is having a greater impact on the overload condition. Continuing this example, aclient whose
read/write 10PS ratio was such that the client was doing three times more writes than reads and was
doing 1,500 writes would be determined to be negatively impacting the performance of the cluster.
Accordingly, the target performance manager 402 could significantly throttle this client. In one
implementation, this feature can be done by calculating a factor based upon the read/write |IOPS
ratio. This factor could be applied when calculating the target performance value, such that the
example client above would be throttled more than a client whose read/write 10PS ratio was high.
In this example, ahigh read/write IOPS ratio indicates that the client is doing more reads than writes.
The factor can also be based upon the number of 10PS that each client is doing. In addition, the
number of IOPS for a particular client can be compared to the number of IOPS for the cluster, such
that an indication of how heavily a particular client is using the cluster can be determined. Using
this information, the target performance manager can calculate another factor than can be used to
scale the target performance value based upon how much aclient is using the system compared to all

other clients.

[00115] Figure 6 depicts a simplified flowchart of a method 600 of performing performance
management that matches an overloaded system metric with a client metric in accordance with one
illustrative implementation. Additional, fewer, or different operations of the method 600 may be
performed, depending on the particular embodiment. The method 600 can be implemented on a

computing device. In one implementation, the method 600 is encoded on a computer-readable
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medium that contains instructions that, when executed by a computing device, cause the computing

device to perform operations of the method 600.

[00116] In an operation 602, client metrics can be determined. For example, a performance manager
114 can determine client metrics, as described above, for a preceding period of time, e.g., 100 ms, 1
s, 10 s, etc. In an operation 604, system metrics can be determined. For example, the performance
manager 114 or another process can determine system metrics as described above. In one
implementation, the client metrics and/or system metrics are used to calculate one or more load
values. The calculation of load values is described in greater detail below. In an operation 606, the
target performance manager 402 can then determine if the system is overloaded in way based upon
various load values. For example, the target performance manager 402 can determine if a system is
overloaded by comparing system load values with corresponding thresholds. Any load value above
its corresponding threshold indicates an overload condition. In one implementation, the system load
values are analyzed in a prioritized order and the first overloaded load value is used to determine

how to throttle clients.

[00117] In an operation 608, one or more corresponding client metrics associated with the
overloaded load value are determined. For example, if the overloaded system load is the number of
read operations, the client's number of read operations can be used as the associated client metric.
The client's metric does not have to be the same as the overloaded system metric. As another
example, if the overloaded system load isread latency, the corresponding client metrics can be the
ratio of read to write 10 operations and the total number of read operations for a client. In an
operation 610, a client-specific factor is determined based upon the client metric associated with the
overloaded system load value. In the first example above, the factor can be the number of the
client's read operations divided by the total number of read operations of the cluster. The client
factor, therefore, would be relative to how much the client is contributing to the system load value.
Clients that were dong a relatively larger number of reads would have a greater client metric

compared with aclient that was doing arelatively smaller number of reads.

[00118] In an operation 612, the client-specific factor is used to calculate the target performance
value for the client. In one implementation, an initial target performance value can be calculated and
then multiplied by the client specific factor. In another implementation, a cluster reduction value is
determined and this value is multiplied by the client specific factor. Continuing the example above,
the cluster reduction value can be the number of read IOPS that should be throttled. Compared to
throttling each client equally based upon the cluster reduction value, using the client-specific factor

results in the same number of read |OPS that are throttled, but clients who have a large number of
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read 10 operations are throttled more than clients who have a smaller number of read 10 operations.
Using client-specific factors helps the target performance manager 402 control the throttling of
clients to help ensure that the throttling is effective. For example, if client-specific factors were not
used and throttling was applied equally across all clients, a client whose use of the system was not
contributing to the system's overloading would be unnecessarily throttled. Worse, the throttling of
al of the clients might not be as effective since the throttling of clients who did not need to be
throttled would not help ease the overloading condition, which could result in even more throttling

being applied to clients.

[00119] In an operation 614, the performance manager 114 can adjust the performance of client 108.

For example, the client's use of the system can bethrottled as described above.

[00120] Using the above system, clients 108 may be offered performance guarantees based on
performance metrics, such as |IOPS. For example, given that system 100 can process atotal humber
of 10PS, the total number may be divided among different clients 108 in terms of a number of |OPS
within the total amount. The |OPS are allocated using the min, max, and burst. If it is more than the
total then possible, the administrator is notified that too many IOPS are being guaranteed and
instructed to either add more performance capacity or change the IOP guarantees. This notification
may be before a capacity threshold isreached (e.g., full capacity or a pre-defined threshold below
full capacity). The notification can be sent before the capacity isreached because client performance
is characterized in terms of IOPS and the administrator can be aderted that performance is
overprovisioned by N number of IOPS. For example, clients 108 may be guaranteed to be operating
between a minimum and maximum number of 1OPS over time (with bursts above the maximum at
certain times). Performance manager 114 can guarantee performance within these QoS parameters
using the above system. Because load is evenly distributed, hot spots will not occur and system 100
may operate around the total amount of 10PS regularly. Thus, without hot spot problems and with
system 100 being able to provide the total amount of IOPS regularly, performance may be
guaranteed for clients 108 as the number of 1OPS performed by clients 108 are adjusted within the
total to make sure each client is operating within the QoS parameters for each given client 108.
Since each client's effect on a global pool of performance is measured and predictable, the
administrator can consider the entire cluster's performance as apool of performance as opposed to
individual nodes, each with its own performance limits. This feature allows the cluster to accurately
characterize its performance and guarantee its ability to deliver performance among al of its

volumes.

-29.



WO 2013/101947 PCT/US2012/071844

[00121] Accordingly, performance management is provided based on the distributed data
architecture. Because data is evenly distributed across all drives in the cluster, the load of each
individual volume is also equal across every single drive in storage system 100. This feature may
remove hot spots and allow performance management to be accurate and fairly provisioned and to

guarantee an entire cluster performance for individual volumes.

[00122] Load Vaue Caculations

[00123] Load values can be used to determine if a client should be throttled to help ensure QoS
among all clients. Various load values can be calculated based upon one or more system metric
and/or client metric. As an example, a load value can be calculated that corresponds to a client's
dataread latency. When calculating aload value that corresponds with aclient, how the client's data

ismanaged on the storage system becomes important.

[00124] Figure 9 shows a portion of a storage system in accordance with one illustrative
implementation. In the specific example embodiment of Figure 9, the storage system is shown to
include acluster 910 of nodes (912, 914, 916, and 918). According to different embodiments, each
node may include one or more storage devices such as, for example, one or more solid state drives
(SSDs). In the example embodiment of Figure 9, it is assumed for purposes of illustration that three
different clients (e.g., Client A 902, Client B 904, and Client C 906) are each actively engaged in the
reading/writing of data from/to storage cluster 910.

[00125] Additionally, as illustrated in the example embodiment of Figure 9, each node may have
associated therewith one or more services (e.g., Services A-H), wherein each service may be
configured or designed to handle a particular set of functions and/or tasks. For example, as
illustrated in the example embodiment of Figure 9: Services A and B may be associated with (and/or
may behandled by) Node 1(912); Services C and D may be associated with (and/or may be handled
by) Node 2 (914); Service E may be associated with (and/or may be handled by) Node 3 (916);
Services F, G, H may be associated with (and/or may be handled by) Node 4 (918). In at least one
embodiment, one or more of the services may be configured or designed to implement a dlice server.

A dlice server can also be described as providing slice service functionality.

[00126] Additionally, according to different embodiments, a given service may have associated
therewith a least one primary role and further may have associated therewith one or more secondary
roles. For example, in the example embodiment of Figure 9, it is assumed that Service A has been

configured or designed toinclude a least the following functionality: (1) aprimary role of Service A
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functions as the primary dslice service for Client A, and (2) a secondary role of Service A handles the
data/metadata replication tasks (e.g., slice service replication tasks) relating to Client A, which, in
this example involves replicating Client A's write requests (and/or other dice-related metadata for
Client A) to Service C. Thus, for example, in one embodiment, write requests initiated from Client
A may bereceived a Service A 9023, and in response, Service A may perform and/or initiate one or

more of the following operations (or combinations thereof):

» process the write request a Service A's dlice server, which, for example,

may include generating and storing related metadata a Service A's dlice server;

» (if needed) cause the data (of the write request) to be saved in afirst location
of block storage (e.g., managed by Service A);

o forward (902b) the write request (and/or associated data/metadata) to
Service C for replication.

[00127] In at least one embodiment, when Service C receives acopy of the Client A write request, it
may respond by processing the write request at Service C's dice server, and (if needed) causing the
data (of the write request) to be saved in a second location of block storage (e.g., managed by
Service C) for replication or redundancy purposes. In at least one embodiment, the first and second
locations of block storage may each reside at different physical nodes. Similarly Service A's dlice

server and Service C's dlice server may each be implemented at different physical nodes.

[00128] Accordingly, in the example embodiment of Figure 9, the processing of a Client A write
request may involve two distinct block storage write operations—one initiated by Service A (the
primary Service) and another initiated by Service C (the redundant Service). On the other hand, the
processing of a Client A read request may only be handled by Service A (e.g., under normal
conditions) since Service A is without involving Service C) since Service A is able to handle the

read request without necessarily involving Service C.

[00129] For purposes of illustration, in the example embodiment of Figure 9, it is also assumed that
Service E has been configured or designed to include at least the following functionality: (1) a
primary role of Service E functions as the primary slice service for Client B, and (2) a secondary role
of Service E handles the data and/or metadata replication tasks (e.g., slice service replication tasks)
relating to Client B, which, in this example involves replicating Client B's write requests (and/or

other Slice-related metadata for Client B) to Service D. Thus, for example, in one embodiment,
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write requests initiated from Client B may bereceived at Service E 904a, and in response, Service E

may perform and/or initiate one or more of the following operations (or combinations thereof):

» process the write request a Service E's dlice server, which, for example,

may include generating and storing related metadata at Service E's dice server;

» (if needed) cause the data (of the write request) to be saved in afirst location
of block storage (e.g., managed by Service E);

o forward (904b) the write request (and/or associated data/metadata) to
Service D for replication.

[00130] In at least one embodiment, when Service D receives a copy of the Client B write request, it
may respond by processing the write request a Service D's dlice server, and (if needed) causing the
data (of the write request) to be saved in a second location of block storage (e.g., managed by
Service D) for replication or redundancy purposes. In at least one embodiment, the first and second
locations of block storage may each reside a different physical nodes. Similarly Service E's dice

server and Service D's dice server may each be implemented at different physical nodes.

[00131] According to different embodiments, it is also possible to implement multiple replication
(e.g., where the data/metadata is replicated at two or more other locations within the storage
system/cluster). For example, as illustrated in the example embodiment of Figure 9, it is assumed
that Service E has been configured or designed to include a least the following functionality: (1) a
primary role of Service E functions as the primary dlice service for Client C, (2) a secondary role of
Service E handles the data and/or metadata replication tasks (e.g., slice service replication tasks)
relating to Client C, which, in this example involves replicating Client C's write requests (and/or
other Slice-related metadata for Client C) to Service C; and (3) a secondary role of Service E handles
the data and/or metadata replication tasks (e.g., slice service replication tasks) relating to Client C,
which, in this example involves replicating Client C's write requests (and/or other Slice-related
metadata for Client C) to Service G. Thus, for example, in one embodiment, write requests initiated
from Client C may be received a Service E 906a, and in response, Service E may perform and/or

initiate one or more of the following operations (or combinations thereof):

» process the write request at Service E's dlice server, which, for example,

may include generating and storing related metadata at Service E's dice server;
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 (if needed) cause the data (of the write request) to be saved in afirst location
of block storage (e.g., managed by Service E);

o forward (906b) the write request (and/or associated data/metadata) to
Service C for replication;

o forward (906c) the write request (and/or associated data/metadata) to
Service G for replication.

[00132] In at least one embodiment, when Service C receives a copy of the Client C write request, it
may respond by processing the write request at Service C's dice server, and (if needed) causing the
data (of the write request) to be saved in a second location of block storage (e.g., managed by
Service C) for replication or redundancy purposes. Similarly, In a least one embodiment, when
Service G receives a copy of the Client C write request, it may respond by processing the write
request at Service G's dice server, and (if needed) causing the data (of the write request) to be saved
in athird location of block storage (e.g., managed by Service G) for replication or redundancy

PUrpOSES.

[00133] Load Values and Quality of Service (O0S) Anaysis

[00134] According to different embodiments, the QoS functionality of the storage system may use as
input various load values determined from system metrics and/or client metrics. For example, in one
embodiment, the storage system may be configured or designed to measure, track, and/or analyze
system resources that are used or are impacted for read and/or write operations to help determine the

degree to which one or more system resources may be loaded, stressed and/or overloaded.

[00135] In a least one embodiment, different types of metrics can be used to calculate load values
that can be used to express the degree to which one or more system resources (e.g., nodes,
components, services, etc.) are loaded, stressed and/or overloaded. For example, in a least one
embodiment, one or more different types of load values may be automatically and/or dynamically
calculated to express or quantify the relative degrees to which various types system resources may be
loaded, stressed and/or overloaded. Examples of various types of load values may include, but are

not limited to, one or more of the following (or combinations thereof):

» LOAD(Service) which, for example, may express the relative degree or
amount of system resource load or stress relating to an identified Service

running a the system. According to different embodiments, the
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LOAD(Service) value may be automatically and/or dynamically calculated
(e.g., in real-time) based, a least partially, on measured amount(s) of read
latency and/or write latency relating to read and/or write operations associated
with the identified Service. In a least one embodiment where the Service has
been assigned to handle read/write operations from multiple Clients, the
LOAD(Service) value may reflect read latencies and/or write latencies
attributable to read/write operations associated with the multiple Clients to

which the Service has been assigned.

. LOAD(Read) which, for example, may express the relative degree
or amount of system resource load or stress relating to Read |OPS.
According to different embodiments, the LOAD(Read) value may be
automatically and/or dynamically calculated (e.g., in real-time) based,  least
partially, on measured amount(s) of system latency relating to Read 10PS.
According to different embodiments, the LOAD(Read) metric may be
configured to express the relative degree or amount of system resource load
or stress relating to Read |OPS which are associated with one or more of the
following (or combinations thereof): an identified Service, a group of
identified Services, an identified Client, an identified connection (e.g., Client
connection), an identified volume (or portion thereof), an identified group of
volumes, an identified node, an identified group of nodes, and/or other

specifically identified system resources.

. LOAD(Write) which, for example, may express the relative degree
or amount of system resource load or stress relating to Write 1OPS.
According to different embodiments, the LOAD(Write) value may be
automatically and/or dynamically calculated (e.g., in real-time) based, a least
partially, on measured amount(s) of system latency relating to Write 10PS.
According to different embodiments, the LOAD(Write) metric may be
configured to express the relative degree or amount of system resource load
or stress relating to Write IOPS which are associated with one or more of the
following (or combinations thereof): an identified Service, a group of
identified Services, an identified Client, an identified connection (e.g., Client

connection), an identified volume (or portion thereof), an identified group of
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volumes, an identified node, an identified group of nodes, and/or other

specifically identified system resources.

. LOAD(Write_Buffer) which, for example, may express the relative
amount of write buffer cache capacity being used. According to different
embodiments, the LOAD(Write Buffer) value may be automatically and/or
dynamically calculated (e.g., in rea-time) based, a least partialy, on the

percentage of fullness of the write buffer cache.

. LOAD(Client) which, for example, may express the relative degree
or amount of system resource load or stress relating to 10 activities
associated with the Service(s) (eg., primary Service and secondary
Service(s)) which have been assigned to handle read, write and replication
operations for the identified Client. According to different embodiments, the
LOAD(Client) value may be automatically and/or dynamically calculated
(e.g., in real-time) based, at least partially, on measured amount(s) of read
latency and/or write latency relating to the Service(s) which have been
assigned to handle read, write and replication operations for the identified
Client.

. LOAD(Client-Read) which, for example, may express the relative
degree or amount of system resource load or stress relating to 10 activities
associated with the Service(s) which have been assigned to handle read
operations for the identified Client. According to different embodiments, the
LOAD(Client-Read) value may be automaticaly and/or dynamically
calculated (e.g., in real-time) based, at least partially, on measured amount(s)
of read latency relating to the Service(s) which have been assigned to handle
10 operations for the identified Client.

. LOAD(Client-Write) which, for example, may express the relative
degree or amount of system resource load or stress relating to 10 activities
associated with the Service(s) which have been assigned to handle Write
operations for the identified Client. According to different embodiments, the
LOAD(Client-Write) value may be automaticaly and/or dynamically
calculated (e.g., in real-time) based, at least partially, on measured amount(s)
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of write latency relating to the Service(s) which have been assigned to handle
10 operations for the identified Client.

. LOAD(Resource) which, for example, may express the relative
degree or amount of system load or stress relating to the identified Resource
(e.g., cache memory, disk storage space, cluster storage space, etc.).
According to different embodiments, the LOAD(Resource) vaue may be
automatically and/or dynamically calculated (e.g., in rea-time) (e.g., in real-
time) based, a least partially, on resource availability/usage characteristics
and/or performance characteristics relating to one or more of the following
(or combinations thereof): cluster level metrics and/or drive level metrics,
read latency, write latency, input/output operations per second (IOPS), read
IOPS, write IOPS, 1/0 size, write cache capacity, dedupe-ability,
compressibility, total bandwidth, read bandwidth, write bandwidth,
read/write ratio, workload type, data content, data type, etc. LOAD(System)
which, for example, may express the relative degree or amount of system

load or stress relating to a selected portion of the storage system.

. LOAD(DSU-Service) which, for example, may express the relative
amount of disk space utilization (DSU) for an identified Service.

. LOAD(DSU-Cluster) which, for example, may express the relative
amount of disk space utilization (DSU) for an identified Storage Cluster.

. LOAD(Cluster) which, for example, may express the relative
degree or amount of system load or stress relating to an identified Storage
Cluster (e.g., Storage Cluster 910, Fig. 9)

[00136] Asshown above, aclient load value can be calculated based upon both the read latency and

the write latency metrics of the client. In addition, separate client load values can be calculated

based on read latency and write latency metrics. In at least one embodiment, one or more aspects

relating to QoS management may be initiated and/or facilitated by monitoring and differentiating

between read-related |OPS and write-related 10PS (e.g., for agiven Client, Service, and/or group of

Services).

For example, in one embodiment, to facilitate QoS implementation for read-related

operations relative to a given service (e.g., Service A), read latency of the volumes associated with
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Service A may be monitored and/or measured. In one embodiment, read latency of given volume
may be calculated or determined based on the amount of time it takes for the system to internally
service and complete a data read operation(s) conducted between the identified service (e.g., dice

service) and the corresponding block service from which the dataisread.

[00137] To initiate and/or facilitate QoS implementation for write-related operations relative to a
given service (e.g., Service A), write latency of the volumes associated with Service A may be
monitored and/or measured. In one embodiment, write latency of given volume may be calculated or
determined based on the amount of time it takes for the system to internally service and complete the
data write operation(s) conducted between the identified service (e.g., dice service) and the

corresponding block service to which the datais written.

[00138] In & least one embodiment, to facilitate QoS implementation for write-related operations
relative to agiven Client (e.g., Client A 902), write latency of the Services (e.g., Service A, Service
C) associated with Client A may be monitored and/or measured. For example, in one embodiment,
write latency for agiven Client may be calculated or determined based on the amount of time it takes
for the system to internally service and complete the associated data write operation(s), which may
include, for example: (i) the data write operation(s) handled by the primary dlice service (e.g.,
Service A), and (ii) the data write operation(s) handled by each of the secondary (e.g., replication)
service(s) (e.g., Service C).

[00139] In & least some embodiments, the degree or amount (e.g., percentage) of available write
buffer cache capacity (for one or more identified nodes) may also be used or taken into account
when performing write latency measurements/calculations. For example, for a least some write-
related operations, the storage system may utilize one or more write cache(s) (or write buffers)
which, for example, may be implemented using fast-write memory (e.g., such asthat associated with
battery backed RAM, Marvell™ card, etc.). In a least one embodiment, the storage system may
monitor the size or amount of queued writes stored on the write cache(s), and use this information to

proactively manage throttle clients.

[00140] For example, in one embodiment, as the load value associated with the amount of datain a
given write cache approaches or exceeds predefined threshold limits, the storage system
automatically and/or dynamically identify and/or implement appropriate procedures to help maintain
QoS standards such as, for example, by applying back pressure during conditions when it is detected
or determined that the data flushing process (e.g., from slice service write cache to block storage)

cannot keep up with incoming client writes. In some embodiments, the system may apply back

-37 -



WO 2013/101947 PCT/US2012/071844

pressure only to a subset of nodes and/or volumes which have been identified as having write caches
which meet or exceed predefined threshold limits.

[00141] According to different embodiments, various examples of procedures which may be
automatically and/or dynamically initiated and/or implemented by the storage system may include,

but are not limited to, one or more of the following (or combinations thereof):

e Temporarily throttling read and write I0OPS for one or more selected

services, nodes, volumes, clients, and/or connections;

» Temporarily throttling read-related 10PS for one or more selected services,

nodes, volumes, clients, and/or connections;

» Temporarily throttling write-related |OPS for one or more selected services,

nodes, volumes, clients, and/or connections;

» Defering internal message requests between one or more selected services,

nodes, volumes, clients, and/or connections;

» and/or other types of actiong/activities which may help reduce or aleviate

the relative degree or amount of system resource load or stress.

[00142] Example Load Calculations

[00143] According to different embodiments, various types of techniques and/or computer-
implemented algorithms may be used for dynamically calculating desired LOAD values. By way of
illustration, several different example embodiments of LOAD calculation techniques are described

below with reference to the example system embodiment illustrated in Figure 9.

[00144] Example LOAD Calculation Technique A

[00145] In one embodiment, referring to the example system embodiment illustrated in Figure 9,
respective LOAD(Client) values may be automatically and/or dynamically calculated according to:
LOAD(Client A) a*LOAD(Service A) + b*LOAD(Service C);
LOAD(Client B) c*LOAD(Service E) + d* LOAD(Service D);
LOAD(Client C) = e*LOAD(Service E) + f*LOAD(Service C) + g*LOAD(Service G);

where: a, b, ¢ are weighted variables (e.g., weighted coefficients) each having a respective value

between O and 1; andwhere: a+b=1,c+d=1,ande+g+f=1
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[00146] In a least one embodiment, the value of coefficients may be automatically and/or
dynamically adjusted (e.g., in real-time) based, for example, on measured percentages of Read/Write

workloads.

[00147] In one embodiment, referring to the example system embodiment illustrated in Figure 9,
LOAD(Service) value(s) for an identified service (Service ID) may be automatically and/or

dynamically calculated according to:
LOAD(Service ID) = h*LOAD(Read@Service_ID)
+ j* LOAD(Write@Service ID)
+ k* LOAD(Write Buffer@Service ID)
+ m*LOAD(DSU-Service |D)
where:

* h,j, k, m are weighted variables (e.g., weighted coefficients) each having a

respective value between O and 1; and where: h+j +k+m=1;

* LOAD(Read@Service ID) represents a normalized value (e.g., between 0-
1) which expresses the relative degree or amount of system resource |oad/stress
associated with read IOPS which are handled by the Service identified by
Service ID;

* LOAD(Write@Service_ID) represents a normalized value (e.g., between 0-
1) which expresses the relative degree or amount of system resource |oad/stress
associated with write IOPS which are handled by the Service identified by
Service ID;

* LOAD(Write Buffer@Service ID) represents a normalized vaue (e.g.,
between 0-1) which expresses the relative size or amount of queued write
reguests which are queued on the write cache of the node which is assigned for
use by the Service identified by Service ID.;

* LOAD(DSU-Service ID) represents a normalized value (e.g., between 0-1)
which expresses the relative amount of disk space utilization (DSU) for the
Service identified by Service ID.

[001248] In at least one embodiment where the Service has been assigned to handle read/write
operations from multiple Clients, the LOAD(Read) value may reflect read latencies attributable to
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read operations associated with the multiple Clients to which the Service has been assigned.
Similarly, where the Service has been assigned to handle read/write operations from multiple
Clients, the LOAD(Write) vaue may reflect write latencies attributable to write operations

associated with the multiple Clients to which the Service has been assigned.

[00149] Example LOAD Calculation Technique B

[00150] In another embodiment, a LOAD(Client) value for a given client may be automatically
and/or dynamically determined by identifying and selecting a relatively highest value from a set of
values which, for example, may include LOAD(client-read) and LOAD(client-write).

[00151] Thus, for example, referring to the example system embodiment illustrated in Figure 9, the

LOAD(Client A) value may be automatically and/or dynamically calculated according to:
LOAD(Client A) = MAX VALUE {(LOAD(Read@Service A),

LOAD(Write@(Service A),

LOAD(Write@Service C)}

where:

« MAX VALUE {xy,z} represents a function which returns a relatively
highest value selected from the set {x,y,z} ;

* LOAD(Read@Service A) represents anormalized value (e.g., between 0-1)
which expresses the relative degree or amount of system resource load/stress
associated with read |OPS which are handled by Service A;

» LOAD(Write@(Service A) represents anormalized value (e.g., between 0-
1) which expresses the relative degree or amount of system resource load/stress
associated with write IOPS which are handled by Service A;

* LOAD(Write@Service C) represents anormalized value (e.g., between 0-1)
which expresses the relative degree or amount of system resource load/stress
associated with write |OPS which are handled by Service C.

[00152] Similarly, the respective LOAD(Client B) and LOAD(Client C) values may each be
automatically and/or dynamically calculated according to:
LOAD(Client B) = MAX_ VALUE {(LOAD(Read@Service E),
LOAD(Write@(Service E),
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LOAD(Write@Service D)}
LOAD(Client C) = MAX VALUE {(LOAD(Read@Service E),
LOAD(Write@(Service E),
LOAD(Write@Service C),
LOAD(Write@Service G)}.

[00153] Load Value Data Structures

[00154] Figures 10-12 illustrate example embodiments of different types of data and data structures
which may be used to facilitate read, write, and replication functionality within the storage system.
In & least one embodiment, a separate instance of one or more of the data structures of Figures 10-12
may be associated with each respective Service which is running within the storage cluster (e.g.,
910) and instantiated and updated a the same physical node where it's respective Service is
instantiated. According to different embodiments, the storage system may be configured or designed
to periodically and dynamically generate, populate, and update the various data structures illustrated
in Figures 10-12.

[00155] Figure 10 illustrates a specific example embodiment of a LOAD-Service data structure 1000.
In at least one embodiment, the LOAD-Service data structure may be configured or designed for
tracking system load characteristics and conditions associated with different services which are
running within the storage system. In at least one embodiment, the LOAD-Service data structure
1000 may be used for tracking current or updated LOAD conditions for selected service(s) running
a the storage cluster. In one embodiment, the LOAD-Service data structure 1000 may be used for
tracking current or updated LOAD conditions for each active dice service running a the storage

cluster.

[00156] An example embodiment of the LOAD-Service data structure 1000 will now be described by
way of example with reference to the storage system configuration illustrated in Figure 9. As
illustrated in the example embodiment of Figure 10, the LOAD-Service data structure 1000 may
include a plurality of records (or entries) (e.g., 1001, 1003, 1005) relating to specifically identified
services within the storage cluster (e.g., 910, Fig. 9). In a least one embodiment, each record may

include one or more of the following types of information (or combinations thereof):

» Service ldentifier information (e.g., Service ID 1002) which identifies a

specific Service running a the storage cluster;
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e System Load information (e.g., LOAD(Service) 1004) which may include a
value (e.g., LOAD(Service) vaue) representing the rea-time (or near real-
time) degree or amount of system load or stress associated the identified
Service.

[00157] According to different embodiments, the LOAD(Service) vaue for a given Service may be
automatically and/or dynamically calculated by the storage system (e.g., in real-time) based, at least
partially, on measured amount(s) of read latency and/or write latency relating to read and/or write
operations associated with the identified Service. For example, in one embodiment, the system may
utilize the LOAD(Service) Anaysis Procedure 1300 (Figure 13A) to populate and/or update the
LOAD-Service data structure 1000.

[00158] Figure 11 illustrates an alternate example embodiment of a LOAD-Service data structure
1100 which may be configured or designed for tracking system load characteristics and conditions
associated with different services which are running within the storage system. Asiillustrated in the
example embodiment of Figure 11, the LOAD-Service data structure 1100 may include aplurality of
records (or entries) (e.g., 1101, 1103, 1105) relating to specifically identified services within the
storage cluster. In at least one embodiment, each record may include one or more of the following

types of information (or combinations thereof):

* Service ldentifier information (e.g., Service ID 1102) which identifies a

specific Service running & the storage cluster;

 LOAD(Read) information 1104 which may include a LOAD(Read value
representing the real-time (or near real-time) degree or amount of read-related
system load or stress associated with the identified Service;

e LOAD(Write) information 1104 which may include a LOAD(Write) vaue
representing the real-time (or near real-time) degree or amount of write-related

system load or stress associated with the identified Service.

[00159] According to different embodiments, the LOAD(Read) values may be automatically and/or
dynamically calculated (e.g., in rea-time) based, a least partially, on measured amount(s) of read
I/O latency which are associated with the identified Service. According to different embodiments,
the LOAD(Write) values may be automatically and/or dynamically calculated (e.g., in real-time)
based, a least partially, on measured amount(s) of write 1/O latency and/or write cache queue

depth(s) which are associated with the identified Service.
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[00160] Figure 12 illustrates a specific example embodiment of a Client-Service data structure 1200.
In a least one embodiment, the Client-Service data structure 1200 may be configured or designed
for tracking the respective Services which have been assigned to handle read/write operations
associated with each Client interacting with the storage cluster. For illustrative purposes, the
example Client-Service data structure embodiment of Figure 12 will now be described by way of
example with reference to the storage system configuration illustrated in Figure 9. Asillustrated in
the example embodiment of Figure 12, the Client-Service data structure 1200 may include aplurality
of records (or entries) (e.g., 1201, 1203, 1205) each relating to a specifically identified Client of the
storage system. In at least one embodiment, each record may include one or more of the following

types of information (or combinations thereof):

* Client Identifier information (e.g., Client ID 1202) which identifies a
specific Client (e.g., Client A, Client B, Client C, etc.). In some embodiments,
each Client which interacts with the storage cluster may have associated
therewith a respectively unique connection identifier (Connection ID which
may be used by the system to identify and track communications, requests
(eg., read/write requests), activities, and/or other information which is
associated with a given Client. Thus, for example, in one embodiment, the
Client_ID portion 1202 of a given Client-Service data record (e.g., 1201) may

berepresented using that Client's assigned Connection D identifier.

* Primary dlice service ID information 1204 which identifies the primary
dlice service assigned to handle communications with the identified Client,
including the servicing of read/write requests originating from the identify

client.

» Associated Replication Service ID(s) information 1206 which identifies one
or more secondary Service(s) associated with the identified client, such as, for
example, those Services which have been assigned to handle metadata (e.g.,
dlice) and/or data replication tasks which are associated with the identified
Client.

[00161] In at least one embodiment, each node in the Cluster reports to each other node its calculated
load values. In this way each node (and/or Service) may be informed about each other node's

(and/or Service's) load values. This information may be used to determine (e.g., on the slice service
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to which the Client is connected), the load value of the nodes and/or Services in the cluster of which

that Client isusing.

[00162] Load values can be calculated or determined using the shared node/Service resource usage
information. In some embodiments, the storage system may be configured or designed to distinguish
between overloaded conditions which are due to or caused by different System load values such as,
for example, one or more of the following (or combinations thereof): reads, writes, bandwidth,
compression, etc. For example, in a least one embodiment, the storage system may determine that
the system (or portion thereof) is. read overloaded, write overloaded, bandwidth overloaded,

compression overloaded, etc.

[00163] In at least one embodiment, the calculated load values(which, for example, may be unique to
a least one Client volume) may be used by, along with client metrics, the target performance
manager 402 (of Figure 4) to determine a target performance value to be implemented for each

respective Client.

[00164] Example Procedures And Flow Diagrams

[00165] Figures 13-17 illustrate various example embodiments of different procedures and/or
procedural flows which may be used for facilitating activities relating to one or more of the storage

system QoS aspects disclosed herein.

[00166] Figure 13A shows a flow diagram of a LOAD(Service) Analysis Procedure 1300 in
accordance with a specific embodiment. Additional, fewer, or different operations of the procedure
1300 may be performed, depending on the particular embodiment. The procedure 1300 can be
implemented on a computing device. In one implementation, the procedure 1300 is encoded on a
computer-readable medium that contains instructions that, when executed by a computing device,
cause the computing device to perform operations of the procedure 1300. According to different
embodiments, at least a portion of the various types of functions, operations, actions, and/or other
features provided by the LOAD(Service) Analysis Procedure may be implemented a one or more
nodes and/or volumes of the storage system. In a least one embodiment, the LOAD(Service)
Analysis Procedure may be operable to perform and/or implement various types of functions,
operations, actions, and/or other features relating to the analysis, measurement, calculation, and
updating of LOAD information for one or more selected Services running a the storage cluster.

According to specific embodiments, multiple instances or threads of the LOAD(Service) Analysis
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Procedure may be concurrently implemented and/or initiated via the use of one or more processors

and/or other combinations of hardware and/or hardware and software.

[00167] According to different embodiments, one or more different threads or instances of the
LOAD(Service) Anadysis Procedure may be automatically and/or dynamically initiated and/or
implemented a one or more different time intervals (e.g., during a specific time interval, a regular

periodic intervals, at irregular periodic intervals, upon demand, etc.).

[00168] Asillustrated in the example embodiment of Figure 13A, at 1302 it is assumed that a least
one condition or event has been detected for initiating execution of the LOAD(Service) Analysis
Procedure. For example, in one embodiment, a given instance of the LOAD(Service) Analysis
Procedure may be configured or designed to automatically run on a schedule, e.g., every 500ms, Is,
10s, 20s, €tc., to thereby analyze and determine an updated LOAD(Service) value for the identified
Service. In some embodiments, the frequency of execution of the LOAD(Service) Anaysis
Procedure for a given Service may automatically and/or dynamically vary based on other events
and/or conditions such as, for example, system metrics, client metrics, changes in QoS management

policies, etc.

[00169] As shown at 1304, the LOAD(Service) Analysis Procedure may initiate analysis of system
and/or client metrics for the identified Service. In @ least one embodiment, the analysis of system
and/or client metrics may include measuring, acquiring, and/or determining real-time information
relating to read latency and/or write latency for read and/or write operations associated with the
identified Service.

[00170] As shown a 1306, the LOAD(Service) Analysis Procedure may determine a current
LOAD(Service) vaue for the identified Service. According to different embodiments, the
LOAD(Service) value may be determined or calculated, for example, using one or more of the

various LOAD calculation techniques described herein.

[00171] As shown & 1308, an optional determination can be made as to whether or not the current
calculated LOAD(Service) value for the selected Service has changed from a previously calculated
LOAD(Service) value. For example, in one embodiment, the LOAD(Service) Analysis Procedure
may use the Service |ID of the identified Service to retrieve or access the LOAD(Service) value
(e.g., 904, Fig. 9) from the local LOAD-Service Table (e.g., 900, Fig. 9), which, for example, may
represent the most recent historical LOAD value for the identified Service. In a least one
embodiment, the LOAD(Service) Anaysis Procedure may compare the currently calculated
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LOAD(Service) value to the corresponding LOAD(Service) value retrieved from the LOAD-Service
Table in order to determine whether or not the current calculated LOAD(Service) value for the
selected Service has changed.

[00172] In one embodiment, if it is determined that the current calculated LOAD(Service) value for
the selected Service has not changed from the LOAD(Service) vaue stored in the LOAD-Service
Table, no additional actions may be needed at this time. Alternatively, if it is determined that the
current calculated LOAD(Service) vaue for the selected Service has changed from the
SLOAD(Service) vaue stored in the LOAD-Service Table calculated LOAD(Service) vaue, the
currently calculated LOAD(Service) vaue for the selected Service may be stored (1310) in the loca
LOAD-Service Table. Additionaly, information and/or notification relating to this update of the
LOAD(Service) vaue for the selected Service may be pushed (1312) to one or more of the other
nodes of the storage cluster. In at least one embodiment, upon receiving the LOAD(Service) value
notification update, the other node(s) may automatically and dynamically update their respective
local LOAD-Service Tables using the updated LOAD(Service) value information.

[00173] Figure 13B shows aflow diagram of aLOAD(Read) Anaysis Procedure 1330 in accordance
with a specific embodiment. Additional, fewer, or different operations of the procedure 1330 may
be performed, depending on the particular embodiment. The procedure 1330 can be implemented on
acomputing device. In one implementation, the procedure 1330 is encoded on a computer-readable
medium that contains instructions that, when executed by a computing device, cause the computing
device to perform operations of the procedure 1330. According to different embodiments, at least a
portion of the various types of functions, operations, actions, and/or other features provided by the
LOAD(Read) Analysis Procedure may be implemented a one or more nodes and/or volumes of the
storage system. In a least one embodiment, the LOAD(Read) Analysis Procedure may be operable
to perform and/or implement various types of functions, operations, actions, and/or other features
relating to the analysis, measurement, calculation, and updating of LOAD information for read-

related transactions associated with one or more selected Services running a the storage cluster.

[00174]As illustrated in the example embodiment of Figure 13B, a 1332 it is assumed that at least
one condition or event has been detected for initiating execution of the LOAD(Read) Anaysis
Procedure. As shown a 1334, the LOAD(Read) Analysis Procedure may initiate analysis of read-
related system and/or client metrics for the identified Service. In at least one embodiment, the
analysis of system and/or client metrics may include measuring, acquiring, and/or determining real-
time information relating to read latency for read operations handle by (or associated with) the
identified Service.
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[00175] As shown a 1336, the LOAD(Read) Analysis Procedure may determine a current
LOAD(Read) value for the identified Servicee According to different embodiments, the
LOAD(Read) value may be determined or calculated, for example, using one or more of the various

LOAD calculation techniques described herein.

[00176]As shown a 1338, an optional determination can be made as to whether or not the current
calculated LOAD(Read) value for the selected Service has changed from a previoudly calculated
LOAD(Read) value. For example, in one embodiment, the LOAD(Read) Anaysis Procedure may
use the Service ID of the identified Service toretrieve or access the LOAD(Read) value (e.g., 1104,
Figure 11) from the local LOAD-Service Table (e.g., 1100, Figure 11), which, for example, may
represent the most recent historical LOAD(Read) value for the identified Service. In a least one
embodiment, the LOAD(Read) Anaysis Procedure may compare the currently calculated
LOAD(Read) value to the corresponding LOAD(Read) vaue retrieved from the LOAD-Service
Table 1100 in order to determine whether or not the current calculated LOAD(Read) value for the
selected Service has changed.

[00177] In one embodiment, if it is determined that the current calculated LOAD(Read) value for the
selected Service has not changed from the LOAD(Read) value stored in the LOAD-Service Table,
no additional actions may be needed at this time. Alternatively, if it is determined that the current
calculated LOAD(Read) value for the selected Service has changed from the SLOAD(Read) value
stored in the LOAD-Service Table calculated LOAD(Read) value, the currently calculated
LOAD(Read) value for the selected Service may be stored (1340) in the local LOAD-Service Table
1100. Additionally, information and/or notification relating to this update of the LOAD(Read) value
for the selected Service may be pushed (1342) to one or more of the other nodes of the storage
cluster. In a least one embodiment, upon receiving the LOAD(Read) value notification update, the
other node(s) may automatically and dynamically update their respective loca LOAD-Service
Tables using the updated LOAD(Read) value information.

[00178] Figure 13C shows a flow diagram of a LOAD(Write) Anaysis Procedure 1350 in
accordance with a specific embodiment. Additional, fewer, or different operations of the procedure
1350 may be performed, depending on the particular embodiment. The procedure 1350 can be
implemented on a computing device. In one implementation, the procedure 1350 is encoded on a
computer-readable medium that contains instructions that, when executed by a computing device,
cause the computing device to perform operations of the procedure 1350. According to different
embodiments, at least a portion of the various types of functions, operations, actions, and/or other

features provided by the LOAD(Write) Analysis Procedure may be implemented a one or more
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nodes and/or volumes of the storage system. In @ least one embodiment, the LOAD(Write) Anaysis
Procedure may be operable to perform and/or implement various types of functions, operations,
actions, and/or other features relating to the analysis, measurement, calculation, and updating of
LOAD information for write-related transactions associated with one or more selected Services

running at the storage cluster.

[00179]As illustrated in the example embodiment of Figure 13C, a 1352 it is assumed that at least
one condition or event has been detected for initiating execution of the LOAD(Write) Anaysis
Procedure. Asshown a 1354, the LOAD(Write) Analysis Procedure may initiate analysis of write-
related system and/or client metrics for the identified Service. In at least one embodiment, the
analysis of system and/or client metrics may include measuring, acquiring, and/or determining real-
time information relating to write latency for write operations handle by (or associated with) the
identified Service.

[00180] As shown a 1356, the LOAD(Write) Anaysis Procedure may determine a current
LOAD(Write) value for the identified Service.  According to different embodiments, the
LOAD(Write) value may be determined or calculated, for example, using one or more of the various

LOAD calculation techniques described herein.

[00181] As shown a 1358, an optional determination can be made as to whether or not the current
calculated LOAD(Write) value for the selected Service has changed from a previously calculated
LOAD(Write) value. For example, in one embodiment, the LOAD(Write) Analysis Procedure may
use the Service ID of the identified Service toretrieve or access the LOAD(Write) value (e.g., 1106,
Figure 11) from the local LOAD-Service Table (e.g., 1100, Figure 11), which, for example, may
represent the most recent historical LOAD(Write) value for the identified Service. In a least one
embodiment, the LOAD(Write) Analysis Procedure may compare the currently calculated
LOAD(Write) value to the corresponding LOAD(Write) value retrieved from the LOAD-Service
Table 1100 in order to determine whether or not the current calculated LOAD(Write) value for the
selected Service has changed.

[00182] In one embodiment, if it isdetermined that the current calculated LOAD(Write) value for the
selected Service has not changed from the LOAD(Write) value stored in the LOAD-Service Table,
no additional actions may be needed at this time. Alternatively, if it is determined that the current
calculated LOAD(Write) value for the selected Service has changed from the SLOAD(Write) value
stored in the LOAD-Service Table calculated LOAD(Write) value, the currently calculated
LOAD(Write) vaue for the selected Service may be stored (1360) in the loca LOAD-Service Table
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1000. Additionally, information and/or notification relating to this update of the LOAD(Write)
value for the selected Service may be pushed (1362) to one or more of the other nodes of the storage
cluster. In a least one embodiment, upon receiving the LOAD(Write) value natification update, the
other node(s) may automatically and dynamically update their respective local LOAD-Service
Tables using the updated LOAD(Write) value information.

[00183] Figure 14 shows aflow diagram of a LOAD(Client) Analysis Procedure 1400 in accordance
with a specific embodiment. Additional, fewer, or different operations of the procedure 1400 may
be performed, depending on the particular embodiment. The procedure 1400 can be implemented on
acomputing device. In one implementation, the procedure 1400 is encoded on a computer-readable
medium that contains instructions that, when executed by a computing device, cause the computing
device to perform operations of the procedure 1400. According to different embodiments, at least a
portion of the various types of functions, operations, actions, and/or other features provided by the
LOAD(Client) Analysis Procedure may beimplemented a one or more nodes and/or volumes of the
storage system. For example, in one embodiment, the LOAD(Client) Analysis Procedure may be
initiated and/or performed by the primary dlice service which has been assigned for handling
read/write communications with the identified Client. In a least one embodiment, the
LOAD(Client) Analysis Procedure may be operable to perform and/or implement various types of
functions, operations, actions, and/or other features relating to the anaysis, measurement,
calculation, and updating of LOAD information for one or more selected Clients of the storage
system.

[00184] According to specific embodiments, multiple instances or threads of the LOAD(Client)
Analysis Procedure may be concurrently implemented and/or initiated via the use of one or more
processors and/or other combinations of hardware and/or hardware and software. In one
embodiment, a separate instance or thread of the LOAD(Client) Analysis Procedure may be initiated
for each respective Client of the storage system. In the specific example embodiment of Figure 14, it
is assumed that the LOAD(Client) Analysis Procedure has been instantiated to dynamically
determine a current or updated LOAD(Client) value for a selected Client (e.g., Client A, Fig. 9).

[00185] According to different embodiments, one or more different threads or instances of the
LOAD(Client) Analysis Procedure may be automatically and/or dynamically initiated and/or
implemented a one or more different time intervals (e.g., during a specific time interval, a regular
periodic intervals, a irregular periodic intervals, upon demand, etc.). For example, in one
embodiment, a given instance of the LOAD(Client) Analysis Procedure may be configured or
designed to automatically run about every 10-20 sec (e.g., for agiven Client) to thereby anayze and
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determine an updated LOAD(Client) value for the identified Client. In some embodiments, the
freqguency of execution of the LOAD(Client) Analysis Procedure for a given Client may
automatically and/or dynamically vary based on other events and/or conditions such as, for example,

system metrics, client metrics, changes in QoS management policies, etc.

[00186] In the example embodiment of Figure 14, & 1402 it is assumed that at least one condition or
event has been detected for initiating execution of the LOAD(Client) Analysis Procedure. Asshown
a 1404, the LOAD(Client) Analysis Procedure may initiate analysis of system and/or client metrics.
In a least one embodiment, the analysis of system and/or client metrics may include measuring,
acquiring, and/or determining real-time information relating to read latency and/or write latency for

read/write operations associated with the identified Client.

[00187] In the specific example embodiment of Figure 14, the process of determining a current
LOAD(Client) value for the identified Client (e.g., Client A) may include identifying (1406) the
appropriate Service(s) which are associated with selected Client, and which are to be factored into
the computation of the LOAD(Client) value. In this example, it is assumed that the LOAD(Client)
value is a client-specific value which reflects real-time system load for selected Services (eg.,
primary dlice service, replication services) which have been identified as being associated with the
identified Client. For example, in one embodiment, the LOAD(Client) Analysis Procedure may use
the Client ID of the identified Client to access information from the local Client-Service data
structure (e.g., 1100, Fig. 11) in order to identify the specific Services which are associated with the
identified Client (e.g., for purposes of LOAD(Client) calculation). By way of example, referring to
the specific example embodiment of the Service-Client data structure 1100 of Figure 11, if it is
assumed that the identified Client corresponds to Client A, the specific Services associated with
Client A may be identified as Service A (e.g., which has been assigned as the primary dice service
of Client A), and Service C (e.g., which has been assigned as a secondary Service of Client A for
handling replication of Client A data/metadata).

[00188] As shown a 1408, a current LOAD(Client) value for the identified Client may be
dynamically determined or calculated. According to different embodiments, the LOAD(Client)
value may be dynamically determined or calculated, for example, using one or more of the various
LOAD(Client) calculation techniques described herein. For example, in one embodiment, a current
LOAD(Client) value for Client A may be dynamically calculated according to:
LOAD(Client A) = MAX VALUE {(LOAD(Read@Service A),
LOAD(Write@(Service A)
LOAD(Write@Service C)}.
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[00189] In a least one embodiment, the calculated LOAD(Client) value may be representative of
relative degree or amount of system resource load or stress relating to 10 activities associated with
the Service(s) (e.g., primary Service and secondary Service(s)) which have been assigned to handle
read, write and replication operations for the identified Client. In & least one embodiment, the
storage system may be configured or designed to differentiate between read and write related
transactions, and to separately analyze, determine and/or track LOAD(Read) and LOAD(Write)
values associated with the identified Client. Example embodiments of such techniques are

illustrated, for example, in Figures 16, 17, 20, and 21, and described in greater detail below.

[00190] One concern with the QoS implementation in the storage system is that clients of relatively
"lower" importance may cause or contribute to increased latencies in the storage cluster, making it
more difficult for those Clients of relatively higher importance (e.g., with relatively higher minimum

QoS performance guarantees) to get fair, proportional throughput of the system.

[00191] By way of example with reference to Figure 9, it may be assumed that the storage cluster

910 has been configured to implement the following QoS performance guarantees:

Client A (902) volume set a 15k M TN |OPS

40 other Client volumes (including Clients B and C) set & |k MI'N IOPS

I0s for each Client are 80% read |OPS and 20% write |OPS

* Size of each |0 transaction is 4kb.

[00192] In this example embodiment, it may be assumed for illustrative purposes that the storage
system is not able to provide Client A with the specified minimum guaranteed 15k IOPS. Further, in
this example, it is assumed that any increased read latency is caused by the other 40 Client volumes
driving heavy read workloads. In at least one embodiment, the storage system may be configured or
designed to dynamically determine that, because the Client A workload is read 10PS heavy, the
write-based LOAD values may not play a significant role in the detected increase in read latency
which may be contributing to the inability of Client A to achieve its MI'N IOPS guarantees.

[00193] Target Performance Value Calculations

[00194] A s noted above, the target performance manager 402 calculates atarget performance value
based upon system load values, client load values, and client QoS parameters. The target

performance value isthen used to control how the client can access resources of the storage system
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[00195] Figure 15 shows a flow diagram of a QoS Client Policy Management Procedure 1500 in
accordance with a specific embodiment. Additional, fewer, or different operations of the procedure
1500 may be performed, depending on the particular embodiment. The procedure 1500 can be
implemented on a computing device. In one implementation, the procedure 1500 is encoded on a
computer-readable medium that contains instructions that, when executed by a computing device,
cause the computing device to perform operations of the procedure 1500. According to different
embodiments, at least a portion of the various types of functions, operations, actions, and/or other
features provided by the QoS Client Policy Management Procedure may be implemented at one or
more nodes and/or volumes of the storage system. For purposes of illustration, it is assumed that the
QoS Client Policy Management Procedure 1500 has been instantiated to perform QoS policy
management for aselected Client (e.g., Client A, Fig. 9).

[00196] In & least one embodiment, the QoS Client Policy Management Procedure may be operable
to perform and/or implement various types of functions, operations, actions, and/or other features
relating to the analysis, measurement, calculation, and updating of LOAD information for one or
more selected Clients of the storage system. According to specific embodiments, multiple instances
or threads of the QoS Client Policy Management Procedure may be concurrently implemented
and/or initiated via the use of one or more processors and/or other combinations of hardware and/or
hardware and software. In one embodiment, a separate instance or thread of the QoS Client Policy
Management Procedure may be initiated for performing or facilitating QoS policy management for

each respective Client of the storage system.

[00197] According to different embodiments, one or more different threads or instances of the QoS
Client Policy Management Procedure may be automatically and/or dynamically initiated and/or
implemented a one or more different time intervals (e.g., during a specific time interval, a regular
periodic intervals, a irregular periodic intervals, upon demand, etc.). For example, in one
embodiment, a given instance of the QoS Client Policy Management Procedure may be configured
or designed to automatically run about every 250-1000 milliseconds (e.g., every 500 ms for a given
Client) to thereby analyze and determine an updated LOAD(Client) value for the identified Client. In
some embodiments, the frequency of execution of the QoS Client Policy Management Procedure for
a given Client may automatically and/or dynamically vary based on other events and/or conditions

such as, for example, system metrics, client metrics, changes in QoS management policies, etc.

[00198] In the example embodiment of Figure 15, a 1502 it is assumed that & least one condition or
event has been detected for initiating execution of the QoS Client Policy Management Procedure.

As shown a 1504, the QoS Client Policy Management Procedure may initiate analysis of system
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and/or client metrics. In a least one embodiment, the analysis of system and/or client metrics may
include measuring, acquiring, and/or determining real-time information relating to read latencies
and/or write latencies for 10 activities associated with the Service(s) (e.g., primary Service and
secondary Service(s)) which have been assigned to handle read, write and replication operations for
the identified Client.

[00199] As shown a 1506, the QoS Client Policy Management Procedure may determine a current
Load(Client) value for the identified Client. According to different embodiments, the Load(Client)
value may be determined or calculated, for example, using one or more of the various Load(Client)
calculation techniques described herein. In the specific example embodiment of Figure 15, it is
assumed that the Load(Client) value is a client-specific Load value which factors in both read
latency and write latency metrics for 10 activities associated with the Service(s) (e.g., primary
Service and secondary Service(s)) which have been assigned to handle read, write and replication

operations for the identified Client.

[00200] As shown at 1508, the QoS Client Policy Management Procedure may analyze the current
Load(Client) value, and in response, may select and implement an appropriate QoS Management

Policy for the identified Client. For example, asillustrated in the example embodiment of Figure 15:

. If it is determined that Load(Client) < Threshold Vaue Al, the QoS Client Policy
Management Procedure may implement (1510) QoS Management Policy Set Al;

. If it is determined that Threshold Value Al > Load(Client) > Threshold Value A2,
the QoS Client Policy Management Procedure may implement (1512) QoS Management
Policy Set Bl;

. If it is determined that Load(Client) > Threshold Vaue A2, the QoS Client Policy
Management Procedure may implement (1514) QoS Management Policy Set Cl.

[00201] In a least one embodiment, the storage system may be configured or designed to: (1)
differentiate between read and write related transactions, and to separately analyze, determine and/or
track Load(Client-Read) and Load(Client-Write) values associated with a given Client; and (2)
independently evaluate and implement different respective QoS Management Policy sets for Client-
related Read IOPS and Client-related Write IOPS. Example embodiments of such techniques are
illustrated, for example, in Figures 16, 17, 20, and 21, and described in greater detail below.
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[00202] Figure 18 shows a graphical representation illustrating how the storage system may
implement aspects of a QoS Client Policy Management Procedure such as that described with
reference to Figure 15. As illustrated in the example embodiment of Figure 18, an X-Y graph
portion 1800 is shown which includes a Y-axis representing target performance vaues
corresponding to client IOPS 1810 (e.g., both read and write IOPS) and an X-axis representing a
selected Load value (Load A, 1801). For purposes of illustration, it is assumed Load A corresponds
to the Load(Client) metric for aselected Client (e.g., Client A). However, it will be appreciated that,
in aternate embodiments (not shown) Load A may correspond to one of a variety of different
metrics described herein such as, for example, one or more of the following (or combinations
thereof): Load(Service); Load(Read); Load(Write); Load(Write Buffer); Load(Client-Read);
Load(Client- Write); etc.

[00203] As illustrated in the example embodiment of Figure 18, graph portion 1800 includes
reference lines 1803, 1805, 1807 which represent the min IOPS QoS parameter 1805; max |OPS
QoS parameter 1805; and max burst IOPS QoS parameter 1807 for the identified Client.
Additionally, graph portion 1800 includes reference lines 1811, 1813, 1815 which, in this example
embodiment, represent threshold values which may be used to determine and select the current QoS

Management Policy Set in effect for the identified Client. For example, asillustrated in Figure 18:

. During times when Load A < Threshold Value Al, QoS Management Policy Set Al
may be set into effect for the identified Client. In the specific example embodiment of
Figure 18, region 1802 provides a graphical representation of the possible values of IOPS
that aclient can operate a in accordance with the QoS Management Policy Set Al. In this
example embodiment, the QoS Management Policy Set Al may specify that the Client is
allowed to accrue 10PS credits, and that the Client's 10PS: can be equal to or less than the
Client's max |OPS QoS parameter 1805; may be allowed to operate above the Client's max
burst IOPS QoS parameter based upon accrued credits; but is not to exceed the Client's max
burst IOPS QoS parameter 1807.

. During times when Threshold Vaue Al > Load A > Threshold Vaue A2, QoS
Management Policy Set Bl may be set into effect for the identified Client. In the specific
example embodiment of Figure 18, region 1804 provides a graphical representation of the
range of IOPS that aclient can perform. In this example embodiment, the QoS Management
Policy Set Bl may specify that the Client's |OPS are to be throttled to atarget performance
IOPS value which iswithin arange between the Client's max |OPS QoS parameter and min

IOPS QoS parameter. A client can of course use less IOPS that the minimum 10OPS
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depending upon client's use of the storage system. Additionaly, the QoS Management
Policy Set Blmay also specify that: (i) that the Client's 10PS are not to exceed the Client's
max IOPS QoS parameter; and (ii) the throttling of the Client's IOPS increases as the
Client's Load(Client) value increases from Threshold Value Al (1811) to Threshold Value
A2 (1813).

. During times when Load A > Threshold Value A2, QoS Management Policy Set Cl
may be set into effect for the identified Client. In the specific example embodiment of
Figure 18, region 1806 provides a graphical representation of the possible values of |IOPS
that aclient can operate a in accordance with the QoS Management Policy Set Cl. In this
example embodiment, the QoS Management Policy Set Bl may specify that the Client's
IOPS are to bethrottled to atarget performance |OPS value which iswithin arange between
the Client's min IOPS QoS parameter and zero. Additionally, the QoS Management Policy
Set Clmay also specify that the throttling of the Client's 10PS increases as the Client's
Load(Client) value increases from Threshold Value A2 (1813) to Threshold Vaue A3
(1815).

[00204] Figure 19A shows a graphical representation illustrating an example embodiment of how
different QoS Management Policy Sets for throttling Client IOPS may be automatically and/or
dynamically implemented in response changing Load(Client) conditions. As illustrated in the
example embodiment of Figure 19A, an X-Y graph portion 1900 is shown which includes a Y-axis
representing target performance values corresponding to Client IOPS 1910 (e.g., both read and write
IOPS) and an X-axis representing a client Load(Client) metric for a selected Client (e.g., Client A).
Asillustrated in the example embodiment of Figure 19A, graph portion 1900 includes reference lines
1903, 1905, 1907 which represent the min 1OPS QoS parameter 1905; max 10OPS QoS parameter
1905; and max burst IOPS QoS parameter 1907 for the identified Client. Additionally, graph
portion 1900 includes reference lines 1911, 1913, 1915 which, in this example embodiment,
represent threshold values which may be used to determine and select the current QoS Management
Policy Set tobe put into effect for the identified Client. For example, asillustrated in Figure 19A:

. During times when Load(Client) < Threshold Value Al, QoS Management Policy
Set Al may be set into effect for the identified Client. In the specific example embodiment
of Figure 19A, region 1902 provides a graphical representation of the possible values of
IOPS that aclient can operate & in accordance with the QoS Management Policy Set Al. In
this example embodiment, the QoS Management Policy Set Al may specify that the Client
is alowed to accrue |OPS credits, and that the Client's 10PS: can be equal to or less than the
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Client's max |OPS QoS parameter 1905; may be allowed to operate above the Client's max
burst IOPS QoS parameter based upon accrued credits; but is not to exceed the Client's max
burst IOPS QoS parameter 1907. In one embodiment, the Threshold Value Al may be
defined to be anumeric value within the range of 0.2-0.4 (e.g., Threshold Vaue Al = 0.33);

. During times when Threshold Value Al > Load(Client) > Threshold Value A2, QoS
Management Policy Set Bl may be set into effect for the identified Client. In the specific
example embodiment of Figure 19A, region 1904 provides a graphical representation of the
possible values of 10PS that aclient can operate at in accordance with the QoS Management
Policy Set Bl. In this example embodiment, the QoS Management Policy Set Bl may
specify that the Client's 1OPS are to be throttled to atarget performance 10OPS value which
is within a range between the Client's max IOPS parameter and min |OPS parameter.
Additionally, the QoS Management Policy Set Blmay also specify that, a any given time
(while Threshold Value Al > Load(Client) > Threshold Value A2), the Client's IOPS are to
be throttled to atarget performance IOPS value which is dynamicaly determined based on
the Client's current (e.g., rea-time) Load(Client) value. For example, in the example
embodiment of Figure 19A, while the QoS Management Policy Set Bl is in effect, the
Client's 10PS are to be throttled to atarget performance |OPS value which does not exceed
the corresponding 10PS value defined by boundary curve 1904a (e.g., which defines the
upper limit of the Client's allowable 10PS relative to the Client's current Load(Client)
value). In one embodiment, the Threshold Value A2 may be defined to be a numeric value
within the range of 0.5-0.8 (e.g., Threshold Value A2 = 0.66);

. During times when Load(Client) > Threshold Value A2, QoS Management Policy
Set Cl may be set into effect for the identified Client. In the specific example embodiment
of Figure 19A, region 1906 provides a graphical representation of the possible values of
IOPS that aclient can operate a in accordance with the QoS Management Policy Set Cl. In
this example embodiment, the QoS Management Policy Set ClI may specify that the Client's
IOPS are to bethrottled to atarget performance |OPS value which iswithin arange between
the Client's min IOPS parameter and zero. Additionaly, the QoS Management Policy Set
Clmay also specify that, a any given time (Load(Client) > Threshold Vaue A2), the
Client's 10PS are to be throttled to an target performance IOPS value which is dynamically
determined based on the Client's Load(Client) value. For example, in the example
embodiment of Figure 19A, while the QoS Management Policy Set Cl is in effect, the
Client's IOPS are to be throttled to an IOPS value which does not exceed the corresponding
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IOPS vaue defined by boundary curve 1906a (e.g., which defines the upper limit of the
Client's alowable 10PS relative to the Client's current Load(Client) value). In one
embodiment, the Threshold Value A3 may be defined to be anumeric value within the range
of 0.75-1.0 (e.g., Threshold Vaue A3 = 0.85)

[00205] According to different embodiments, QoS Management Policy Sets (and IOPS boundary
curves associated therewith) may be Client specific, and may therefore differ for one or more
Clients. For example, in one embodiment the QoS Management Policy Sets which may be
implemented for Client A may differ from the QoS Management Policy Sets implemented for
Clients B and C. Additionally, in at least one embodiment, 10PS throttling may be independently

implemented and managed across multiple different Clients on aper Client basis.

[00206] For example, Figure 19B shows an example embodiment illustrating how QoS Management
and IOPS throttling may be simultaneously, independently, and dynamically implemented for
multiple different Clients (e.g., Client A, Client B, Client C) of the storage system. Asillustrated in
the example embodiment of Figure 19B, an X-Y graph portion 1950 is shown which includes a Y -
axis representing target performance values corresponding to client IOPS 1910 (e.g., both read and

write IOPS) and an X-axis representing client Load(Client) values.

[00207] As illustrated in the example embodiment of Figure 19B, graph portion 1950 includes
indications of the each Client's min IOPS QoS parameter 1903, max 10PS QoS parameter 1905; and
max burst IOPS QoS parameter 1909. Additionally, graph portion 1950 includes reference lines
1911, 1913, 1915 which, in this example embodiment, represent threshold values which may be used
to determine the particular QoS Management Policy Set(s) to be used for determining QoS

management and/or |OPS throttling for each Client.

[00208] In the specific example embodiment of Figure 19B, it is assumed, for ease of illustration,
that the min 1OPS, max IOPS, and max burst IOPS vaues for Clients A, B, C are identical.
However, in other embodiments, the respective the min IOPS, max 10PS, and max burst 10PS
values for Clients A, B, C may differ for each Client. Similarly, it is assumed for ease of illustration,
that the same LOAD threshold values (e.g., Al, A2, A3) are to be applied to Clients A, B, C.
However, in other embodiments, each Client may have associated therewith a respective set of
LOAD threshold values which may be used for determining the particular QoS Management Policy
Set(s) to beused for that Client.
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[00209] As illustrated in the example embodiment of Figure 19B, it is assumed, for purposes of
illustration, that Client A's current LOAD vaue ("LOAD(Client A)") 1962 has been calculated to be
LOAD(Client A) = 0.23, which is assumed to be less than the LOAD(Client) Threshold Vaue Al.

Accordingly, in this example embodiment, the Storage system may determine that QoS Management
Policy Set Al istobeused for determining the Target 10PS value for Client A.

[00210] Thus, for example, in the example embodiment of Figure 19B, the Target 10PS value for
Client A may be determined by the coordinate (1962a) a which the LOAD(Client A) vaue
intersects with QoS Management Policy Set Al ("OQMPAL") curve 1902a. As illustrated in this
example, the values associated with coordinate 1962aare: (0.23, 1.0, QMPAL), where:

. 0.23 represents the LOAD(Client A) value;
. QMPAL represents QoS Management Policy Set Al;
. 1.0 represents a scaled (and/or normalized) target 10PS ratio whose value may be

determined based on afunction of the QoS Management Policy Set A and the LOAD(Client)
value. For example, in the specific example embodiment of Figure 19B, the target 10PS
ratio value may be determined by the point of intersection (e.g., 1962a) a which the
LOAD(Client A) value intersects with QoS Management Policy Set Al ("QMPA1") curve
1902a.

[00211] In & least one embodiment, the Target |OPS value (e.g., Tl) for Client A may be expressed

as afunction which isrelative to Client A's min and max [10PS values, such as, for example:

TargetlOPS{ClientA) = TI

T2 =(1.0*{MAX +MIN g iy ) T MIN

|0PS(ClientA) |0PS(ClientA)

[00212] Thus, for example, the storage system may implement QoS Management for Client A's 10s
by causing Client A's 10OPS to be throttled (at least temporarily) to an IOPS value not to exceed TI.
In the example embodiment of Figure 19B, the Target I0OPS value for Client A (Tl) may be
determined to be equal to Client A's MAX 10PS Vaue. Additionally, the QoS Management Policy
Set Al may also permit use of Client A's credits for enabling Client A's 10PS to burst above its
respective MAX |OPS vaue.
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[00213] Further, as illustrated in the example embodiment of Figure 19B, it is assumed, for purposes
of illustration, that Client B's current LOAD value ("LOAD(Client B)") 1972 has been calculated to
be LOAD(Client B) = 0.39, which is assumed to be greater than the LOAD(Client) Threshold Vaue
Al, but less than LOAD(Client) Threshold Value A2. Accordingly, in this example embodiment,
the storage system may determine that QoS Management Policy Set Bl isto be used for determining
the Target |OPS value for Client B.

[00214] Thus, for example, in the example embodiment of Figure 19B, the Target 10PS value for
Client B may be determined by the coordinate (1972a) a which the LOAD(Client B) value intersects
with QoS Management Policy Set Bl ("QMPBI") curve 1904a. Asillustrated in this example, the
values associated with coordinate 1972aare; (0.39, 0.48, QMPBI), where:

. 0.39 represents the LOAD(Client B) value;
. QMPBI represents QoS Management Policy Set B,
. 0.48 represents a scaled (and/or normalized) target IOPS ratio whose value may be

determined based on a function of the QoS Management Policy Set B and the LOAD(Client)
value. For example, in the specific example embodiment of Figure 19B, the target |IOPS
ratio value may be determined by the point of intersection (e.g., 1972a) a which the
LOAD(Client B) value intersects with QoS Management Policy Set Bl ("QMPBI") curve
1904a.

[00215] In & least one embodiment, the Target IOPS value (e.g., T2) for Client B may be expressed
as afunction which isrelative to Client B's MI'N and MAX 10PS values, such as, for example:

TargetlOPS[ClientB)=T2

T2=(0.48*{MAX joqciiene) ¥ MIN gogciiente) ) ¥ MIN gogciient)

[00216] Thus, for example, the storage system may implement QoS Management for Client B's 10s
by causing Client B's I0PS to bethrottled (at least temporarily) to an IOPS value not to exceed T2.

[00217] Similarly, as illustrated in the example embodiment of Figure 19B, it is assumed, for
purposes of illustration, that Client C's current LOAD value ("LOAD(Client C)") 1982 has been
calculated to be LOAD(Client C) = 0.55, which is assumed to be greater than the LOAD(Client)
Threshold Value Al, but less than LOAD(Client) Threshold Value A2. Accordingly, in this
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example embodiment, the storage system may determine that QoS Management Policy Set Bl isto
be used for determining the Target 1OPS value for Client C.

[00218] Thus, for example, in the example embodiment of Figure 19B, the Target 10PS value for
Client C may be determined by the coordinate (1982a) a which the LOAD(Client C) value intersects
with QoS Management Policy Set Bl ("QMPBI") curve 1904a. Asillustrated in this example, the
values associated with coordinate 1982aare:; (0.55, 0.18, QMPBI), where:

. 0.55 represents the LOAD(Client C) value;
. QMPBI represents QoS Management Policy Set BI;
. 0.19 represents a scaled (and/or normalized) target IOPS ratio whose value may be

determined based on a function of the QoS Management Policy Set B and the LOAD(Client)
value. For example, in the specific example embodiment of Figure 19B, the target IOPS
ratio value may be determined by the point of intersection (e.g., 1982a) a which the
LOAD(Client C) value intersects with QoS Management Policy Set Bl ("QMPBI") curve
1904a.

[00219] In & least one embodiment, the Target IOPS value (e.g., T3) for Client C may be expressed

as afunction which isrelative to Client C's MI'N and MAX 10PS values, such as, for example:
TargetlOPSClientC)=T3

T3= (019 * (MAxloF’S(OientC) + MI NlOPS(UientC) )) + MI NlOPS(CIientC)

[00220] Thus, for example, the Storage system may implement QoS Management for Client C's 10s
by causing Client C's IOPS to bethrottled (at least temporarily) to an IOPS value not to exceed T3.

[00221] Additionally, as illustrated in the example embodiment of Figure 19B, it is assumed, for
purposes of illustration, that Client D's current LOAD value ("LOAD(Client D)") 1992 has been
calculated to be LOAD(Client D) = 0.74, which is assumed to be greater than the LOAD(Client)
Threshold Vaue A2. Accordingly, in this example embodiment, the Storage system may determine
that QoS Management Policy Set Cl isto be used for determining the Target 10PS value for Client
D.

[00222] Thus, for example, in the example embodiment of Figure 19B, the Target 10PS value for
Client D may be determined by the coordinate (1992a) a which the LOAD(Client D) vaue
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intersects with QoS Management Policy Set ClI ("OMPC1") curve 1906a. As illustrated in this
example, the values associated with coordinate 1992a are: (0.74, 0.74, QMPC1), where:

° 0.74 represents the LOAD(Client D) value;
. QMPCL1 represents QoS Management Policy Set Cl;
. 0.75 represents a scaled (and/or normalized) target IOPS ratio whose value may be

determined based on afunction of the QoS Management Policy Set C and the LOAD(Client)
value. For example, in the specific example embodiment of Figure 19B, the target 10PS
raio value may be determined by the point of intersection (e.g., 1992a) at which the
LOAD(Client D) vaue intersects with QoS Management Policy Set Cl ("QMPC1") curve
1906a.

[00223] In at least one embodiment, the Target 10OPS vaue (e.g., T4) for Client D may be expressed

as afunction which isrelative to Client D's MI'N and MAX [OPS values, such as, for example:

TargetlOPSClientD) =T4

T4=0.75*MIN

10PS(ClientD)

[00224] Thus, for example, the storage system may implement QoS Management for Client D's 10s
by causing Client D's IOPS to bethrottled (at least temporarily) to an IOPS value not to exceed T4.

[00225] It will be appreciated that, in at least some embodiments, the Storage system may
proportionally throttle 1OPS for each Client relative to that Clients defined range of must and MAX
IOPS. In some embodiments, the different QoS Management Policy Sets which are implemented for
each respective client may have the effect of prioritizing some Clients over others. Additionaly, in
some embodiments, the QoS Management Policy Sets may preemptively decrease the target IOPS

values for one or more Clients in order to help prevent the system from getting overloaded.

[00226] As mentioned previously, the storage system may be configured or designed to: (1)
differentiate between read and write related transactions, and to separately analyze, determine and/or
track Load(Client-Read) and Load(Client-Write)  values associated with a given Client; and (2)
independently evaluate and implement different respective QoS Management Policy sets for Client-
related Read IOPS and Client-related Write 10PS. Example embodiments of such techniques are
illustrated, for example, in Figures 16, 17, 20, and 21.
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[00227] Figure 16 shows a flow diagram of a QoS Client-Read Policy Management Procedure 1600
in accordance with a specific embodiment. Additional, fewer, or different operations of the
procedure 1600 may be performed, depending on the particular embodiment. The procedure 1600
can be implemented on a computing device. In one implementation, the procedure 1600 is encoded
on a computer-readable medium that contains instructions that, when executed by a computing
device, cause the computing device to perform operations of the procedure 1600. According to
different embodiments, at least aportion of the various types of functions, operations, actions, and/or
other features provided by the QoS Client-Read Policy Management Procedure may be implemented
a one or more nodes and/or volumes of the storage system. For purposes of illustration, it is
assumed that the QoS Client-Read Policy Management Procedure 1600 has been instantiated to
perform QoS policy management for a selected Client (e.g., Client A, Fig. 9).

[00228] In a least one embodiment, the QoS Client-Read Policy Management Procedure may be
operable to perform and/or implement various types of functions, operations, actions, and/or other
features relating to the analysis, measurement, calculation, and updating of Load information for one
or more selected Clients of the storage system. According to specific embodiments, multiple
instances or threads of the QoS Client-Read Policy Management Procedure may be concurrently
implemented and/or initiated via the use of one or more processors and/or other combinations of
hardware and/or hardware and software. In one embodiment, a separate instance or thread of the
QoS Client-Read Policy Management Procedure may be initiated for performing or facilitating QoS

policy management for each respective Client of the storage system.

[00229] According to different embodiments, one or more different threads or instances of the QoS
Client-Read Policy Management Procedure may be automatically and/or dynamically initiated
and/or implemented a one or more different time intervals (e.g., during a specific time interval, a
regular periodic intervals, at irregular periodic intervals, upon demand, etc.). For example, in one
embodiment, a given instance of the QoS Client-Read Policy Management Procedure may be
configured or designed to automatically run about every 250-1000 milliseconds (e.g., every 500 ms
for a given Client) to thereby analyze and determine an updated Load(Client-Read) value for the
identified Client. In some embodiments, the frequency of execution of the QoS Client-Read Policy
Management Procedure for a given Client may automatically and/or dynamically vary based on
other events and/or conditions such as, for example, system metrics, client metrics, changes in QoS

management policies, etc.

[00230] In the example embodiment of Figure 16, a 1602 it is assumed that & least one condition or
event has been detected for initiating execution of the QoS Client-Read Policy Management
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Procedure. As shown a 1604, the QoS Client-Read Policy Management Procedure may initiate
analysis of system and/or client metrics. In a least one embodiment, the analysis of system metrics
may include measuring, acquiring, and/or determining rea-time information relating to read
latencies for 10 activities associated with the Service(s) which have been assigned to handle read
operations for the identified Client.

[00231] As shown a 1606, the QoS Client-Read Policy Management Procedure may determine a
current Load(Client-Read) value for the identified Client. According to different embodiments, the
Load(Client-Read) value may be determined or calculated, for example, using one or more of the
various Load(Client-Read) calculation techniques described herein. In a least one embodiment, the
Load(Client-Read) value may be expressed as a client-specific Load value which takes into account
read latency metrics for 1O activities associated with the Service(s) which have been assigned to
handle read operations for the identified Client.

[00232] As shown a 1608, the QoS Client-Read Policy Management Procedure may analyze the
current Load(Client-Read) value, and in response, may select and implement an appropriate QoS

Management Policy for the identified Client. For example, as illustrated in the example embodiment

of Figure 16:
. If it is determined that Load(Client-Read) < Threshold Value Al, the QoS Client-
Read Policy Management Procedure may implement (1610) QoS Management Policy Set
A2;
. If it is determined that Threshold Value Al > Load(Client-Read) > Threshold Value

A2, the QoS Client-Read Policy Management Procedure may implement (1612) QoS
Management Policy Set B2;

. If it is determined that Load(Client-Read) > Threshold Value A2, the QoS Client-
Read Policy Management Procedure may implement (1615) QoS Management Policy Set
c2.

[00233] Figure 20 shows a graphical representation illustrating an example embodiment of how
different QoS Management Policy Sets for throttling Client IOPS may be automatically and/or
dynamically implemented in response changing Load(Client-Read) conditions. Asillustrated in the
example embodiment of Figure 20, an X-Y graph portion 2000 is shown which includes a Y-axis
representing target performance values corresponding to Client read 10PS 2010 and an X-axis
representing Load(Client-Read) values for a selected Client (e.g., Client A). Asillustrated in the
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example embodiment of Figure 20, graph portion 2000 includes reference lines 2003, 2005, 2007
which represent the min read |OPS QoS parameter 2003; max read 10PS QoS parameter 2005; and
max burst read IOPS QoS parameter 2007 for the identified Client. Additionally, graph portion
2000 includes reference lines 2011, 2013, 2015 which, in this example embodiment, represent
threshold values which may be used to determine and select the current QoS Management Policy Set
tobeput into effect for the identified Client. For example, asillustrated in Figure 20:

. During times when Load(Client-Read) < Threshold Value A2, QoS Management
Policy Set A2 may be set into effect for the identified Client. In the specific example
embodiment of Figure 20, region 2002 provides a graphical representation of the possible
values of 10PS that aclient can operate at in accordance with the QoS Management Policy
Set A2. In this example embodiment, the QoS Management Policy Set A2 may specify that
the Client is allowed to accrue |OPS credits, and that the Client's 10PS: can be equal to or
less than the Client's max IOPS QoS parameter 2005; may be allowed to operate above the
Client's max burst IOPS QoS parameter based upon accrued credits; but is not to exceed the
Client's max burst IOPS QoS parameter 2007.

. During times when Threshold Value A2 > Load(Client-Read) > Threshold Value
A2, QoS Management Policy Set B2 may be set into effect for the identified Client. In the
specific example embodiment of Figure 20, region 2004 provides a graphical representation
of the possible values of IOPS that a client can operate a in accordance with the QoS
Management Policy Set B2. In this example embodiment, the QoS Management Policy Set
B2 may specify that the Client's read |OPS are to be throttled to atarget performance 10PS
value which is within arange between the Client's max read |OPS QoS parameter and min
read IOPS QoS parameter. Additionally, the QoS Management Policy Set B2 may aso
specify that, at any given time (while Threshold Value Al > Load(Client-Read) > Threshold
Value A2), the Client's read IOPS are to be throttled to atarget performance 10PS value
which is dynamically determined based on the Client's current (e.g., real-time) Load(Client-
Read) value. For example, in the example embodiment of Figure 20, while the QoS
Management Policy Set B2 isin effect, the Client's read |0OPS are to bethrottled to atarget
performance |OPS value which does not exceed the corresponding |OPS value defined by
boundary curve 2004a (e.g., which defines the upper limit of the Client's allowable read
|OPS relative to the Client's current Load(Client-Read) value).
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. During times when Load(Client-Read) > Threshold Vaue A2, QoS Management
Policy Set C2 may be set into effect for the identified Client. In the specific example
embodiment of Figure 20, region 2006 provides a graphical representation of the possible
values of IOPS that aclient can operate a in accordance with the QoS Management Policy
Set C2. In this example embodiment, the QoS Management Policy Set C2 may specify that
the Client's read 10PS are to bethrottled to atarget performance 10PS value which iswithin
arange between the Client's min read 1OPS QoS parameter and zero. Additionally, the QoS
Management Policy Set C2may also specify that, a any given time (Load(Client-Read) >
Threshold Vaue A2), the Client's read IOPS are to be throttled to a target performance
IOPS value which is dynamically determined based on the Client's Load(Client-Read)
value. For example, in the example embodiment of Figure 20, while the QoS Management
Policy Set C2 isin effect, the Client's read 10PS are to bethrottled to an IOPS vaue which
does not exceed the corresponding 10PS value defined by boundary curve 2006a (e.g.,
which defines the upper limit of the Client's alowable read 10PS relative to the Client's
current Load(Client-Read) value).

[00234] Figure 17 shows a flow diagram of a QoS Client-Write Policy Management Procedure 1700
in accordance with a specific embodiment. Additional, fewer, or different operations of the
procedure 1700 may be performed, depending on the particular embodiment. The procedure 1700
can be implemented on a computing device. In one implementation, the procedure 1700 is encoded
on a computer-readable medium that contains instructions that, when executed by a computing
device, cause the computing device to perform operations of the procedure 1700. According to
different embodiments, at least aportion of the various types of functions, operations, actions, and/or
other features provided by the QoS Client-Write Policy Management Procedure may be
implemented a one or more nodes and/or volumes of the storage system. For purposes of
illustration, it is assumed that the QoS Client-Write Policy Management Procedure 1700 has been
instantiated to perform QoS policy management for a selected Client (e.g., Client A, Fig. 9).

[00235] In at least one embodiment, the QoS Client-Write Policy Management Procedure may be
operable to perform and/or implement various types of functions, operations, actions, and/or other
features relating to the analysis, measurement, calculation, and updating of Load information for one
or more selected Clients of the storage system. According to specific embodiments, multiple
instances or threads of the QoS Client-Write Policy Management Procedure may be concurrently
implemented and/or initiated via the use of one or more processors and/or other combinations of

hardware and/or hardware and software. In one embodiment, a separate instance or thread of the
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QoS Client-Write Policy Management Procedure may be initiated for performing or facilitating QoS
policy management for each respective Client of the storage system.

[00236] According to different embodiments, one or more different threads or instances of the QoS
Client-Write Policy Management Procedure may be automatically and/or dynamically initiated
and/or implemented a one or more different time intervals (e.g., during a specific time interval, at
regular periodic intervals, a irregular periodic intervals, upon demand, etc.). For example, in one
embodiment, a given instance of the QoS Client-Write Policy Management Procedure may be
configured or designed to automatically run about every 250-1000 milliseconds (e.g., every 500 ms
for a given Client) to thereby analyze and determine an updated Load(Client-Write) value for the
identified Client. In some embodiments, the frequency of execution of the QoS Client-Write Policy
Management Procedure for a given Client may automatically and/or dynamically vary based on
other events and/or conditions such as, for example, system metrics, client metrics, changes in QoS

management policies, etc.

[00237] In the example embodiment of Figure 17, & 1702 it is assumed that at least one condition or
event has been detected for initiating execution of the QoS Client-Write Policy Management
Procedure. As shown a 1704, the QoS Client-Write Policy Management Procedure may initiate
analysis of system and/or client metrics. In at least one embodiment, the analysis of system and/or
client metrics may include measuring, acquiring, and/or determining real-time information relating
to write latencies for 10 activities associated with the Service(s) which have been assigned to handle

write and/or replication operations for the identified Client.

[00238] As shown a 1706, the QoS Client-Write Policy Management Procedure may determine a
current Load(Client-Write) value for the identified Client. According to different embodiments, the
Load(Client-Write) value may be determined or calculated, for example, using one or more of the
various Load(Client-Write) calculation techniques described herein. In at least one embodiment, the
L oad(Client-Write) value may be expressed as a client-specific Load value which takes into account
write latency metrics for 10 activities associated with the Service(s) which have been assigned to

handle write and replication operations for the identified Client.

[00239] As shown a 1708, the QoS Client-Write Policy Management Procedure may analyze the
current Load(Client-Write) value, and in response, may select and implement an appropriate QoS
Management Policy for the identified Client. For example, as illustrated in the example embodiment

of Figure 17:
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. If it is determined that Load(Client-Write) < Threshold Value Al, the QoS Client-
Write Policy Management Procedure may implement (1710) QoS Management Policy Set
A3;

. If it is determined that Threshold Value Al > Load(Client-Write) > Threshold Value

A2, the QoS Client-Write Policy Management Procedure may implement (1712) QoS
Management Policy Set B3;

. If it is determined that Load(Client-Write) > Threshold Value A2, the QoS Client-
Write Policy Management Procedure may implement (1716) QoS Management Policy Set
Cl.

[00240] Figure 21 shows a graphical representation illustrating an example embodiment of how
different QoS Management Policy Sets for throttling Client IOPS may be automatically and/or
dynamically implemented in response changing Load(Client-Write) conditions. Asillustrated in the
example embodiment of Figure 21, an X-Y graph portion 2100 is shown which includes a Y-axis
representing target performance values corresponding to client write IOPS 2110 and an X-axis
representing Load(Client-Write) values for a selected Client (e.g., Client A). Asiillustrated in the
example embodiment of Figure 21, graph portion 2100 includes reference lines 2103, 2105, 2107
which represent the min write IOPS QoS parameter 2103; max write IOPS QoS parameter 2105; and
max burst write IOPS QoS parameter 2107 for the identified Client. Additionally, graph portion
2100 includes reference lines 2111, 2113, 2115 which, in this example embodiment, represent
threshold values which may be used to determine and select the current QoS Management Policy Set
tobeput into effect for the identified Client. For example, asillustrated in Figure 21:

. During times when Load(Client-Write) < Threshold Value Al, QoS Management
Policy Set A3 may be set into effect for the identified Client. In the specific example
embodiment of Figure 21, region 2102 provides a graphical representation of the possible
values of 10PS that aclient can operate at in accordance with the QoS Management Policy
Set A3. In this example embodiment, the QoS Management Policy Set A3 may specify that
the Client is allowed to accrue |OPS credits, and that the Client's 10PS: can be equal to or
less than the Client's max IOPS QoS parameter 2105; may be allowed to operate above the
Client's max burst IOPS QoS parameter based upon accrued credits; but is not to exceed the
Client's max burst IOPS QoS parameter 2107.
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. During times when Threshold Value A3 > Load(Client-Write) > Threshold Vaue
A2, QoS Management Policy Set B3 may be set into effect for the identified Client. In the
specific example embodiment of Figure 21, region 2104 provides a graphical representation
of the possible values of IOPS that a client can operate a in accordance with the QoS
Management Policy Set Bl. In this example embodiment, the QoS Management Policy Set
B3 may specify that the Client's write IOPS are to be throttled to atarget performance 10PS
value which iswithin arange between the Client's max write IOPS QoS parameter and min
write IOPS QoS parameter. Additionally, the QoS Management Policy Set Blmay also
specify that, a any given time (while Threshold Value Al > Load(Client-Write) > Threshold
Value A2), the Client's write IOPS are to be throttled to atarget performance 10PS value
which is dynamically determined based on the Client's current (e.g., rea-time) Load(Client-
Write) value. For example, in the example embodiment of Figure 21, while the QoS
Management Policy Set B3 isin effect, the Client's write IOPS are to bethrottled to atarget
performance |OPS value which does not exceed the corresponding |OPS value defined by
boundary curve 2104a (e.g., which defines the upper limit of the Client's alowable write

|OPS relative to the Client's current Load(Client-Write) value).

. During times when Load(Client-Write) > Threshold Value A2, QoS Management
Policy Set C3 may be set into effect for the identified Client. In the specific example
embodiment of Figure 21, region 2106 provides a graphical representation of the possible
values of 10PS that aclient can operate at in accordance with the QoS Management Policy
Set C3. In this example embodiment, the QoS Management Policy Set C3 may specify that
the Client's write IOPS are to be throttled to a target performance |OPS value which is
within arange between the Client's min write IOPS QoS parameter and zero. Additionally,
the QoS Management Policy Set C3may also specify that, a any given time (Load(Client-
Write) > Threshold Value A2), the Client's write IOPS are to be throttled to a target
performance IOPS vaue which is dynamicaly determined based on the Client's
Load(Client-Write) value. For example, in the example embodiment of Figure 21, while the
QoS Management Policy Set C3isin effect, the Client's write IOPS are to be throttled to a
target performance IOPS value which does not exceed the corresponding I0OPS value
defined by boundary curve 2106a (e.g., which defines the upper limit of the Client's
allowable write IOPS relative to the Client's current Load(Client-Write) value).

[00241] In a least one embodiment, a least a portion of the various QOS techniques described
herein may be based, at least in part, on the ability for the storage system to dynamically implement

- 68 -



WO 2013/101947 PCT/US2012/071844

individually customized QoS Management Policies across multiple different Clients of a given

cluster.

[00242] In an alternate embodiment, when the storage system determines that a cluster is overloaded,
the system may use a diding scale to proportionally and evenly throttle the IOPS associated with
each Client of the cluster. As the system overload increases, each Client's IOPS may be
automatically, dynamically and/or proportionally backed down (or throttled) based on each Client's
respective, updated target IOPS value. Since, the max IOPS and min IOPS QoS parameters may
differ for each Client, the target performance IOPS value for each Client may differ even under

similar system load conditions.

[00243] For example, a a5 ms latency, the storage system may designate the LOAD of the system to
be above a first threshold value (e.g., LOAD(System) = 70%), which, for example, may result in the
system implementing a first QoS Management Policy Set which causes each Client's IOPS to be
throttled to a value somewhere near their respective min IOPS QoS parameter. When this occurs,
there may be only limited ways to achieve higher performance on the cluster, such as, for example,
by adding more capacity and/or by lowering the max IOPS QoS parameters of volumes.
Alternatively, at smaller cluster latencies ( eg., < ~2ms), the storage system may designate the
LOAD of the system to be less than a second threshold value (e.g., LOAD(System) = 30%), and the
system may implement a second QoS Management Policy Set which allows clients to continue to
burst and go above their max IOPS QoS parameter. In embodiments where the cluster is not
considered to be overloaded (e.g., the read latencies are acceptable, and write cache queue(s) are
sufficiently low), the cluster load may not affect the final target performance 10PS value. Thus, for
example, if Client A's max |OPS QoS parameter is setto 1000 IOPS, and Client A's max burst IOPS
QoS parameter is set to 1500 10OPS, then, under non-loaded conditions, the system may set Client
A's target performance |OPS value to be within the range of 1000 to 1500 IOPS.

[00244] Clients Operating Above Their Max QoS Parameter (Bursting)

[00245] Figure 7 depicts a graph 700 of a number of IOPS performed by client 108 over atime
period according to one implementation. A Y-axis shows the number of |OPS performed per
second. Periods of ahalf second are shown on the X-axis. Credits are shown that are accumulated
when the number of IOPS is below the max IOPS level (100 IOPS). As shown, credits increase
gradualy from time periods 1-8. At time period 8, the client has accrued roughly 320 credits, as
indicated by bar 702. Asclient 108 bursts above the max |OPS value, the number of credits starts to
decrease. In graph 700, the client is using roughly 125 IOPS, as shown by square 704, in time

- 69 -



WO 2013/101947 PCT/US2012/071844

period 9. The client is alowed to burst above their max |OPS level, since they have accrued credits,
as shown by the bar 702. The client's IOPS level is capped e their burst IOPS value. In the graph
700, the client reaches their burst 10PS value in time periods 10 and 11. When the client is
operating above their max |IOPS value, their credits are decreased. In one implementation, the
amount of credits decreased is equal to amount of IOPS over the client's max |OPS value. From
time period 13 on, client 108 is operating a the max IOPS level and the number of credits does not

increase.

[00246] Credits can be accrued based upon client metrics. For example, in one embodiment, for
each 1O operation that the Client does not utilize while the Client's IOPS are below a specified
threshold (e.g., while the Client's IOPS are below the Client's max |OPS vaue), the Client may
receive an "IOP credit" that may be subsequently used (when allowed by the system) to enable the
Client's 1OPS to burst above the Client's max I0OPS value. For instance, if it is assumed that the
Client's max IOPS value is set a 1000 |OPS, and the Client's max burst IOPS value is set & 1500
IOPS, and it is further assumed that the Client is currently only using 900 IOPS and that the system
is not overloaded, the Client may accrue 100 IOPS credits (e.g., each second) which may be
subsequently used enable the Client's I0PS to burst above 1000 IOPS.

[00247] According to different embodiments, one or more limitations or restrictions may be imposed
with regards to IOPS burst activities such as, for example, one or more of the following (or

combinations thereof):

[00248] The total 10PS Credits (e.g., for agiven Client and/or for a given cluster) may be capped at
acertain amount. For example, in one embodiment, for agiven Client, the total 10PS Credits which
may be  accrued by that Cliet may be  determined according  to:

Tota IOPS Credits = (max burst IOPS value - max |OPS vaue) * burst time.
Thus, in one example embodiment where burst time is set & 10 seconds, the Client may accrue a
maximum of (1500 - 1000) * 10 = 5000 |OPS credits.

[00249] The Client may be limited to using only an allotted portion of its accrued |OPS credits
during a given time interval. For example, even though the Client may accrue 5000 credits, the
Client may be permitted to use no more than 500 (e.g., 1500-1000 = 500) of its 5000 credits during
one or more specific time intervals. In addition, bursting can be limited based upon the QoS policy

sets as described above.

[00250] Slice Server Rebalancing
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[00251] A's described above, a volume server 122 can be associated with one or more dlice servers
124. Each dice server 124 stores metadata associated with a volume within the system 100. In one
implementation, anew dlice for anewly created volume can be placed on avolume server 122 based
upon the capacity of the volume server 124. For example, a volume server 122 with more free
storage capacity can be selected over other volume servers with less free storage capacity. The
placement of the new slice, however, may not be ideal with reference to the load of the volume
server 122, which can impact the quality of service for aclient accessing the new volume. To gain
a better distribution of dlices, load values, system metrics, client metrics, and QoS parameters
described above can be used to determine when and where to place aclient's slices. For example,
min QoS parameters can be summed on a particular service. This summed value can be used to
ensure that the service can support the request QoS of the clients. Slices can be placed and/or

moved based upon this summed value across various services.

[00252] In one implementation, the QoS parameters of clients are used to determine atarget quality
of service index of aparticular volume server. For example, al clients that have a dice server on a
particular volume server can be determined. The minimum IOPS or maximum [OPS for each client
can be summed. If this value is above a predetermined threshold, a decision to move one or more
dices is made. When the sum is above the threshold, an alert can be sent to administrators of the
system. The administrator can then determine which dice to move to another dice server. In an
aternative embodiment, the move can occur automatically in such away that evens the quality of
service index for each of the dice servers, by selecting an unload volume server without. In addition
to identifying which volume server is overloaded, underutilized volume servers can aso be
identified in a similar manner. A sum of the minimum [OPS for each volume server can be
calculated and displayed to the administrators. The administrators can then intelligently select a
new volume server. In another implementation, a dlice can be moved automatically based upon

detecting an overloaded volume server.

[00253] In addition to using the QoS parameters, performance metrics and load values described
above can be used to determine if avolume is overloaded and which volumes are not overloaded.
For example, the write-cache capacity of avolume server can be used in conjunction with aclient's
metrics to determine when and which dlice to move. A process can monitor the various system level
metrics, such as a volume server's write cache capacity, and determine if any volume server is
overloaded. Similar to the target performance manager 402 described above, an overloaded
condition can be determined based upon comparing load values with corresponding thresholds. If

an overload condition is detected, the client metrics, system metrics, and/or load values can be used
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to determine if any clients are unproportionally responsible for the overload condition. For example,
avolume server can have slices and/or slice servers for anumber of clients. Two such clients may
account for a large amount of data writes on the volume server which impacts the volume server's
write cache capacity. Using the number of 10 writes, the amount of written bandwidth of all of the
clients, and/or load values associated with number of 10 writes and/or bandwidth, the two clients
who are impacting the write cache capacity more than other clients can be determined. Based upon
this characteristic, a slice associated with either of these two clients can be salected to be moved to
another volume server. This feature helps ensure that moving aparticular slice off of avolume will
have a significant impact in reducing or eliminating the overload condition for the other clients on
the system. Without investigating the client metrics, system metrics, and/or load values, a dice
could be moved that is not significantly impacting the performance of a volume server. This

scenario can result in the original volume server till being overloaded.

[00254] In addition, the performance metrics and/or load values associated with the other volume
servers can be analyzed to find avolume server for adice server. Continuing the above example, a
volume server that can handle a large amount of writes can be determined. For example, volume
servers with a large write cache capacity or that have arelatively small number of write 10s across
all customers of the volume server can be identified through either performance metrics or load
values. The dlice can then be moved to one of these identified dlice servers, helping to ensure that
moving the slice will not cause an overload condition for the new volume server based upon moving

the dice server.

[00255] In one implementation, slice server rebalancing can be done independently from quality of
service monitoring. For example, checking to determine if any dslice should be moved can be done
on a schedule, eg., every 500 ms, 1s, 1 minute, etc. In another implementation, the quality of
service monitoring and slice server rebalancing can be integrated. For example, prior to checking
the quality of service for clients, the slice server rebalancing process can be queried to determine if
any dice should be moved. If any volume server is overloaded, the quality of service monitoring
can wait until the slice ismoved. As an overloaded volume server can impact performance metrics
and load values of the system and clients, the quality of service monitoring may wait until after the
slice servers are rebalanced. This feature alows the quality of service monitoring to use
performance metrics and/or load values that adequately describe system performance and client

performances without being negatively impacted by an overloaded volume server.

[00256] One or more flow diagrams have been used herein. The use of flow diagrams is not meant

to be limiting with respect to the order of operations performed. The herein-described subject matter
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sometimes illustrates different components contained within, or connected with, different other
components. It isto be understood that such depicted architectures are merely exemplary, and that
in fact many other architectures can be implemented which achieve the same functionality. In a
conceptual sense, any arrangement of components to achieve the same functionality is effectively
"associated" such that the desired functionality is achieved. Hence, any two components herein
combined to achieve a particular functionality can be seen as "associated with" each other such that
the desired functionality is achieved, irrespective of architectures or intermedial components.
Likewise, any two components so associated can also be viewed as being "operably connected," or
"operably coupled," to each other to achieve the desired functionality, and any two components
capable of being so associated can also be viewed as being "operably couplable" to each other to
achieve the desired functionality. Specific examples of operably couplable include but are not
limited to physically mateable and/or physically interacting components and/or wirelessly
interactable and/or wirelesdy interacting components and/or logicaly interacting and/or logically

interactable components.

[00257] With respect to the use of substantially any plural and/or singular terms herein, those having
skill in the art can tranglate from the plural to the singular and/or from the singular to the plural asis
appropriate to the context and/or application. The various singular/plural permutations may be

expressly set forth herein for sake of clarity.

[00258] It will be understood by those within the art that, in general, terms used herein, and
especialy in the appended claims (e.g., bodies of the appended claims) are generally intended as
"open" terms (e.g., the term "including" should be interpreted as "including but not limited to," the
term "having" should be interpreted as "having at least,” the term "includes' should be interpreted as
"includes but is not limited to," etc.). It will be further understood by those within the art that if a
specific number of an introduced claim recitation isintended, such an intent will be explicitly recited
in the claim, and in the absence of such recitation no such intent is present. For example, as an aid
to understanding, the following appended claims may contain usage of the introductory phrases "at
least one" and "one or more" to introduce claim recitations. However, the use of such phrases
should not be construed to imply that the introduction of aclaim recitation by the indefinite articles
"a' or "an" limits any particular claim containing such introduced claim recitation to inventions
containing only one such recitation, even when the same claim includes the introductory phrases
"one or more" or "at least one" and indefinite articles such as "a' or "an" (eg., "a' and/or "an"
should typically be interpreted to mean "at least one" or "one or more"); the same holds true for the

use of definite articles used to introduce claim recitations. In addition, even if a specific number of
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an introduced claim recitation is explicitly recited, those skilled in the art will recognize that such
recitation should typically be interpreted to mean at least the recited number (e.g., the bare recitation
of "two recitations,” without other modifiers, typically means at least two recitations, or two or more
recitations). Furthermore, in those instances where a convention analogous to "at least one of A, B,
and C, etc." isused, in general such aconstruction is intended in the sense one having skill in the art
would understand the convention (e.g., "a system having at least one of A, B, and C" would include
but not be limited to systems that have A alone, B alone, C alone, A and B together, A and C
together, B and C together, and/or A, B, and C together, etc.). In those instances where aconvention
analogous to "at least one of A, B, or C, etc." isused, in general such a construction isintended in
the sense one having skill in the art would understand the convention (e.g., "a system having at |east
one of A, B, or C" would include but not be limited to systems that have A alone, B alone, C aone,
A and B together, A and C together, B and C together, and/or A, B, and C together, etc.). It will be
further understood by those within the art that virtually any disunctive word and/or phrase
presenting two or more alternative terms, whether in the description, claims, or drawings, should be
understood to contemplate the possibilities of including one of the terms, either of the terms, or both
terms. For example, the phrase "A or B" will be understood to include the possibilities of "A" or
"B" or "A and B."

[00259] The foregoing description of illustrative implementations has been presented for purposes of
illustration and of description. It is not intended to be exhaustive or limiting with respect to the
precise form disclosed, and modifications and variations are possible in light of the above teachings
or may be acquired from practice of the disclosed implementations. It is intended that the scope of

the invention be defined by the claims appended hereto and their equivalents.
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WHAT ISCLAIMED 1IS:

1 A method comprising:

determining client metrics of avolume in a storage system for afirst client of aplurality of
clients, wherein the storage system stores data from the plurality of clients;

determining system metrics of acluster in the storage system based upon use of the storage
system by the pluraity of clients;

determining aload value of the storage system based upon the system metrics and the client
metrics;

determining the load value is above a predefined threshold,;

calculating, using a processor, atarget performance value based upon the load value, a
minimum quality of service value, and amaximum quality of service value; and

adjusting performance of the storage system for the client based upon the target
performance value and the determining the load value i s above the predefined threshold.

2. The method of claim 1, wherein the load value is determined based upon two or

more load values associated with the first client.

3. The method of claim 2, wherein the load value is the maximum value of write
latency load values associated with two different serversin the storage system, wherein the two

different servers are both associated with the first client.

4. The method of claim 1, further comprising determining a client-specific factor
based upon the client metrics, wherein the target performance value is based upon the client-specific

factor.

5. The method of claim 4, further comprising:
determining one or more client metrics associated with the load value, wherein the client

specific factor is based upon the one or more client metrics associated with the load value.

6. The method of claim 5, wherein the load value is based upon one of aread latency or

awrite latency of aservice.

7. The method of claim 6, wherein the one or more client metrics comprises one of a

number of read operations and anumber of write operations associated with the first client.
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8. The method of claim 7, wherein the client specific factor is calculated as aratio of
the number of read operations or the number of write operations associated with the first client

divided by the total number of read operations or the total number of write operations of the cluster.

9. The method of claim 8, further comprising determining a cluster reduction value,
wherein the target performance value is based upon multiplying the cluster reduction value by the

client-specific factor.

10.  Themethod of claim 4, further comprising determining a class of the client from a

plurality of classes, wherein the client-specific factor isbased upon the class of the client.

11. Themethod of claim 10, further comprising billing clients based in part on the class

of the client.

12. Themethod of claim 1, wherein the dataisrandomly and evenly distributed across

the storage system.

13.  Themethod of claim 12, wherein the datais randomly and evenly distributed across

the storage system based upon contents of the data.

14.  Themethod of claim 1, further comprising:

normalizing based upon aperformance curve one or more system metrics based upon an
input/output data size of input/output operations associated with the storage system; and

normalizing based upon the performance curve one or more client metrics based upon an

input/output data size of input/output operations associated with the first client.

15. A non-transitory computer-readable medium having instructions stored thereon, that
when executed by a computing device cause the computing device to perform operations
comprising:

determining client metrics of avolume in a storage system for afirst client of aplurality of
clients, wherein the storage system stores data from the plurality of clients;

determining system metrics of acluster in the storage system based upon use of the storage
system by the plurality of clients;

determining a load value of the storage system based upon the system metrics and the client

metrics;
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determining the load value is above apredefined threshold,;

calculating atarget performance value based upon the load value, aminimum quality of
service value, and a maximum quality of service value; and

adjusting performance of the storage system for the client based upon the target
performance value and the determining the load value i s above the predefined threshold.

16.  Thenon-transitory computer-readable medium of claim 15, wherein the load valueis

determined based upon two or more load values associated with the first client.

17.  Thenon-transitory computer-readable medium of claim 16, wherein the load valueis
the maximum value of write latency load values associated with two different servers, wherein the

two different servers are both associated with the first client.

18.  Thenon-transitory computer-readable medium of claim 15, wherein the operations
further comprise determining a client-specific factor based upon the client metrics, wherein the

target performance value is based upon the client-specific factor.

19.  The non-transitory computer-readable medium of claim 18, wherein the operations
further comprise:
determining one or more client metrics associated with the load value, wherein the client

specific factor is based upon the one or more client metrics associated with the load value.

20.  The non-transitory computer-readable medium of claim 19, wherein the load valueis

based upon one of aread latency or awrite latency of a service.

21.  Thenon-transitory computer-readable medium of claim 20, wherein the one or more
client metrics comprises one of anumber of read operations and anumber of write operations

associated with the first client.

22. The non-transitory computer-readable medium of claim 21, wherein the client
specific factor is calculated as aratio of the number of read operations or the number of write
operations associated with the first client divided by the total number of read operations or the total

number of write operations of the cluster.

23.  Thenon-transitory computer-readable medium of claim 22, wherein the operations

further comprise:
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determining a cluster reduction value, wherein the target performance value isbased upon

multiplying the cluster reduction value by the client-specific factor.

24.  The non-transitory computer-readable medium of claim 18, wherein the operations
further comprise determining a class of the client from aplurality of classes, wherein the client-

specific factor is based upon the class of the client.

25.  The non-transitory computer-readable medium of claim 24, wherein the operations

further comprise billing clients based in part on the class of the client.

26.  The non-transitory computer-readable medium of claim 15, wherein the datais

randomly and evenly distributed across the storage system.

27.  The non-transitory computer-readable medium of claim 26, wherein the datais

randomly and evenly distributed across the storage system based upon contents of the data.

28.  The non-transitory computer-readable medium of claim 15, wherein the operations
further comprise:

normalizing based upon aperformance curve one or more system metrics based upon an
input/output data size of input/output operations associated with the storage system; and

normalizing based upon the performance curve one or more client metrics based upon an

input/output data size of input/output operations associated with the first client.

29. A system comprising:
one or more processors configured to:
determine client metrics of avolume in a storage system for afirst client of a
plurality of clients, wherein the storage system stores data from the plurality of clients;
determine system metrics of acluster in the storage system based upon use of the
storage system by the plurality of clients;
determine aload value of the storage system based upon the system metrics and the
client metrics;
determine the load value is above apredefined threshold,;
calculate atarget performance value based upon the load value, aminimum quality

of service value, and a maximum quality of service value; and
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adjust performance of the storage system for the client based upon the target
performance value and the determining the load value i s above the predefined threshold.

30. The system of claim 29, wherein the load value is determined based upon two or

more load values associated with the first client.

31 The system of claim 30, wherein the load value isthe maximum value of write
latency load values associated with two different servers, wherein the two different servers are both
associated with the first client.

32.  The system of claim 29, wherein the one or more processors are further configured to
determine a client-specific factor based upon the client metrics, wherein the target performance

value isbased upon the client-specific factor.

33.  The system of claim 32, wherein the one or more processors are further configured
to:
determine one or more client metrics associated with the load value, wherein the client

specific factor is based upon the one or more client metrics associated with the load value.

34.  The system of claim 33, wherein the load value isbased on one of aread latency or a

write latency of aservice.

35.  The system of claim 34, wherein the one or more client metrics comprises one of a

number of read operations and anumber of write operations associated with the first client.

36. The system of claim 35, wherein the client specific factor is calculated as aratio of
the number of read operations or the number of write operations associated with the first client

divided by the total number of read operations or the total number of write operations of the cluster.

37.  The system of claim 32, wherein the one or more processors are further configured to
determine a cluster reduction value, wherein the target performance value is based upon multiplying

the cluster reduction value by the client-specific factor.

38.  The system of claim 37, wherein the one or more processors are further configured to
determine aclass of the client from aplurality of classes, wherein the client-specific factor is based

upon the class of the client.
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39.  The system of claim 38, wherein the one or more processors are further configured to

bill clients based in part on the class of the client.

40.  The system of claim 29, wherein the dataisrandomly and evenly distributed across

the storage system.

41.  The system of claim 40, wherein the dataisrandomly and evenly distributed across

the storage system based upon contents of the data.

42.  The system of claim 29, wherein the one or more processors are further configured
to:

normalize based upon aperformance curve one or more system metrics based upon an
input/output data size of input/output operations associated with the storage system; and

normalize based upon the performance curve one or more client metrics based upon an

input/output data size of input/output operations associated with the first client.

43. A method for managing performance in a storage system storing data for aplurality

of datavolumes, wherein an individual datavolume has an associated client, comprising:

receiving a selection of aperformance class of use for an individual datavolume, the
performance class of use being selected from aplurality of performance classes in which at
least one performance class of use has a different Input Output Per Second (IOPS) quality of

service parameter; and

managing accesstothe individual datavolume based on the |OPS quality of service

parameter of the selected performance class of use.

44,  The method of claim 43, further comprising receiving a selection of a size of the

individual datavolume that isindependent of the selection of the performance class of use.

45, The method of claim 43, wherein at least one performance class of use has at |east

one of an associated minimum IOPS, maximum IOPS, and burst |OPS.
46, The method of claim 43, wherein the selection isreceived via an API.

47.  Themethod of claim 43, where said managing access includes providing a

guaranteed quality of service based a least in part on the IOPS quality of service parameter.
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48. A method for managing performance in a storage system storing data for aplurality

of datavolumes, wherein an individual datavolume has an associated client, comprising:

associating an Input Output Per Second (IOPS) quality of service parameter for an

individual volume of aclient; and

providing access to the individual volume with the access regulated based at least in part on
the IOPS quality of service parameter.

49.  Themethod of claim 48, wherein said providing comprises guaranteeing

performance based at least in part on the IOPS quality of service parameter.
50. The method of claim 48, wherein an individual volume has at |east one data block.

51.  Themethod of claim 48, wherein the storage system includes solid state device

storage units.
52. A method comprising:

determining, using aprocessor, aload value associated with access of datastored in a
storage system for aclient, wherein the datais divided into aplurality of blocks, wherein the
plurality of blocks is stored substantially evenly across aplurality of nodes of the storage

system, and wherein the storage system includes data from aplurality of clients;
receiving arequested quality of service parameter from the client;
monitoring access of the data according to the requested quality of service parameter; and

throttling access to the data based upon the monitoring access of the data.

53. A method comprising:

determining, using aprocessor, an input/output operations per second (IOPS) metric
associated with access of data stored in a storage system for a client, wherein the dataiis
divided into aplurality of blocks, wherein the plurality of blocks is stored substantially
evenly across aplurality of nodes of the storage system, and wherein the storage system

includes data from aplurality of clients;

receiving arequested |OPS value; and
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regulating access to the data based upon the requested 10PS value.

54.  An apparatus, comprising:

atarget performance manager implemented in at least one of amemory or aprocessing
device, the target performance manager configured to receive a system metrics associated
with a storage system volume and client metrics associated with a compute device accessing
the storage system volume, the target performance manager configured to calculate atarget

performance value based a least in part on the system metrics and the client metrics; and

aperformance controller operatively coupled to the target performance manager, the
performance controller configured to send a control signal such that aperformance of the
compute device accessing the storage system volume is limited to the target performance
value in response to receiving the target performance value from the target performance

manager.
55. A non-transitory processor-readable medium storing code representing instructions
to cause aprocessor to:

receive aminimum performance quality of service parameter associated with acompute

device accessing a storage system volume;
receive system metrics associated with the storage system volume;

compute atarget performance value associated with the compute device based on the

minimum performance quality of service metrics and the system metrics; and

send the target performance value to a controller module when the target performance value
satisfies the minimum performance quality of service metric such that the controller module
limits aperformance of the compute device accessing the storage system volume to the

target performance value.

56. A method comprising:

determining atotal amount of capacity for a storage system, wherein the capacity is defined

by aquality of service parameter;
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receiving aplurality of values of the quality of service parameter that are provisioned for a
plurality of clients to access the storage system, wherein each client in the plurality of

clientsisprovisioned with avalue of the quality of service parameter;

monitoring the plurality of values that are provisioned for the plurality of clientsin the

Sstorage system;

determining if the plurality of values violate athreshold, the threshold being based on the
total amount of capacity for the storage system; and

automatically outputting a signal when the plurality of values violate the threshold to
indicate an adjustment in avalue of the quality of service parameter for one or more clients

or the total amount of capacity for the storage system should be performed.

57.  Themethod of claim 56, wherein outputting the signal comprises outputting a

notification indicating the plurality of values have violated the threshold.

58.  The method of claim 56, wherein determining if the plurality of values violate the

threshold comprises:
comparing atotal value of the plurality of values to the threshold; and
determining if the total value violates the threshold.

59. The method of claim 58, wherein the total value isbased on values of the quality of

service parameter that are guaranteed to the plurality of clients.

60. The method of claim 58, wherein the plurality of values include a maximum amount,
aminimum amount, and aburst amount above the maximum amount, and the total value is based

on at least one of the maximum amount, the minimum amount, and the burst amount.

61. The method of claim 60, wherein the total value is an accumulation of minimum

amounts that are provisioned for the plurality of clients.

62. The method of claim 56, wherein the threshold is the total amount or apre-defined
threshold below the total amount.
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63. Themethod of claim 56, further comprising adjusting the total amount of capacity
based on the outputting of the signal such that the threshold is changed based on the adjusting of the

total amount.

64. Themethod of claim 56, further comprising adjusting a portion of the plurality of
values such that the plurality of values no longer exceed the threshold.

65. The method of claim 56, wherein the signal is outputted irrespective of aload of the
storage system based on access of the storage system by the plurality of clients.

66.  The method of claim 56, wherein the storage system comprises solid state drives.

67.  The method of claim 56, wherein load across drivesin the storage systemis
substantially even due to the data for aplurality of volumes being distributed substantially evenly

across drives of the storage system.

68.  The method of claim 56, wherein outputting the signal is performed when actual

capacity reaches the total amount of capacity.
69. A method comprising:

provisioning aplurality of clients with quality of service parameters to access a storage

system;
monitoring access of the storage system by the plurality of clients;

monitoring performance of aclient in the plurality of clients in accessing the storage system,
wherein the performance of the client in accessing the storage system is controlled based on

the quality of service parameters in which the client is provisioned;

analyzing the performance of the client and the access of the storage system by the plurality

of clientsto determine atarget performance value for the client; and

dynamically adjusting control of the client in accessing the storage systemto adjust the

performance of the client based on the quality of service parameters.

70.  The method of claim 69, wherein dynamically adjusting control comprises restricting

or increasing access to the storage system for the client based on the target performance value.
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71. Themethod of claim 70, wherein restricting or increasing access comprises adjusting

alockout time that the client is allowed to perform access commands during aperiod of time.

72.  Themethod of claim 69, wherein monitoring access of the storage system comprises
determining a load of the storage system, and the target performance value is determined based on

the load and the performance of the client.

73. Themethod of claim 69, wherein the quality of service parameters comprises a

maximum amount, a minimum amount, and a burst amount above the maximum amount.

74. The method of claim 73, wherein the burst amount is increased when the
performance of the client isbelow the maximum amount, and the target performance value is

allowed to be above the maximum amount when the burst amount is positive.
75.  Themethod of claim 73, wherein analyzing the performance comprises:
receiving the maximum amount, the minimum amount, and the burst amount;

receiving a system load value quantifying the load of the storage system by the plurality of

clients;
receiving aclient load value for the performance of the client; and

determining the target performance value based on the maximum amount, the minimum

amount, the burst amount, the system load, and the client load.

76.  Themethod of claim 75, wherein analyzing the performance comprises:
determining the system load;

determining the client load; and

determining a performance adjustment value, wherein the control of the client is adjusted

based on the performance adjustment value.

77.  Themethod of claim 73, wherein the target performance value is guaranteed to be
within the minimum amount and the maximum amount unless when the client is allowed to have

performance above the maximum amount to the burst amount.
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78.  The method of claim 69, wherein monitoring performance of a client comprises

monitoring an input/output operations per second metric, abandwidth metric, or alatency metric.

79.  The method of claim 69, wherein the storage system comprises solid state drives.

80. Themethod of claim 69, wherein load across the storage system is substantially even
due to the data for aplurality of volumes for the plurality of clients being distributed substantially

evenly across the storage system.

8l. A method comprising:

provisioning aplurality of clients with a quality of service parameters to access a storage

system;

monitoring performance of aclient in the plurality of clients in accessing the storage system,
wherein the performance of the client in accessing the storage system is independently
controlled based on the quality of service parameters in which the client is provisioned
without regard to quality of service parameters provisioned for other clients in the plurality

of clients;

calculating aload value for the client based upon the use of the storage system by the client

and the quality of service parameters;

analyzing the performance of the client with respect to the quality of service parameters for

the client to determine a difference between the performance and the load value; and

dynamically allocating access to resources of the storage system to independently adjust
control of the performance of the client based on the difference between the performance
and the load value.

82.  Themethod of claim 81, wherein dynamically allocating access to resources
comprises restricting or increasing access to the storage system for the client based on the difference

between the performance and the load value.

83. Themethod of claim 82, wherein restricting or increasing access comprises adjusting

alockout time that the client is allowed to perform access commands during aperiod of time.

84.  Themethod of claim 81, wherein the quality of service parameters comprises a

maximum amount, a minimum amount, and a burst amount above the maximum amount.
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85. The method of claim 84, wherein the burst amount is increased when the load of the
client isbelow the maximum amount, and access to the resources isincreased to allow access to the

storage system to be above the maximum amount when the burst amount is positive.

86.  Themethod of claim 81, wherein the load is based on an input/output operations per

second metric, abandwidth metric, or alatency metricA
87.  Themethod of claim 81, wherein the storage system comprises solid state drives.

88.  Themethod of claim 81, wherein load across the storage system is substantially even
due to the data for aplurality of volumes for the plurality of clients being distributed substantially

evenly across the storage system.

89. A system for adjusting client access to datawithin a server system, the system

comprising:

avolume server in communication with the client, wherein the volume server receives a

request from the client to access data; and

aperformance manager that monitors metrics, wherein the performance manager adjusts the

client's accessto the datain response to comparing the metrics against atarget value.

90. A method for adjusting access by aclient to datawithin a server system, the method

comprising:
receiving atarget value, wherein the target value indicates atarget client metric;
receiving arequest by the client to access the data within the server system;
comparing the client performance to the target value; and

based upon the comparison to the target value, adjusting the client's access to the data.
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