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(57) Abstract: The present invention provides a system
and a method for analyzing activity of people in a area
of interest of people in a space. Continuous raw video
imagery is received from one or more sensors placed in
a pre-defined regions of the space. This imagery’ is an-
alyzed to determine basic characteristics of the behavior
and/or activity of people in its field-of-view, such as posi-
tion. movement, etc. Useful data and metrics can be com-
puted based on the results of imagery analysis. The data
analysis results can be provided as a response to user’s re-
quest or as a running report. Data analysis can optionally
combine imagery analysis results with secondary informa-
tion.
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METHOD AND APPARATUS FOR ANALYZING ACTIVITY IN A SPACE

FIELD OF THE INVENTION

{001 The present invention is generally directed to applications related to activity ina
space and more specifically to analyzing human activity over time, over space and across
muitiple people.

BACKGROUND OF THE INVENTION

{0024 Retailers often use observers to understand how people use their stores. Paco
Underhill, author of Why He Buy, is one well-known practitioner of this arf. Observers can
obtain much useful information and can notice subile and unexpecied things. But retailers
cannot deploy observers continuously in their stores, so the nformation they obtain s only a
smatl sample of the activily in their store,

{003 Many different techoologies have been used 1o count people in stores. Electric
eves and infrared beams are used in many locations. However, such systems cannot count
multiple simultaneously passing people and are less accurate when people are not funneled
through narrow areas for counting. VideoMining, Inc. supplies video traffic counting software.
Thelr system also categorizes people based on appearance.

j004 A great deal of work has been put into developing algorithms for the analvsis of
homan activity and tracking of peaple and other objects. But, none of this work directly makes
use of such algorithms to go beyond that work and provide interesting and useful analvsis of the

human activity over time, over space, and across multiple people.
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[005] Therefore, a need exists for a method for a system and method for analyzing
huwman activity over time, over space, and across maltiple people.

SUMMARY OF THE INVENTION

{006] INOTE FOR ROHINE: INSERT BROAD CLAIMS HERE UPON FINAL]

BRIEF DESCRIPTION OF THE DRAWINGS

{007} The invention can be understood from the delatled description of exemaplary
embodiments presented below, considered in conjunction with the attached drawings, of which:
{081 FIG. 1 illustrates an exemplary public space that utilizes the method and the
systemn of one embodiment of the present fnvention.

HEBY FIG. 2 iHustrates an exemplary sample decomposition of the exemplary public
space of FIG.

[0018] FIG. 3 itlustrates an exemplary region graph that models the regional organization
of the exemplary public space of FIG 2.

jod1 1] FIG. 4 illustrates an exemplary block diagram of the system 1 accordance with an
embodiment of the present invention.

j0012] FIG, 5 shows an exemplary client table of a database in accordance with one
embodiment of the present invention.

j0013] FIG. 6 shows an exemplary user table of a database in accordance with another
embodiment of the present invention.

j0014] FIG. 7 shows an exemplary store table of 8 database in sccordance with another

ernbodiment of the present invention.
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{0015] FIG. 8 shows an exemplary regions table of a database in accordance with an
additional embodiment of the present invention.

{6016} FIG. 9 shows an exemplary cameras table of a database iy accordance with a
further embodiment of the present invention,

[0 7] FIG. 10 shows an exemplary region data table of a database in accordance with
even further embodiment of the present invention.

0 18] FIG. 11 illustrates an exemplary web page from the user interface in a preferred
embodiment of the present invention.

HUG FIG. 12 shows an exemplary video frame output from the video analysis module

of the present invention.

j0020] FIG, 13 is an exemplary block diagram for processing a data analysis request,
j0021] FIG. 14 is an exemplary block diagram for processing a user request with

secondary information,
j0022] It 1s to be understood that the attached drawings are for purposes of ilusirating the

concepts of the invention and may not be to scale,

DETAILED DESCRIPTION OF THE INVENTION

[6023] Definttions:

j0024] The present application ases words in their evervday meanings and terms which
are familiar to the arts of computer system design, computer vision, and retail sales. Defined
below here a fow special termy that are used 1o describe the nvention,

{0025 Space: A particstar extent of surfhoe.
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{0026] Sensor/Camera: A device for taking images in visible light, infrared, ov other
bands or a combivation of bands. Sensors/Cameras may use traditional optics or pon-traditional
optics

{0027} Sensor/Camera server: A device that provides imagery nany of a number of

formats. The camerafsensor server may optionally provide some video analysis functions.

{0028} Client: An entity that makes use of the analvsis system, such as a retaif chain,
j0029 User: A person who uses the analysis system, such as examining data or making

queries to the system. Users are tvpically but not exclusively emploved by clients.
j0038] Video analysis: The process of extracting information such as customer counts
and customer movemenis from images or video, The term video is used broadly to mean both

full-motion moving pictures and what people would perceive as jorky or frregular image

=

Sequences.

j0031] Channel: A single video sequence or stream.

{0032 Customer: A person who is not an employee.

j0033] Emplovee: A person employved by the store,

[0034] Person: Generally. either an employee or a customer. A few people may fall into

neither category, such as safety inspectors. It 1s generally assumed heve that the numbers of
people who are neither customers vor employees ts smalt and can be dealt with o analysis.
j0035] User interface: An fnput and outpat mechanism for users, which could be
implemented in any number of forms, including but not limited to a web interface or a program

written in a standard programming language,
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[0036] Traffic analysis: Analysis of customer {or possibly employee) mformation derived
from video analysis, possibly in combination with other sources, such as sales data or manually

gathered customer information.

{0037} Flow: The movement of people from one region to another,

HE RS Region: An avea of the store.

IR Customer volume: The number of customers at a given time or in a given mterval,
j00448] Dwell time: The amount of time that customers spend in an region or set of
regions.

j0041] Customer flow: The sumber of customers who move across given boundaries in a

given time interval.

j0042] Merchandise conversion rate: A measure relating customer activity to for
example, sales, such as dollars spont per customer in a given time interval and region.

j0043] ltem conversion rater A merchandise conversion rate valae for a specific ilem or

set of items.

0044} Applications and Environment:
jO045] Note that the present invention was motivated by the need of retailers to analyze

the activities of customers in space such as retail stores, however, the present ivention is not
tmited to retald and could be used in other environments where the flow and activities of people
are traportant, such as transportation facilities, sports facifities, restaurants, parks, or other
enviromments.

{0046} FIG. 1 iHustrates a schematic view of a space 100 in accordance with the present
invention. Note that the space 100 of figure t Hllustrates an envirenment of a retail store 101,

however, the space can be in other environments as discussed above. The store 101 contains
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space through which people move, including, on more than one levels. Those people may be
customers 102 shopping in the store 101 or employees 103 working [or the store 101, People
may enter or leave through eotrances or exits 104, as shown i Figure 1. These entrances or exils
HH may include cither a one-way or two-way traffic. One or more sensors or cameras 1S are
mounted as shown, so that the field-ofvview of the camera 103 includes image of at least part of
the store 101, Note that the cameras 105 may preferably be mounted at many different positions
other than those shown i figure 1. Video and image information is continuously captured by the
cameras 103, which is retrieved by a processing system 106 to be processed for use. Note that
the cameras 103 may preferably be cameras already instalied in the store 101 or while some
retail stores may want to install new or additional cameras. A yser 107, preferably, an empleyee
of the store, ot alternatively, another interested party with authorization to use the information,
interacts with the analysis module 106 to better understand the activity andéor behavior of
customers and the operstion of the store 101, Although not shown, note that the processing
system 106 may preferably be installed in more than one store, and the users may use tio
compare the activity and/or behavior of customers fu different stoves as well.

{0047} In one embodiment of the present invention, the entire store 101 may be analyzed
as a whole. o the preferred embodiment, the store 131 andfor store’s floor area will be divided
o regions 201 {w ko zones) as Hlustrated by the dotted tines in figure 2. These regions are
defined prior to the implementation of the processing svstem 106, In one embodiment of the
present invention, one may want to analyze the activity and/or behavior of customers in one or
more regions 201 and in between the regions 201, In another embodiment, one may want to also
compare the activity/and or behavior of customers in different regions 201 and in between the

regions 201, Note that the regions 201 do not have to have simple relationships such that they
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do not need 1o be the same shape or size, nor do they have to be arvanged 1o a fixed tiling pattern.
Although figure 2 does not show a region with a curved boundary, the present invention allows
regions with arbitrarily-shaped boundaries.

[048] As shown 1o FHGL 3, one uselul mode] for the regions ina store iy the region graph
30, Similar graph models have been used to modet two-dimensional areas in both building
architecture and VLS layvout as known in the art. However, the region graph model m the
present invention is used in novel ways. The region graph is composed of region graph nodes

302 and region graph edges 303, as iHustrated in Figure 3, which may be referred to as simply

T
/

nodes or edges. Each region 20 gned one region graph node 302, Also, a region graph

node 302 is also assigned to the area beyvond each eatrance/exit 104, A region graph edge 303
connects two region graph nodes 302 if and only if the corresponding regions 201 are adjacent to
each other, Le. share an edge with one another. A region graph odge 303 represents the ability of
people to move between two regions 201, The structure of the region graph 301 shows various
possible ways that people can move through the store between regions 201, Note that the present

invention is not Himited to the nodes 302 and the edges 303 as iHustrated in Figure 3 and there are

other possible positions of the nodes and the edges fndicating movement ability of the people.

{00491 Systern Architecture:
{0030 Referring to Figure 4, there 15 shown a block diagram of the processing system

106 according to one embodiment of the present invention. The systers 106 typieally includes
One Or MoTe sensorfcamera servers (not shown) configured to caplure imagery or camera feeds
401 of a space, for example, the store 101, The camera feeds may preferably be in the form of
still images or alternatively continuous video images, preferably, in real ime.  The camera feeds

401 may be supplied in analog or digital form, if analog, thewn they must be digitized before use.
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Analog camera feeds may be supplied in a variety of known formats, including but not imited to
NTSC, PAL, SECAM, VHS, or component video. Digital camera foeds may similarly be many
different formats, ineluding but not limited to ravw, IPEG, TIFF, GIF, MPEG-1, MPEG-2,
MPEG-4, or H.264, In the preferred erabodiment, the present invention provides camera feeds 1o
the form of JPEG encoded frames, desirably, supphied by a camera server manufactured by
Yokogawa Electric Corporation, however other camera feed formats are well within the scope of
this invention. Although, as expected that typical installations will provide all camera feeds in
the same format, the system of the present invention is capable of handling camera feeds of
multiple formats,

{0031 FIG. 4 is not concerned with the physical partitioning of the equipment that
gmbodies these elements, and are not concerned here with what operations are done on the store
premises and what operations are done on a server located elsewhere, for example. One can
envision several ditferent ways to physically partition the tasks of FIG. 4. depending on both
technical considerations snd the business model under which the retail analysis systom is
operated,

0052} These camera feeds 401 arve applied to & video analysis module 402, which uses
algorithms described below to extract characteristics of customer activity and/or behavior from
the imagery. The activity data records are then stored 1n the database 403, Note that the camera
feeds 401 may also optionally be used for security purpeses. The video analysis module 402
preferably generates a variety of statistics on the activities of people. The statistics may be
determined from the analysis of a single frame or of multiple frames. The video analysis
algorithms are described in more detail below. The activity data records determined by the video

analyvsis module 402 may take a variety of forms. These activity data records are preferably in
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the form of events, although other forms of output could also be conteraplated within the scope
of this invention. Each person in the field-of-view is recorded with hisfher position, and if the
person is in motion, the direction of movement is also recorded. These activity data records ave
stored into a database 403, The database 403 may be implemented 1o a variety of ways,
mcluding but not Hmited to refational, object-oriented, flat files, or a combination thereofl The
current implementation uses a combination of mySQL and lat files. Image files that show
selected frames from the camera feeds 0 are preferably kept as separate files, while other data
is stored preferably in the mySQL database.

00353 The data analysis module 404 performs caleulations and applies algorithms to the
activity data in the database 403, The data analysis module may generate resulting data based on
requests from the user interface 4035 or alternatively generate resulting data as frequently running
reports 406, The data analysis module 404 may optionally make ase of secondary or additional
data 407, Examples of additional data 407 include but are not limited to sales data, calendar
information such as holidavs, weather mformation, mall traffic, or statistics from other stores.
Altematively, other data can be nsed, as would be known to one of skill in the art, as informed by
the present tnvention. The data analysis wodule 404 will be described in more detail below,

HEES ] One embodiment, as deseribed above, uses a camera server from Yokogawa
Electric to create JPEG [es from analog tuagery. This camera server is located withun
reasonable range of the camera, such as in a utihity area of the store. The camera server sends the
JPEG files over the Internet {o the remainder of the system 106, In ong embodiment, the
functions of the video analysis 402, the database 403, and the data analvsis 404 are performed
preferably at a computer not {ocated at the store. A web interface is preferably used to receive

user requests and present output, however, other architectures are also possible, The camera
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server can desivably perform at least some of the video analysis steps within the camera server.
Alternatively, images can be stored in disks, thus climinating the need to send data over {arge
distances until they are required. This local storage of irnagery 15 especially atiractive when

sone Image processing can be performed near the camera and only an abstraction of the imagery

neads to be sent to remote focations.

0SS Datahase:
j0036] Referring to Figures 5-9, there is illustrated a number of tables to organize the

data in the database 403, preferably the mySQL database used in accordance with a preferred

embodiment of the current application. For each table, the names of the attributes are listed in

one row and sample values for these fields are provided in a separate row. {n all cases, the first
attribute serves as the primary id for the record. Note that the table design is exemplary but not

Himiting and other designs may be selected with different table organizations or somewhat
tol = . &
different data to put into the database.

{0037] Figures 5 and 6 show exemplary tables used to organize chients and users.

Ly

Attributes in the client table 501 of Figure 3 preferably include client-id 302, name 303, street
address 504, city 505, state 306, postal code ov Zip Code 307, country 508, and the vser table
identifier for a coutact person 309, The user table 601 of Figure 6 deseribes individual users of
the system. Atiributes preferably mclude user-id, 602, personal pame 603 (first narse o Western
cultures), family name 604 {last narse 1o Western cultures), identifier for the client whons this
user represents 603, email 606, phone 607, and password 608

{0058 FIG. 7 iustrates an exemplary storage table 701, Atwribuies preferably include
store-id 702, the identifier of the client responsibie for the store 703, name of the store 704, street

address 703, city 706, state 707, postal code or Zip Code 708, country 709, and regions 7HL

10
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{0059 FIG. 8 shows an exemplary regions table 801 that describes the vegions in stoves.
Attribules preferably inclode region-id 802, name 803, boundary 804, and cameras 803, The
region is deseribed as a bounding box, < Hvy Gk ary> > bt other representations are
within the scope of our invention. One or more cameras may generate information about
ditferent parts of the region.

HET FIG, 9 shows an exemplary cameras table 901, Attributes preferably include
camera-id 901, name 902, identifier, for the store 904 that hoklx the camera 903, and identifiers
regions 905 that the camera covers. The store 904 and region information 205 are redundant but
may speed up some queries. If @ camera covers more than one region or if a region is covered by
more than one camers, then additional information, such as but not limited to boundary
information in camera coordinates, can be stored by the system to allow the system to property
assign people to regions. However, some of that data may preferably be stored separately by the
video analysis modale 402 and not stored in the database 403,

j0061] FIG. 10 shows the region data table 1001, Attributes include data-id 1002, region
1003, date-time 1004, datum 1005, and image detait 1006, The datium 1003 describes the
mformation extracted from the imagery. The fmage detail 1006 gives the imagery associated
with the datum 1005, In owr preferred embodiment, the JPEG files are stored outside the

database but other organizations and image data formats are possible,

j0662] Video Analysis:
j0063] Embodiments of the video analvsis module 402 consisiy of several object

detection and tracking algorithms that may be selecied antomatically to track individual objects
0" & & o .
{human) or group of objects based on the resolution and occlusion levels in the mput videos.

The module 402 can track people in crowded environmeuts. The algorithms described herein arg

11



WO 2008/058296 PCT/US2007/084534

Won-Provisional Patent Appheation
Adtorney Bocket Mo 15486-22

exemplary but other algovithms can be used to detect and analyze people. These algorithmms
could generate more or less data about the people, depending on their capabilities.

{364 Different approaches exist for object detection and tracking. However most of
these methods and systems arve suitable o detect individual objects with fow oeclusion and high
resolution levels. Furthermore, the extraction of object of interest (human) depends in general on
the complexity of the background scene or the availability of the background scene without any
foreground objects. It is the objective of the invention 1o overcome the disadvantages with the
prior art in foreground object extraction, detection and tracking for smart camera systems,
j0063] The module 402 consists of several parts. The first component after the
initialization part is background elimination part. After the initialization process to obtain a
hackground model of the scene, this model is updated afterwards to adapt to changes in the scene
due o view (e.g. Highting) or object {e.g. addition of new obyjects or change of location of
background objects) based changes or camera movements, Then the extracted regions of
foreground objects are snalyzed to detect the presence of object of mterest and to estimate the
congestion level in the scene, The congestion fevel along with estimated occlusion and
resolotion levels are used to select the appropriate tracking algorithm. The output of the flow
estimation and tracking algorithms provides motion analvsis for event and gesture detection.
The tracking algorithm 1o thas part s based on shape, color and ruotion patterns of object of
interests (huoman). The aim 1s 1o use simple and fast algorithms to mateh low-level image
features of segmenty in different frames while using a sophisticated algorithm to
combine/segment the regions to connect them to high-level attributes. The outcome of this
algorithm (s used for motion analysis including articulated movements, gestures, rigid

movements for event classification, It is the objective of this system to provide robust and

12
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refiable tracking of human even in the case of occlusion and view changes. The details of the
systens are more fally described in ULS. Patent No. 7.200.266 B2, entitled, “Method and
Apparatus for Aolomatic Video Activity Analysis™, the disclosure of which s incorporated
herein by refevence,
[0066] A benefit of emboduments of this system is the ability to deteet people, thewr
moving direction, e.g. leftright, the date and Gme, number of people who are in the store andior
who exited-entered the store, and give a general layout of the detected area with the person
focation on it. Additional information which can be caleulated are date-time, moving divection,
and number of people. Alternatively, other information can be calendated, as would be known to

one of skill in the art, as informed by the present disclosure,

j0067] In one embodiment, the video analysis module 402 emits activity records in this
form:

[0068] e02d-2602d-2602d %e02d:%002d:%602d P=d Xe%d Y =%d BH=walk DIR=R
FN=d

[006%] Date (vear, month, day), time (hour, minute, second}), person munber P, x and v

coordinates, behavior=walk, divection={it can be right, left, up, down), and frame number,

HELE L Some wsers or clieots may not be concerned about counting emplovees inwith
customer activity, while others may want to separate employee and customer activity. o some
cases, the emplovees can be visually separated from the customers because of the clothes they
wear, Cousider, for example, the orange worn by Home Depot emplovess, Another alternative
technigue for separating employee activity 1s to have employees wear some sort of active device,
such as a beacon, REHD tag, or other module that can be used to determine their position.

Position may be approximate or accuraie; it may be determined continuousty or intermittently,

13
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Based on information known to the system about the locations of the boundaries of the regions,
the video analysis module 402 can determine what region 201 a person is in.

{0071 FIG. 12 shows a exemplary video frame with annotations showing the resulis of
the video analysis module 402, This image 15 preflerably taken from overhead but the video
analysis module 402 i3 not limited to analyzing data from overhead cameras. The user may also
wish to view tmagery, either Hive or recorded, One simple and intuitive way to present such data
is to allow the user to elick on a map of the store and see the relevant imagery, perhaps also
based on a time or time interval given by the user. The imagery may be retrieved from the

system or may be obtained from other sources,

j0072] Data Analysis:
073 An aspect of some embodiments of the present application is the ability o provide

useful information preferably 1o the managers {or other emplovees) of vetail stores and/or other
Tacilities used by people. Iu this section, there is described methods for turning video analysis
results into useful analytical resalts by the data analysis module 404,

{0074} Most of the data analysis techniques can be applied to regions in the store or aren,
ranging from a single region 1o all the regions. Generally, when a aser 107 wishes to compare
results from different stores, information about the correspondences between regions 18
preferably stored m the database 403, These correspondences may be delermined in many
different ways. For example, if similar store layouts are used at different locations, the
correspoiidence may be trivial or simple. Two regions may be equivalent if they hold the same
or simtilar merchandise, or it they play a stmilar role in the flow of people through the store or
area. So, for example, if the location of the merchandise by region is known, then the

correspondences between regions with similar merchandise may be deduced. The

o

14
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cotrespondences may also be divectly specified.  Once the correspondences between regions in
stores are entered ioto the system, those correspondences can be used to compare data between
stores or areas.

[0075] Agother simifarvity among the various data analysis techuiques is that they can be
applied {0 intervals of time. Instantaneous measures of customer activity may be asefuld, but
frequently users are interested in data over some interval of time, ranging from seconds or
minutes to weeks or years, Data may be displayed as an aggregate value over the selected time
interval or it may be shown as a table or graph that gives the variation in the value over time.
FIG. 11 shows a sample web page from an exemplary user interfiace 403 with the data results
generated by the data analysis module 404 in g graphical form, in accordance with one
embodiment of the present invention.

j0076] FIG. 13 shows an exemplary block diagram for processing a data analysis request
from a user in accordance with one embodiment of the present invention. In step 1301, the
required parameters from the user 107 are obtained. The parameters may vary based on the
request, but could include region or regions, time or time interval, or other parameters, [o step
1302, relevant records from the database 403 are searched. In step 1303, the requived vesults
data based on the records are coraputed by the data analysis wodule 404, The compatations
may preferably clade, but are not imited to, adding data points over an interval, averaging,
computing differences or ratios, or other known caleulations well understood in the art of data
analysis and presentation. Finally, in step 1304, the resulting data Is a data analysis result
generated to the user 107 in a specific format, preferably in a display format.

{6077} In many cases, users may preferably be interested in a number of coruparisons. A

COMMON COMpParison is activity in the same store from yvear-to-year or perhaps month-to-month
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or season-to-season. As mentioned above, users may also want to compare the results at one
store to those of another. One important comparison is of store {raffic and sales. For example,
retail oanagers may want to know how the leogth of time which customers spend i a given
region of the store corvelates with the amount they spend on goods from that region. Sales
figures are an important category of the secondary or additional data 407 that can be psed in data
analysis. This sales data may be simple, such as total sales over a given interval, to very
complex, such as SKU-oriented sales data, perhaps with customer data from affinity cards, or
somewhere i between in complexity.

0078 As discussed above, secondary data 407 may preferably include external data
such as weather data, holidays or other events, such as civic events that may bring people into
the area or draw them away from shopping. This external data could also become part of the
analysis. Such detailed comparisons are not ofien made today because of the difficulty of
gathering and corvelating the necessary data. However, the present invention provides the
simplicity with which the data analysis module 402 can perform such an analysis, thus making
this sort of data comparison increasingly popular and in demand.

{0079 FIG. 14 shows an exemplary block diagram for processing a data analysis vequest
with additional information 407 in accordance with preferred embodiment of the present
wvention. In step 1401, the parameters from the user are recetved, which could be regions, time
intervals, or other information. In step 1402, the required addiional data or information 407
based upon the user parameters is obtained, This additional information 407 may preferably be
stored in the database 403 or alternatively may be obtained from other sources. In step 1403, the
required customer activity records from the database 403 are obtained, Then, in step 1404, the

requested information is computed by the data analysis module 404 and finally, in step 1403, this
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requested information is presented 1o the user as a data analysis result in any format desived by
the user.  As discussed above, the computations are known calculations well anderstood i the
art of data avalysis and presenfation. Also, as mentioned above, not all result data needs to be
prompied by a user query, and can alternatively be provided based on pre-defined requirerents.
HEH A simple exemplary data analysis vesult is costomer volume, or the nuraber of
customers at a given time or in a given interval, 1f all people are counted, the relevant metric is
people volume. This can be computed per region or set of regions, {t can be computed for a
single time or for an interval, Customer volume can preferably be compared across different
times at the same store or between stores. Using the video image of the region graph 300 as an
example, the video analysis module 402 can determine the number of people in cach region 201,
The number of each people in a region 201 at & time or interval is an attribute of the node 302
that represents that region 201, Se, as an example, initiglly, a count of number of people at
nodes 301 and 302 of the region 201 is computed at a first time, example 10 am. The count at 10
am nay inclode 10 people (for example) in the region 201 with node 301 and inclades 5 people
{for example) i the region 201 with node 302, Then, a count of number of people at nodes 301
and 302 is computed at a second time, exaraple 10:30 am. The count at 10:30 am may include 7
people (for example) in the region 201 with node 301 and 8 people (for example) in the region
201 with node 302, With this difference in counts, the data analysis module 404 may preferably
analyze that 3 people moved from region 201 with node 301 to the region 201 with node 302.
This counting of number of people in nodes 301 and 302 is preferably repeated at different times
o keep a count of number of people in each region at different times. The data analysis modale
404 can also preferably analyze to determine the number of people based on the direction of

movement from one region 201 1o another as provided by the video analysis unit 402,
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{0081] Yet another useful activity or characteristic fo measure is customer flow {a.ka.
customer flax). Costomer Bow can preferably be compared across different times at the same
space 3, ex: store or between stores 101, Using the video image of the region graph 300 as an
example, video analysis module 402 can caleulate flow between regions. As discussed above,
the number of each people 1 a region 281 at a time or interval is an attribute of the node 302 that
represents that region 201, Flow is a value assigned © an edge 303 between two regions 201.
This can be computed per region 201 or set of regions 201, and it can be computed for a single
time or for an inferval, o the preferred embodiment of the present invention, initially, the
direction of motion for each person is determined by the video analvsis module 402, This
divectionality information is used to estimate what edge 303, a customer will traverse while
moving. Motion data will then predict customer counts at the nedes 301 at the next step.
Significant differences between the prediction and the ultimate measurement may be used, for
example, to detect anomalous customer activity or o detect in accuracies in video analysis
maodule 402, The simplest case is to count the namber of people feaving and entering the store at
the entrances and exits, Then, these counts can be attached to the corvesponding edges 303 in the
region graph 300, To calculate flows, the values of edges 303 at two diffevent time or time
infervals are ysed.  The conservation of people principle, drawn from physics, states that people
are neither created por destroyed within the store, Thus, given the node values 302 at two
different time intervals, the edge values 303, namely the flows are computed by the calculations
understood in the art of data analysis as discussed above | AHernatively, if entrances and exits of

the store are not measured, estimates of approximate values can be plugged into the calculations

to obtaig the flows.
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{0082} Another intevesting characteristic is dwell time, which is the amount of time that
customers spend in a given region or set of regions, as measured over a given tme interval, In
one embodiment, the video analysis module 402 can track customers i order to measure the
time each customer spends in a defined region or set of regions directly, Dwell time canbe
compared across different Umes at the same store or between stores.

HEHRY Apother important characteristic that is derived from a combination of video
analysis module 402 and additional data 407 is merchandise conversion rate. While this can be
written in more than one form, a common form is the dollars spent per customer in a given tie
interval and region. This can be computed over a set of reglons and either instantaneous tme or
a user-specified time interval. Merchandise conversion rate can alse be computed store-to-store
and same store time-to-time.  The ttem conversion rate is similar to merchandise conversion rae
hut sales for an item or set of Hems. liem conversion rate can be computed over a set of regions
and cither mstantaneous tirne or a user-specilied time interval, 1t can also be computed store-to-
store and same store time-to-time.

j0084] In geneval, a variety of technigques can be used to tmplement the caleulations
deseribed in the present invention. Simaple calculations may preferably be performed in a Web
inferface language such as PHP or equivalent languages, or similar methods in non-Web
ttertaces. More sophisticated caleulations roay be performed io separate programs that provide
data to be integrated into the vser interface display.

HEEWY Some embodiments of the present invention have several advantages over the
prior art. Compared to human observers, the present invention analyzes continuous activity, can
observe many areas of a store or other space at once, and does not exhibit human biases,

Compared to video analvsis systems that siniply detect and analyze people, the system of the

19



WO 2008/058296 PCT/US2007/084534

Won-Provisional Patent Appheation
Adtorney Bocket Mo 15486-22

present invention further analyzes raw video analysis data to provide usetul, apphication-oriented
data for users. Moreover, the system’s ability to compare traflic to sales, weather, mall traffic,
other wside and outside events is one example of its ability to provide insight throogh analysis.
Many prior art systems concentrate on a camera-by-camera view of the area, failing to integrate
mtormation into a useful form for users. The system of the present invention gives the user a
wnified understanding of the activity in the store or area being analvzed, whether the area is
covered hy a single camera or by multiple cameras. Moreover, the data analysis result relative to
regions is very useful in retail and other variety of spaces.

j0086] It is to be understood that the exemplary embodiments are merely Blustrative of
the invention and that many variations of the above-described embodiments can be devised by
one skilled in the art without departing from the scope of the invention. It is therefore intended

that all such variations be included within the scope of the following claims and their

equivalents.
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CLAIMS
What ts claimed 1s:
I A method for analvzing sctivity of people in at least one space, comprising the
steps oft
aj dividing the space into predefined regions, wherein said predefined

regions comprise areas of interest related to the activity of the people, said predefined region
comprising at least one node and at least one edge connecting the nodes if the predefined regions
are adjacent to one another ;

b) recetving video images from one or more sensors placed in the predefined
regions in the space;

d) analvzing said video images relative to the predefined regions to
determine movement of people within said predefined region and between said predefined
regions, said analyzing step comprising determining direction of movement for at lfeast one

person, and estimating the edpe based on the direction;

d) storing sald movement data into a database:
e} computing resulting data based on the movement data, wherein said

cormputed resulting data provides festures refated to the activity of people.

2. The method of claim | Turther comprising receiving parameters from the user to

compute  sard resulting data, wherein said  parameters comprise region, time  interval,

merchandise, or combinations thereof,
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3. The method of claim 2 further comprising providing additional data to compute
said resulting data, said additional data comprise sales data, wafllic data, weather data, holidays

data, or combinations thereot

4, The method of claim 3 wherein said features related to said activily data
comprising identification of at least one person in said predefined region, position of the at {east
one person in said predefined region, dwell time of the at least of person in sald predefined
gegion, movement and direction of the movement of the at least one person in said pre-defined
region, movement and the direction of movement of the at least one person between said pre-
defined regions, type of the movement of the at least one person, number of people in a given
pre-defined region, number of people moving between the predefined regions, date, time or

combinations thereof

5. The method of claim 4 wherein said resulting data comprise measure of the

activity data based on said predefined regions, time intervals, secondary data or combinations

theveot.

6. The method of claim 1 further comprising comparing said resulting data between

said predefined regions.

7. The method of ¢laim 1 further comprising comparing said sesulting data between

said spaces.
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g The method of claim 1 further comprising providing said computed resulting data

to @ user upon request.

9. The method of claim 1 further comprising generating said computed rvesuliing

data in a specific format.

10. A wmethod for analyvzing activity of people in at least one space,
comprising the steps oft
a} dividing the space into predefined regions, wherein said predefined

regions comprise areas of interest related to the activity of the people;
b receiving video inmages from one or more sensors placed in the predefined
regions in the space;
C} analyzing said video images relative to the predefined regions to
determine count data within said predefined regions, said analyzing step comprising
(1) obtaining a count of the number of people within at least first and
second predetined regions at a first time,
{11} obtaining a count of number of people within said at least first and

second predetined reglons at a second time;

dy storing said count data into a database;
e) computing resulting data based on the count data, wherein satd computed

resulting data provides features related to the activity of people.
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1. The method of claim 10 forther comprising repeating steps (i) and (11) at a

different said first and second time.

12, The method of clabm 10 wherein said analyzing step further comprising
determining direction of the movement of the people between said first and second predefined

regions.

13, A system for analvzing activity of people in at least one space, said svstem
comprising:

a} one or more sensors placed in predefined regions in the space to capture
video images: said predefined regions comprise areas of interest related to the activity of the
people, said predefined region comprising at least one node and at least one edge connecting the
nodes if the predefined regions are adjacent to one another;

) an imagery analysis module coupled to said one or more sensors to receive
and analyze said video images relative to the predefined regions lo determine movement of
people within said predefined region and between said predefined regions, said imagery analysis
modoele function {0 determine direction of movement for at least one person, and estimate the
edge based on the direction;

o) a database coupled to the imagery analvsis system {0 store the activity

data;
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d) a data analysis module coupled to the database to retrieve the movement
data and compute a resulting data based on the movement dala, wherein said resuliing dala

provides features related to the activity of people.

4. A system for analvzing activity of people in & least one space, said system
comprising:

a} one or more sensors placed in predefined regions in the space to capture
video images; said predefined regions comprise arcas of interest related to the activity of the
peoaple;

b an imagery analysis module coupled to said one or more sensors to receive
and analyze said video images relative to the predefined regions to determine count data within
said predefined regions, said imagery analysis module function to obtain a count of the number
of people within at least first and second predefined regions at a first thme and to obtain a count

of number of people within said at teast {irst and second predefined regions at a second time:

) 4 database coupled to the imagery analysis system to stove the count data;
d) a data analysis module coupled 1o the database to retvieve the count data

and compute a resulting dats based on the count data, wherein said resulting data provides

features related to the activity of people.

150 The system of claim 14 wherein said imagery analysis module function to obtain

a count of the number of people within at least fisst and second predefined regions at a different

first and second time.
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