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VEHICLE WHEEL ALIGNMENT SYSTEM AND METHODOLOGY.

Technical Field

[0001] The present subject matter relates to techniques and equipment for vehicle wheel
alignment utilizing a combination of image-processing based alignment technologies and one

or more other alignment technologies.

Background

[0002] A current conventional vehicle wheel alignment system uses sensors or heads
that are attached to the wheels of a vehicle to measure various angles of the wheels and
suspension. These angles are comniunicated to a host system, where they are used in the
calculation of vehicle alignment angles. In the standard conventional aligner configuration,
four alignment heads are attached to the wheels of a vehicle. Each sensor head comprises two
horizontal or toe measurement sensors and two vertical or camber/ pitch sensors. Each sensor
head also contains electronics to support overall sensor data acquisition as well as
communications with the aligner console, local user input, and local display for status
feedback, diagnostics and calibration support. The four sensors and electronics as well as the
mechanical housing that makes up each head necessarily is duplicated four times, as there is
one for each wheel. .
[0003] In recent years, wheels of motor vehicles have been aligned in some shops using
a computer-aided, three-dimensional (3D) machine vision alignment system. In such a system,
one or more cameras view targets attached to the wheels of the vehicle, and a computer in the
alignment system analyzes the images of the targets to determine wheel position and alignment
of the vehicle wheels from the wheel position data. The computer typically guides an operator
to properly adjust the wheels for precise alignment, based on calculations obtained from
processing of the image data. A wheel alignment syStem or aligner of this image processing
type is sometimes called a “3D aligner.” An example of a vehicle wheel aligner using such
image processing is the Visualiner 3D or “V3D”, commercially available from John Bean

Company, Conway, Ark., a division of Snap-on Incorporated.
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[0004] Conventional non-vision alignment systems, with sensors mounted directly on
the vehicle wheels, are becoming commodity items. The market price point for conventional
systems has continued to drop due to competition and wider acceptance of image processing
type, non-wheel mounted sensor, alignment systems. Main stream conventional alignment
systems continue to require high accuracy and established features sets, yet lower cost
technology and manufacturing processes are preferred. Unfortunately, these advances may still
achieve only an incremental cost improvement. Desired are systems using wheel-mounted

sensor heads of a new paradigm that reduces cost but maintains accuracy and features.

Summary

[0005] The teachings herein improve over conventional alignment systems by
combining image processing aligner type targets for .one or more of the heads with camera
imaging equipment and position/orientation sensors in other wheel heads.

{0006} For example, a wheel alignment system may include a pair of passive heads and
a pair of active sensing heads. The passive heads are adapted for mounting in association with
a first pair of wheels of a vehicle that is to be measured by operation of the wheel alignment
system. The active sensing heads are adapted for mounting in association with a second pair of
wheels of the vehicle. Each of the passive heads includes a target, e.g. as may be observed by
an image sensor. Each active sensing head includes an image sensor for producing image data,
which is expécted to include an image of a passive target when the various heads are mounted
on or in association with the respective wheels of the vehicle. The system also includes a .
spatlal relationship sensor associated with at least one of the active sensing heads. The spatial
relatlonshlp sensor enables measurement of the spat1a1 relationship between the active sensing
heads, when the active sensing heads are mounted on wheels of the vehicle. The system also
includes a computer. The computer processes-image data relating to observation of the targets
as well as positional data from the at least one spatial relationship sensor. The data processing
enables computation of at least one measurement of the vehicle.

[0007] In accord with another aspect of the disclosure, an active sensing head for use in
a wheel alignment system includes a housing for mounting on a wheel of a vehicle that is to be
measured by operation of the wheel alignment system and an image sensor mounted to the
housing. The image sensor produces image data. In a measurement operation, the image data

typically includes an image of an target in association with another wheel of the vehicle. The
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sensing head also includes at least one tilt sensor mounted to the housing for sensing a tilt angle

of the active sensing head when the active sensing head is mounted on a wheel of the vehicle.

A spatial relationship sensor is mounted to the housing for measuring the spatial relationship of
the active sensing head to another active sensing mounted on a different wheel of the vehicle.

A communication interface enables transmission of data responsive to the image data, the

sensed tilt angle and the positional relationship measured by the cross position sensor, from the

active sensing head to a host computer of the wheel alignment system.

[0008] A method of taking at least one measurement of a vehicle in accord with
principles taught herein involves capturing an image of a target associated with a first wheel of
the vehicle with an image sensor in a first head mounted in association with a second wheel of
the vehicle, to produce first image data. An image of a target associated with a third wheel on
of the vehicle is captured with an image sensor in a second head mounted in association with a
fourth wheel of the vehicle, to produce second image data. The method further entails
measuring a spatial relationsﬁip between the first and second heads. The first and second
image data and the spatial relationship measurement are processed to compute at least one
measurement of the vehicle.

[0009] Additional advantages and novel features will be set forth in part in the
description which follows, and in part will become apparent to those skilled in the art upon
examination of the following and the accompanying drawings or may be learned by production
or operation of the examples. The advantages of the present teachings may be realized and
attained by practice or use of the methodologies, instrumentalities and combinations

particularly pointed out in the appended claims.

Brief Description of the Drawings

[0010] The drawing figures depict one or more implementations in accord with the
present teachings, by way of example only, not by way of limitation. In the figures, like

reference numerals refer to the same or similar elements.

[0011] FIG. 1 diagrammatically illustrates a first arrangement of targets and active
sensing heads in relation to vehicle wheels.

[0012] FIGS. 1A and 1B illustrate different types of targets that may be used on passive
heads.
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[0013] FIG. 2 is a functional block diagram of a hybrid wheel alignment system, with
elements thereof mounted to wheels of a subject vehicle (although other elements of the vehicle

are omitted for convenience).

(0014] FIG. 3 is a side view of some of the wheel mounted components of the system,
with one of the active sensor heads shown in a partial cross-sectional detail view.

[0015) FIG. 4 is a side view of one of the active sensor heads useful in explaining the
relationship of the camera axis to the pitch plane of the measured gravity vector.

[0016] FIG. § is a rear view of one of the active sensor heads useful in explaining the

relatibnship of the camera to the camber plane of the measured gravity vector.

[0017] FIG. 6 is a functional block diagram of the components of one of the active
sensor heads.
{0018} FIG. 7 diagrammatically illustrates another arrangement of targets and active

sensing heads in relation to vehicle wheels, in this case using additional targets and image
sensing for measurement of the spatial relationship between the active heads.

(0019] FIG. 8 is a side view of some of the wheel mounted components of the system
of FIG. 7, with one of the active sensor heads shown in a partial cross-sectional detail view,
generally like that of FIG. 3; but wherein the spatial relationship sensor utilizes another camera.
[0020] FIG. 9 is a functional block diagram of the components of the active sensor
heads shown in the detail view in FIG. 7.

{0021] FIGS. 10 to 18 diagrammatically illustrafe a series of alternative arrangements,
having various heads/targets associated with different combinations of the vehicle wheels and

‘using various different configurations or equipment for spatial relationship sensing.

Detailed Description

[0022] In the following detailed description, numerous specific details are set forth by
way of examples in order to provide a thorough understanding of the relevant teachings.
However, it should be apparent to those skilled in the art that the present teachings may be
practiced without such details. In other instances, well known methods, procedures,
components, and circuitry have been described at a relatively high-level, without detail, in
order to avoid unnecessarily obscuring aspects of the present teachings.

[0023]} The examples shown in the various drawings provide relatively low cost

alignment systems. The exemplary systems are “hybrid” in nature in that they combine aspects
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of image processing with one or more other types of measurement technologies. Such a hybrid
system uses visible targets, e.g. on passive heads, for two wheels of a vehicle under test, and
the system uses a combination of optical imaging sensors (e.g. cameras) and other alignment
sensors in active sensing heads that attach to two other wheels of the vehicle. The passive
heads are substantially cheaper to manufacture than heads used in conventional alignment
systems. The cost of the active sensing heads may be generally comparable to the cost of two
heads of a conventional wheel alignment system.

[0024] Measuring the position and orientation of the front wheels of the VCthlC using
imaging technology offers additional advantages, including the ability to derive measurements
associated with image processing based wheel alignment that are not normally available in a
low cost system. These additional measurements may include scrub radius, (US 6,532,062),
roll radius (US 6,237,234), and caster trail (US 6,661,751).

[0025] Reference now is made in detail to the examples illustrated in the accompanying
drawings and discussed below.

[0026] FIG. 1 depicts a first arrangement of targets and active sensing heads in relation
to wheels of a vehicle 20 that is under test, e.g. to measure one or more wheel alignment
parameters. Except for the wheels, elements of the vehicle are omitted for ease of illustration.
[0027] The wheel alignment system includes a pair of passive heads 21 and 23 mounted
on respective wheels 22 and 24 of the vehicle, which are front steering wheels in this first
example. The active sensing heads 25 and 27 are adapted for mounting in association with
other respective wheels 26 and 28 of the vehicle, in this case the rear wheels. Each active
sensing head includes an image sensor 29' or 31 for producing image data, which is expected to
include an image of a passive target when the various heads are mounted to the respective
wheels of the vehicle 20. In this first example, the image sensors 29 and 31 in the active
sensing heads 25 and 27 are two diménsional (2D) imaging devices, e.g. cameras.

[0028] The heads 21 and 23 are passive in that they include targets but do not include
any sensing elements. Each of the passive heads 21 and 23 includes a target of a type that may
be observed by one of the image sensors 29 or 31 in the active heads 25 and 27. A targetona
passive head 21 or 23, for image sensing by a sensor on another head, may be active or passive.
An active target, such as a light emitting diode (LED), is a source driven by power to emit

energy (e.g. IR or visible light) that may be detected by a sensor. A passive target is an element
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that is not driven by power and does not emit energy for detection by a sensor. Assuming an
image sensor in head 25 or 27, a passive target would be an object that reflects (or does not
reflect) light or other energy in a manner detectable by the respective image sensor. In the
example, aithough the targets could comprise one or more light emitting elements, the targets
comprise light and dark regions that can be detected when illuminated by other sources and
imaged by cameras or the like in the active sensing heads 25 and 27.

[0029] A first example of a target that can be used on either of the passive wheel heads
21 is illustrated in FIG. 1A. In this first example, the target is rectangular. A second example
ofa tafget that can be used on either of the passive wheel heads 21 is illustrated in FIG. 1B. In
this second example, the target is circular. In each case, the target consists of a flat plate with a
pattern of differently sized circles marked on or mounted on the surface of the plate in a pre-
determined format and patter. Although specific patterns are shown FIGS. 1A and- 1B, it will
be evident that a large number of different patterns can be used on each target. For example,
larger or smaller number of dots may be included and other sizes and shapes can be used for the
dots. As another example, multifaceted plates or objects can also be used for the targets. Many
examples utilize a number of retro-reflective elements arranged to form each target. For further
information, attention is directed to US patent no. 5,724,743 to Jackson.

[0030] The system also includes a spatial relationship sensor associated with at least
one of the active sensing heads 25 or 27. The spatial relationship sensor enables measurement
of the spatial relationship between the active sensing heads 25 and 27 when the active sensing
heads are mounted on wheels of the vehicle. In general, spatial relationship sensors may
measure relative position and/or orientation, depending on the iype of sensor used. A
positional measurement refers to the relative position of the measured item from the
perspective or in the coordinate system of the measuring device. Measurement of position
generally uses a standard coordinate system such as Cartesian coordinates or polar coordinates.
Orientation may be derived from a three-dimensional position measurement, or orientation may
be measured independently of position. Orientation relates to the rotational position of the
measured device with respect to the measuring device expressed in a standard coordinate
system. Orientation is generally expressed in rotational angles in three .orthogonal reference

planes.
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[0031] It will be readily apparent to someone skilled in the art that the wheel alignment
systems discussed herein may be implemented with various different types of spatial
relationship sensors. In this first example, the system uses two conventional (1D) angle sensors
33 and 35 to measure the relative angles of the active sensing heads 25 and 27, in the toe plane.
[0032) The active heads 25 and 27 also contain gravity sensors or the like to measure
tilt, typically camber and pitch, of the head. In this first example, the head 25 includes one or
more tilt sensors 37; and the head 27 includes one or more tilt sensors 39.

[0033] As shown in a more detailed example later (regarding FIG. 2), the system also
includes a computer. The computer processes image data relating to observation of the targets
and tilt data, from the active sensing heads. The computer alsb processes spatial relationship }
data from the at least one spatial relationship sensor. The data prdcessing enables computation
of at least one measurement of the vehicle. '

[0034] Measurement using image processing techniques is fundamentally different than
using conventional angle measurement technology in a wheel alignment system. Although
basic image processing techniques are known to those skilled in the art, a brief description is
presented for clarity. The image of a body varies according to the perspective from which such
body is viewed and the variation in the image is directly related to and determinable from the
perspective angle of the view path along which the body is viewed. Furthermore it 1s known
that it is possible to determine the perspective angles at which an object is viewed merely by
relating the perspective image of that object with a true non-perspective image thereof.
Conversely put, it is possible to determine the angles at which an object is orientated to a view
path (or a plane perpendicular thereto) by comparing a perspective image of an object with a
non-perspective image thereof.

{0035] In practice, a mathematical representation, or data corresponding to a true image
(i.e. an image taken by viewing the target perpendicularly to its primary plane) and the
. dimensions of the target are preprogrammed into the memory of the computer so that, during
the alignment process, the computer has a reference image to which the viewed perspective
images of the targets can be compared.

[0036] The way that the computer calculates the orientation of the target is to identify

certain geometric characteristics on the target, take perspective measurements of these and
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compare these measurements with the true image previously preprogrammed into the memory
of the computer.

{0037] Furthermore, as the true dimensions of the target are preprogrammed into the
memory of the computer, the method and apparatus of this invention can be used to determine
the exact position of the wheels in three-dimensional space. This can be done by firstly
determining the perspective image of certain of the elements of the pattern on the target (for
example, the distances between circles) and comparing the dimensions of this image to the true
dimensions of those elements. This will yield the distance that the element and, accordingly,
the target is from the image sensor.

[0038] For the wheel alignment system discussed herein, the ima};c sensor in the active
head views a target attached to a wheel and produces image data which describes a perspective
image of the target. The computer correlates the perspective image data for the targets with the
true shape -of the target. In so doing, the computer relates the dimensions of certain known
geometric elements of the target with the dimensions of corresponding elements in the
perspective image and by performing certain trigonometric calculations (or by any other
suitable mathematical or numerical methods), calculates the alignment of the wheel of the
vehicle. The computer can also calculate the three-dimensional position and orientation of the
axis of rotation of the wheel (wheel axis) associated with the passive target.

[0039] For additional information regarding measurement based on processing of
images of targets, attention again is directed to US patent no. 5,724,743 to Jackson.

[0040] FIG. 2 depicts a more comprehensive example of a low cost hybrid wheel
alignment system 50 as well as four wheels 41, 43, 45 and 47 of a vehicle (otherwisé not
shown, for simplicity). The system 50 includes four heads 51, 53, 55 and 57 for mounting on
or otherwise in association with the wheels 41, 43, 45 and 47 as shown stylistically in the
drawing. A variety of different types of mounting devices may be used. In this example, the
passive heads 51 and 53 are mounted on the front wheels 41 and 43, and the front heads 51 and
53 use retro-reflective targets. When mounted on the wheels as shown, the retro-reflective
targets face rearward, so asl to be observable by the image sensors in the respective active
sensing heads. The retro-reflective targets may be similar to those used in three-dimensional
(3D) machine vision alignment systems. The heads 55 and 57 mounted on the rear wheels 45

and 47 are active sensing heads, in that they include image sensing elements. In this example,



WO 2008/039289 PCT/US2007/019171
the heads 55 and 57 further include tilt and spatial relationship sensing elements, as discussed
below, for obtaining information for processing by a host computer system 100 of the wheel
alignment system 50.

[0041] An imaging sensor, similar to the V3D camera, is positioned in each of rear
heads. The optical axis of each such camera faces forward along the track of the vehicle, in
order to measure the poéition and orientation of the targets attached to the front wheels. The
cameras need not be directly on the track of the vehicle wheels, that is to say on the roll line of
the wheels. The cameras need only to face alongside the wheel track sufficiently to view and
capture lmages of the targets on the passive heads 51, 53 assocxated with the front wheels. In
the example, the active sensing head 55 includes an image sensing module or the like
containing an image sensor in the form of a camera 61 facing forward along the track of the left
wheels. When so mounted, the field of view of the camera 61 includes the target portion of the
passive head 51 mounted on the left front wheel 41. Similarly, the active sensing head 57
includes an image sensing module or the like containing an image sensor in the form of a
camera 63 facing forward along the track of the right wheels. When so mounted, the ﬁéld of
.view of the camera 63 includes the target portion of the passive head 53 mounted on the right
front wheel 43.

[0042] One or more sensors are attached to the rear heads 55, 57 and positioned to
measure a spatial relationship between the two active sensing heads. A variety of available
sensing technologies may be used, and two examples are discussed, later. In the example
illustrated in FIG. 2, the active sensing head 55 includes a sensor 65; and the active sensing
head 57 includes a sensor 67. The sensors 65 and 67 in this application are used for sensing the
relative angular relationship between the active sensing heads 55 and 57, whereas the image
signals from the cameras 61 and 64 are processed to compute regular front wheel alignment
parameters, such as camber and toe.

[0043] . Each rear head 55 or 57 also incorporates one or more inclinometers, which are
used as tilt sensors to measure the relative camber and pitch angles of each rear head to gravity.
These inclinometers, for example, may comprise MEMS type devices designed to be integral to
the track camera printed circuit board.

[0044] FIG. 3 is a side view of some of the wheel mounted components of the system.

This left side view shows the left front head S1, with its passive target, attached to the left front
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wheel 41. The side view also shows the left rear active sensing head 53, attached to the left
rear wheel 45. FIG. 3 also provides an enlarged detail view, partially in cross section, of
elements of the active sensing head 55. '

[0045] As shown, the head 55 comprises a housing 71. Hardware for mounting the
housing to the wheel is omitted for clarity. The housing 71 contains the forward facing track
camera 61. In this example, the spatial relationship sensor 65 uses a beam angle detection
technology, discussed later with regard to Fig. 6, although other types of sensors may be used.
The housing also contains a keypad 74 for user activation of the head 55 and a printed circuit
board 75 containing the data processing electronics for processing the data from the camera(s)
and other sensors and communications with the host computer. For purpose of forming the
sensing head of a hybrid system, the board 75 also supports a pitch tilt sensor 77 and a camber
tilt sensor 79. Although shown separately, the two tilt sensors 77, 79 may be elements of a
single inclinometer module. The sensors 77, 79 communicate inclination réadings to a
processor on the board 75, for transmission with the camera data to the host computer system
100.

[0046] FIGS. 4 and 5 are somewhat stylized illustrations of the active sensing head 53,
in side and rear views, which illustrate the relationship of the axes measured by the tilt sensors
to the other elements. It is assumed for discussion here that the tilt sensors 77-79 are elements
of a single MEMS inclinometer. The inclinometer determines the gravity vector with respect to
the pitch plane (FIG. 4) and the gravity vector with respect to the camber plane (FIG. 5).
Similar measurements, of course, are taken for the other active sensing head 57 (FIG. 2). In
this way, each head’s orientation to gravity can be processed to relate each track facing
camera’s optical axis to gravity (FIGS. 4 and 5). In this way the relationship of each front
target to gravity can also be measured by processing of the image data and the gravity vector
data.

[0047) ~  FIG. 6 is a functional block diagram of the elements of one of the active sensing
heads, in this case the head 55, although the elements of the head 57 will be generally similar in
this first example.

[0048] As discussed above, the active sensing head 5SS includes an image sensing
module 81 or the like containing an image sensor in the form of the track camera 61 which in

use will face forward along the track of the left wheels to allow that camera to obtain images

10
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containing the target of the passive head 51 (see also FIG. 2). The track facing image sensor
module 81, illustrated in FIG. 6, includes an LED array 83, serving as an illuminator, to emit
light for desired illumination of the target on the head 51 mounted to the vehicle wheel 41 on
the same side of the vehicle. The camera 61 is a digital camera that senses the image for the
wheel alignment application. In operation, the camera 61 generates a value of each image pixel
based on analog intensity of the sensed light at the point in the image corresponding to the
pixel. The value is digitized and read out to circuitry on the main printed circuit board 75. The
value may be digitized either on or off of the camera sensor chip.

[0049] In this implementation, the spatial relationship sensor module 65 comprises an
IR LED 85, an aperture 86 and a linear image sensor 87 such as a charge-coupled device
(CCD) or CMOS unit. The IR LED 85 projects a beam of light toward a similar toe sensor
module in the opposite head 57. In a similar manner, the opposite head 57 includes an IR LED
that projects a beam of light toward head 55.

[0050] The IR light/radiation from the IR LED of the opposing head 57 is sensed by the
linear image sensor 87, via the aperture 86. The precise point on the sensor 87 at which the IR
light from the other head is detected indica'tes the relative angle of incidence of the light from
the opposite head at the sensor 87 in the head 55. In a similar fashion, the' IR light/radiation
from the IR LED 85 of the head 55 is sensed by the linear image sensor, via the aperture in the
opposite head 57; the precise point on the opposite linear image sensor at which the IR light
from the LED 85 is detected indicates the relative angle of incidence of the light from the head
55 at the linear sensor in head 57. Processing of the angle detection data from the two linear
Sensors en_ables determination of the angular relationship between the optical camera axes of
the cameras 61 and 63 in the two active sensing heads. _
[0051) The circuit board 75 includes a digital signal processor (DSP) or other image
processor type circuit and an associated data/program memory 91. In operation, each camera
61, 63 supplies digital image data to the image processing circuitry 89. As shown, the active
sensing head 55 also includes the camber tilt sensor 79 and the pitch tilt sensor 77. These
inclinometer elements supply the gravity angle measurements (see discussion of FIGS. 4 and 5)
to the proceésor 89. The image processing circuitry 89 performs one or more operations on the
. data and supplies the data to a communications interface 93, for transmission to the host

computer system 100.

11
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[0052] The image processing operations of the circuit 89 may involve formatting
various data for communication. Alternatively, the processor 89 may implement some degree
of pre-processing before transmission to the host computer system 100. With regard to the
image data, image pre-processing may include gradient computation, background subtraction
and/or run-length encoding or other data compression (see e.g. U.S. Patent No. 6,871,409 by
Robb et al.). The processor 89 may also process the image data to some degree in response to
the tilt data from the tilt sensors 77, 79 and/or the spatial relationship measurement data.
Alternatively, the tilt and cross position data may simply be forwarded to the host computer for
use in further processing of the image data.

[0053] The processor 89 in one of the active heads may be configured to receive data
from the other head and perform wheel alignment parameter computations, internally, and then
send only‘the ‘}ehicle measurement results to the host computer system 100. Moreover,
processor 89 in one of the active heads may be configured to calculate all alignment values and
also generate the user interface. In this case the active licad may act as a web server to serve
web pages that implement the user interface for the wheel alignment system, and the host
computer may consist of any general purpose computer with a web browser and no wheel
alignment specific software. However, to minimize cost, the major portion of the data
processing may be performed at the host, in which case the processing by (and thus complexity
of) the DSP/processing circuit 89 may be kept to a minimum.

[0054] | The processor 89 or another controller (not separately shown) on the board 75
also provides control over operations of the active sensing head 55. For example, the control
element (processor 89 or other controller) will control the timing and intensity of emissions by
the LED array 83 and the IR LED 85 as well as the timing and possibly other operational
parameters of the camera 81 and the linear image sensor 87. The active sensing head 55 also
includes a keypad 74 for user activation of the head 55, and the processor 89 or other controller
will sense and respond to inputs via the keypad 74.

{0055]) The computer communication interface 93 provides two-way data
communications for the components of the active sensing head 55 with the host computer 100
(FIG. 2) and in some configurations between the active heads. The communications interface
93 conforms to an appropriate data protocol standard and provides a coupling to a desired

physical media, to enable data communication to and from the host computer 100 at desired

12
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speeds and in a manner desired for the particular installation. For example, the host
communications interface may be a USB interface with a USB connector for cable connection
to a matching interface in the host computer 100. Those skilled in the art will recognize that
other data communications interfaces may be used in wheel alignment systems, such as
Ethernet, RS-232, RS-422, RS-485, WIFI or wireless Ethemnet, Zigbee, Bluetooth, UWB
(Ultra-Wideband), IrDA, or any other suitable narrowband or broadband data communication
technology.

[0056] Electronic circuits on board 75 as well as elements of image sensing module 81
and spatial relationship sensor module 85 receive power from a supply 94. Any conventional
supply of an adequate level of voltage and current may be used. If system 50 uses cables, the
supply may run from a conventional AC power grid or receive power over USB or Ethernet
cabling. If heads 55 and 57 are wireless, the power supply may utilize battery power, either
from rechargeable or disposable batteries. Alternatively, power storage media for wireless
heads may consists of super-capacitors.

[0057] Returning to FIG. 2, host computer system 100 processes data from the active
sensing heads 55, 57 and provides the user interface for the system 50. As noted above, data
processing could be done in a DSP or the like in one or more of the active sensing heads 55, 57.
However, to minimize the cost of the heads 55 and 57, main processing power may be provided
by the host computer system 100 or similar data processing equipment. In the example, the
system 100 may be implemented by a desktop type personal computer (PC) or other computer
device such as a notebook computer, UMPC (ultra mobile PC), or similar device. A client
server arrangement also could be used, in which case the server would perform thé host
processing and one of the active heads or another user device would act as a client to provide
the user interface. Although those skilled in advanced wheel alignment technologies will be
familiar with the components, programming and operation of various suitable computer
systems, it may help to provide a brief example.

[0058] Computer system 100 includes a central processing unit (CPU) 101 and
associated elements for providing a user interface. The CPU section 101 includes a bus 102 or
other communication mechanism for communicating information, and a processor 104 coupled
with the bus 102 for processing information. Computer system 100 also includes a main

memory 106, such as a random access memory (RAM) or other dynamic storage device,

13



WO 2008/039289 PCT/US2007/019171

coupled to bus 102 for storing information and instructions to be executed by processor 104.
Main memory 106 also may be used for storing temporary variables or other intermediate
information during execution of instructions by processor 104. Computer system 100 further
includes a read only memory (ROM) 108 or other static storage device coupled to bus 102 for
storing static information and instructions for processor 104. A storage device ;l 0, such as a
magnetic disk or optical disk, is provided and coupled to bus 102 for stqring information and
instructions. Although only one is shown, many computer systems include two or more storage
devices 110. ,

[0059] The illustrated embodiment of the computer system 100 also provides a local
user interface, for example, so that the system appears as a personal computer or workstation as
might be used in a wheel alignment bay or an auto service shop. The computer system 100
may be coupled via bus 102 to a display 112, such as a cathode ray tube (CRT) or flat panel
display, for displaying information to a computer user. An input device 114, including
alphanumeric and other keys, is coupled to bus 102 for communicating inforination and
command selections to processor 104. Another type of user input device is-cursor control 116,
such as a mouse, a trackball, or cursor direction keys for communicating direction information
and command selections to processor 104, which the CPU 101 in tum uses for controlling
cursor movement on display 112. The cursor input device 116 typically has two degrees of
freedom in two axes, a first axis (e.g., X) and a second axis (e.g., ), that allows the device to
specify positions in a plane. The couplings between the user interface elements 112-116 and
the CPU 101 may be wired or may use optical or radio frequency wireless communication
technologies. '

[0060] The CPU 101 also includes one or more input/output interfaces for
communicétions, shown by way of example as an interface 118 for two-way data
communications with the active sensing heads 55 and 57. For purpose of the wheel alignment
application, the interface 118 enables the CPU to receive image data, spatial relationship
measurement data and tilt data from the active sensing heads 55 and 57. Typically the interface
118 also allows the host computer system 100 to send operational commands and possibly
software downloads to the active sensing heads 55 and 57. For example, the communications
interface 118 may be a USB interface with a USB connector for cable connection to matching

interfaces 93 in the active sensing heads 55, 57. Those skilled in the art will recognize that
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other data communications interfaces may be used in wheel alignment systems such as
Ethernet, RS-232, RS-422, RS-485, WIFI or wireless Ethernet, Zigbee, Bluetooth, UWB. IrDA
or any other suitable narrowband or broadband data communication technology.

[0061] Although not shown another communication interface may provide
communication via a network, if desired. Such an additional interface may be a modem, an
Ethernet card or any other appropriate data communications device. The'physical links to and
from the additional communication interface(s) may be optical, wired, or wireless.

[0062] Although the computer 100 may serve other purposes in the shop, the alignment
system 50 uses the computer system 100 for processing data from the heads 55, 57 to derive
desired alignment measurements from the data provided by the heads, and to provide the user
interfacé for the system 50. The computer system 100 typically runs a variety of applications
programs and stores data, enabling one or more interactions via the user interface, provided
through elements such as 112-116 to implement the desired processing. For wheel alignment
applications, the programming will include appropriate code to process the data received from
the particular implementation of the heads 55, 57, including computations to derive desired
vehicle wheel alignment measurement parameters from the various data from the heads 55 and
57. The host computer 100 will typically run a general purpose operating system and an
application or shell specifically adapted to perform the alignment related data processing and
provide the user interface for input and output of desired information for alignment
measurements and related services. Since it is a general purpose system, the system 100 may
run any one or more of a widé range of other desirable application programs.

{0063] The components contained in the computer system 100 are those typically found
in general purpose computer systems used as servers, workstations, personal computers,
network terminals, and the like. In fact, these components are intended to represent a broad
category of such computer components that are well known in the art.

[0064] At various times, the relevant programming for the wheel alignment application
may reside on one or more of several different media. For example, some or all of the
programming may be stored on a hard disk or other type of storage device 110 and loaded into
the Main Merhory 106 in the CPU 101 for execution by the processor 104. The programming
also may reside on or be transported by other media for uploading into the system 100, to

essentially install and/or upgrade the programming thereof. Hence, at different times all or
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portions of the executable code or data for any or all of the software elements may reside in
physical media or be carried by electromagnetic media or be transported via a variety of
different media to program the particular system and/or the electronics of the active sensing
heads 55, 57. As used herein, terms such as computer or machine “readable medium” therefore
refer to any medium that participates in providing instructions to a processor for execution.
Such a medium may take many forms, including but not limited to, non-volatile media, volatile
media, and transmission media (e.g. wires, fibers or the like) as well as signals of various types
that may carry data or instructions between systems or between system components. ‘
[0065]  Runout compensation for the heads could be performed as with traditional
conventional alignment heads by elevating the rear wheels and using the camber sensors to
measure the runout vector then elevating the front wheels and using cameras to image the
targets as they rotate about the front wheel’s axis. An alternate method would be to avoid
elevating the wheels by rolling the vehicle along the lift and perfoming the runout
measurements on the heads with the inclinometers as the track cameras image the front targets
as well as fixed targets on the lift, vehicle or other stationary object in order to establish the
fixed coordinate system. |

[0066] As noted, the rear heads 55, 57 incorporate inclinometer type tilt sensors to
measure the relative camber and pitch angles of each rear head to gravity. Once runout is taken
and the inclinometer angle values are measured, each head’s orientation to gravity could be
processed to relate each track facing camera’s optical axis to gravity. Using the relationship of
the track facing camera to gravity and the measured relationship of the front target to the track
facing camera, the relationship of the front target to gravity can be calculated. A spatial
relationship is measured by the sensors 65 and 67, to determine the spatial relationship between
the track cameras 61 and 63.

[0067] | Frbnt toe, caster, and SAI would be measured using techniques similar to those
embodied in an imaging aligner; such as the V3D aligner. The rear thrust angle, each rear
individual toe, and the horizontal angular relationship of the track cameras to each other, would
be derived from the measurements obtained by the rear spatial relationship sensors. The
inclinometers would relate each track camera to each other through the common gravity vector

references. With the track cameras effectively related to each other along the axis of the rear
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thrust line, each front target’s location and orientation can be determined in a coordinate system
that is directly related to the thrust angle and to gravity.

[0068] Calibration may be performed by mounting each rear .head on a straight
calibration bar in much the same way that the current conventional heads are calibrated. The
bar is first rotated to compensaté for runout. The zero offset of the rear spatial relationship
sensors can then be set and by leveling the calibration bar, each camber sensor zero offset can
be set. The pitch zero offset is set by leveling the head with a precision level bubble and
recording‘the pitch inclinometer value. Enhanced camera calibration may be achieved by
adding another calibration bar adapted to mount the front targets in view of the track cameras
(see e.g. U.S. Patent Application Publication No. 2004/0244463 by James Dale, Jr.). After the
initial calibration above is performed, the track cameras measure the orientation of the fronf
targets as the targets and bar are rotated about the axis of the front calibration bar. The
relationship of one camera to the other may be calculated and thus the relationship of each
camera to the rear spatial relationship checked or calibrated. By leveling the front target
calibration bar, the fixed relationship of each track camera to the local inclinometers may also
be checked. This redundant check could possibly constitute an ISO check for customers that
require measurement accuracy traéeability.

[OO6§] In addition, small targets may be affixed to each front turntable allowing for an
additional measurement or cross check of turn angle. |

[0070] The V3D ride height pointer may élso be used to measure front body points for
ride height or other body index purposes. '

It will be readily apparent to someone skilled in the art that the wheel alignment
systems discussed hérein may be implemented with various different types of spatial
relationship sensors. An image sensor is one type of spatial relationship sensor. An image
sensor may consist of a camera with a two dimensional array of sensing elements that produces
data representative of an image expected to contain a target within the field of view of the
sensor. The data from the image sensor can be processed to determine position and orientation
information related to the viewed target and thus the head, wheel or other object with which the
target is associated. An example of a prior art image sensor is the camera used in the
Visualiner 3D commercially available from John Bean Company, Conway, AR, a division of

Snap-on Incorporated. An angle sensor is another type of applicable spatial relationship sensor.
An angle sensor produces data representing the angle from the sensor relative to a point.
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Various types of angle sensors are generally known. One example of an angle sensor is the
linear CCD sensor as used in the Visualiner available from John Bean Company.
[0071] Hence, it may be helpful now to consider an example in which the aperture and

linear image sensor style spatial relationship sensing arrangement described above relative to
FIGS. 3 and 6 is replaced by an imaging type camera similar to the track camera. FIGS. 7t09
are views/diagrams similar to those of FIGS. 1, 3 and 6, except that the illustrations of this
second implementation show such an alternate technology using an target and image sensor for
the spatial relationship sensing function. Wheels and elements similar to those of the
implementation of FIGS. 1, 3 and 6 are similarly numbered and are constructed and operate in
essentially the same fashion as discussed above. This example uses passive two-dimensional
targets 51 and 53 on the front wheels 41 and 43; and it uses active heads 55’ and 57’ on the rear
wheels for the measurements alongside the vehicle tracks, much as in the example of FIG. 1.
The rear active sensing heads use cameras 61, 63 or similar 2D image sensors to obtain images
of the targets on the front heads 51, 53 and determine the relative positions and orientations of
the targets with respect to the activé heads, as discussed in detail above relative to FIG. 2.
However, the spatial relationship of the two active heads 55°, 57’ is determined by at least one
2D image sensor 97, which obtains images of a 2D target 67° mounted on the opposite active
head. In this example, the active head 57° has an associated target 67 similar to one of the
targets on head 51 and 53, but the head 57’ does not include a sensor for the spatial relationship
measurement function. The active sensing head 55° uses an image processing type approach to
the spatial relatfonship measurement across the rear of the vehicle based on imaging the target
67°. The image sensor 97 typically would be similar to the cameras or the like used as 2D
image sensors in the example of FIG. 2.

[0072] As shown in more detail in FIGS. 8 and 9, the spatial relationship sensor 95 uses
an image sensing module similar to the track facing image sensor module 81. The spatial
relationship image sensing module 95 includes a digital camera 97 and an LED array 99. The
LED array 99 serves as an illuminator. For the spatial relationship sensing application, the
LED array 99 produces infrared (IR) illumination. The other rear head 57’ includes an IR
sensitive retro-reflective target 67° (FIG. 7) to be illuminated by the LED array 99, which in
turn is sensed by the camera 97.

. {0073] The spatial relationship camera 97 images the target 67’ positioned on the

companion head (across the rear of the vehicle) in place of the other spatial relationship sensor.
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Both cameras 61 and 97 could share a common processing board in the one head while the
other head may simply use a single camera (for track) and a target (for cross). Processing of
the target image obtained by camera 97 can combute the angular spatial relationship between
the rear heads, in much the same way as the images from the active head cameras were
processed to determine relative angle and/or position of the wheel mounted targets in the
examples of FIGS. 1 and 2. Rather than measuring a spatial relationship angle as in the
previous example, the image sensing module and associated image processing measures the 3D
spatial relationship of the target on the opposite active head. For ‘additional information
regarding measurement based on processing of images of targets, attention again is directed to
US patent no. 5,724,743 to Jackson.

[0074] In the system of FIGS. 7 to 9, at least one active head contains gravity sensors to
measure camber and pitch of the head. Since the imaging of the target mounted on the opposite
active head allows the system to obtain a three-dimensional (3D) spatial relationship
measurement between the two active heads, only one active head is required to have gravity
sensors. Otherwise, the structure; operation and computations are generally similar to those of
the earlier examples.

[0075] In the examples discussed above, the active heads have been associated with the
rear wheels, and the targets have been associated with the front wheels of the vehicle.
However, those skilled in the art will understand that there are many variations of the basic
configurations discussed above. Also, there are a variety of different combinations of imaging
sensors.with other sensors for determining the spatial relationship that may be used. Several
are described and shown below. '

[0076] FIG. 10, for example, shows an arrangement similar to that of FIG. 1 in which
the active heads and the target heads are reversed. The wheel alignment system of FIG. 10
includes a pair of passive heads 221 and 223 mounted on respective wheels 222 and 224 of the
vehicle 220, which are rear wheels in this example. The active sensing heads 225 and 227 are
adapted f;)r mounting in association with the respective front wheels 226 and 228 of the vehicle
220. Again, each active sensing head includes an image sensor 229 or 231 for producing image
data, which is expected to include an image of a passive target when the various heads are

mounted to the respective wheels of the vehicle. In this example, the image sensors 229 ‘and
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231 in the active sensing heads 225 and 227 are two dimensional (2D) imaging devices, €.g.
cameras similar to the track cameras in the earlier examples.
[0077] The heads 221 and 223 are passive in that they include targets of a type that may
be observed by one of the image sensors in the active heads 225 and 227, but they do not
include any sensing elements. Typically, the targets comprise light and dark regions that can
be detected when illuminated by other sources and imaged by cameras or the like in the active
sensing heads 225 and 227. ‘
[0078] As in the earlier examples, the system also includes a spatial relationship sensor
associated with at least one of the active sensing heads 225 or 227. The spatial relationship
sensor enables measurement of the spatial relationship between the active sensing heads 225
and 227 when the active sensing heads are mounted on wheels of the vehicle. In this example,
the system uses two conventionél (1D) angle sensors 333 and 335 to measure the relative
angles of the active sensing heads 225 and 227, in the toe plane. The active heads 225 and 227
also contain gravity sensors or the like to measure tilt, typically camber and pitch, of the head.
Hence, the head 225 includes one or more tilt sensors 337; and the head 227 includes one or
more tilt sensor 339.
[0079] AS shown in the earlier examples (e.g. FIG. 2), the system also includes a
computer. The computer processes image data relating to observation of the targets and tilt
data, from the active sensing heads. The computer also processes spatial relationship data from
the at least one spatial relationship sensor. The data processing enables computation of at least
one measurement of the vehicle.
[0080] As noted, this example is essentially a front-to-rear reversal of the target/active
sensing head positions from that of the example of FIG. 1. Although not all variants are shown,
those skilled in the art will understand that similar types of front-to-rear variants and/or left-to-
right variants can also ‘be implemented for every other alternative arrangement discussed
herein.
(0081] FIG. 11 illustrates another alternative arrangement. In this example, two active
sensing heads are mounted on one side of the vehicle, and two passive sensors are mounted on
the opposite side of the vehicle. As shown, the mounting of the targets on the passive heads
provides an extension out away from the wheels, somewhat, so as to allow the image sensors in

the active heads to see and image the targets. Each active head contains an image sensor that
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obtains images of a target attached to the corresponding wheel on the opposite side of the
vehicle. As in the earlier examples, each active head contains gravity sensors to measure
camber and pitch of the head. Here, the ‘spatial relationships of the two active heads are
determined by two conventional angle sensors measuring the toe plane angles between the two
heads. Since the structure, operation and computations are generally similar to those of the
cearlier examples, those skilled in the art should understand the example of FIG. 11 without a
more detailed discussion here.
[0082] FIG. 12 illustrates another altemnative arrangement. In this example, two active
sensors are mounted on one side of the vehicle, and two passive sensors are mounted on the
other side of the vehicle. Each active head contains image sensors that obtain images of targets
- attached to the corresponding wheel on the opposite side of the vehicle. Hefe, the spatial
relationships of the two active heads are determined by one or more image sensors that obtain
images of a target mounted on the opposite active head. In the example, the front active head
includes a target, and the rear active head includes a 2D imaging sensor for obtaining images of
that target, in a manner analogous to the 3D spatial relationship measurement in the example of
FIGS. 710 9. Atleast one active head contains gravity sensors to measure camber and pitch of
the head. Since this system obtains a 3D position and orientation measurement between the
two active heads, only one active heads is required to have gravity sensors. Again, since the
structure, operation and computations are generally similar to those of earlier examples, those
skilled in the art should understand the example of FIG. 12 without a more detailed discussion
here. _
[0083) FIG. 13 is yet another alternative arrangement. This example uses a first active
sensing head containing a single 2D image sensor for obtaining images of a passive target on a
first passive head mounted on the other wheel on the same side of the vehicle. The first passive
head is mounted to a wheel on the same side of the vehicle as the first active head. In the
specific example shown in the drawing, the first active head is mounted on the left rear wheel,
and the first passive head is mounted on the left front wheel. One target on the first passive
head is available for imaging by the 2D image sensor associated with the left rear wheel, that is
to say, along the vehicle track on that side of the vehicle.
[0084] However, the first passive head also contains a second passive target in a known

relative position with respect to its first passive target. The second passive target is extended in
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front of the wheel so that it can be viewed by a corresponding 2D image sensor on the opposite
side of the vehicle, for imaging in a spatial relationship measurement. Hence, the second active
head is mounted across from the first passive head, that is to say on the right front wheel in the
illustrated arrangement. The second active head contains two 2D image sensors. One of these
sensors obtains images of the target mounted on the first passive head, attached to the opposite
(left front) wheel for the spatial relationship measurement. The other 2D image sensor in the
second active head obtains images of the target mounted on a second passive head, which is
mounted on the same side of the vehicle, that is to say, on the right rear wheel in this example.
The second passive head contains a single target, and that head is mounted across from the first
active head. | |
[0085] “In the arrangement of FIG. 13, at least one of the active heads contains gravity
sensors to measure camber and pitch of the head. Since the system obtains a 3D position and
orientation measurement between the two active heads, only one active heads is required to
have gravity sensors. In general, the details of implementation and operation of the system of
FIG. 13 should be apparent from this summary discussion and the earlier detailed disclosure of
the examples of FIGS. 1-9.
[0086] The example illustrated in FIG. 14 is generally, similar to the example of FIG.
13, except that in the system of FIG. 14, the first active head also contains a ‘second image
sensor. The second image sensor in that head obtains an Aimage of a'second target attached to
the second passive head. This configuration has an advantage over the arrangement of FIG. 13
in that it only requires twb unique head hardware configurations rather that four. Both active
heads are the same, and both passive heads are the same. Eaéﬁ of the active ﬁeads would be
_similar to the head 55° shown in FIGS. 8 and 9. One active head should be identified as a front
head and the other as a rear head. This can gene}ally be done with firmware in the embedded
processors. ‘
[0087] A second advantage of this configuration (FIG. 14) is that the second spatial
relationship measurement is redundant information that is 'not required to calculate wheel
alignment. This redundant information can be used as a calibration check on the system. If
both active heads contains gravity sensors, both camber and toe can be validated. If only one

active head contains gravity sensors, only the toe calibration can be validated.
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[0088] In the example shown in FIG. 15, the system uses passive heads with targets that
are mounted on each of the front wheels, essentially as in the examples of FIGS. 1-9. Active
heads, shown on the rear wheels, contain 2D image sensors. A reference bar with a target on -
each end is placed such that each active head can view one of the targets on the reference bar as
well as the target on the front wheél of the same side of the vehicle. The relative positions and
orientations of the two targets on the reference bar are known. The system can find the s.patial
relationship of the two active heads from the measured 3D positions and orientations of the two
reference targets by the active heads and the known relationship of the two reference targets.
This provides the spatial relationship information obtained by the spatial ‘relationship sensor —
target of the example of FIGS. 7 to 9. Since the reference targets are fixed in position they can
also be used as a reference for measurements during rolling runout. Those skilled in the art
should appreciate the detailed structure and operations of this example, from the drawing, this
description and the earlier discussion of other similar examples.

[0089] The example illustrated in FIG. 16 generally works just likg the example of FIG.
15, except there is only a single reference target. The viewing angle of the image sensors in the
active heads must be wide enough to be able to view both the passive head target on the same
side of the vehicle and the single reference target.

[0090] FIG. 17 illustrates yet another example of a hybrid wheel alignment system.
Here, the system uses passive heads with attached t;argets mounted on each front wheel. The
active heads are mounted on the rear wheels, as in several of the earlier examples. Each active
head contains a 2D image sensor to obtain images of the passive head target on the respective
side of the vehicle.

[0091] The image sensoré are extended forward from the center of the rear wheels so
that the sensors are located forward of the rear wheel tires, so as to provide a cross-vehicle line
of sight under the vehicle. One of the image sensors, in the example the sensor on the active
head mounted on the left rear wheel, contains a partial mirror that passes images from the
passive target or reflects images from a target mounted on the corresponding active head on the
other side of the vehicle. The operations of the mirror are shown in more detail in FIG. 18.
{0092} Light from the passive target on the passive head mounted on the same side of
the vehicle, that is to say, on the left front wheel in the illustrated arrangement, passes directly

through the half-silvered mirror to the 2D image sensor on the active sensing head mounted on
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the left rear wheel. Light from the passive target on the opposite active head, that is to say on
the active head mounted on the fight rear wheel in the illustrated arrangement, arrives at an
angle to the partially reflective side of the mirror and is reflected into the 2D image sensor on
the active sensing head mounted on the left rear wheel. The advantage of this system is that it
eliminates one image sensor by allowing one of the sensors to view two different targets.

[0093] While the foregoing has described what are considered to be the best mode
and/or other examples, it is understood that various modifications may be made therein and that
the subject matter disclosed herein may be implemented in various forms and examples, and
that the teachings may be applied in numerous applications, only some of which have been
described herein. It is intended by the following claims to claim any and all applications,

modifications and variations that fall within the true scope of the present teachings.
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What is Claimed Is:

1. Awheel alignment system, comprising:

a pair of passive heads, each comprising a target, for mounting in association with a
first pair of wheels of a vehicle that is to be measured by operation of the wheel alignment
system; _

a pair of active sensing heads for mounting in association with a second pair wheels of
the vehicle, each respective one of the active sensing heads comprising an image sensor for
producing image data including a representation of an image of one of the targets;

a spatial relationship sensor associated with at least one of the active sensing heads, for
measuring a relationship between the active sensing heads, when the active sensing heads are
mounted on wheels of the vehicle; and

a computer for processing image data relating to observation of the targets and

relationship data from the spatial relationship sensor, to compute at least one measurement of

the vehicle.

2. The wheel alignment system of claim 1, wherein the spatial relationship sensor
associated with at least one of the active sensing heads comprises two relative angle sensing

modules, one module being associated with each of the active sensing heads.

3. The wheel alignment system of claim 2, wherein each of the sensing modules
comprises:
_an emitter for emitting a beam of light;

an aperture; and .
an image sensor for sensing an angle of an incoming beam of light through the aperture.

4. The wheel alignment system of claim 1, wherein the spatial relationship sensor
associated with at least one of the active sensing heads comprises an illuminator and a camera

mounted on a first one of the active sensing heads.

25



WO 2008/039289 PCT/US2007/019171

5. The wheel alignment system of claim 1, wherein:

at least one of the active sensing heads further comprises at least one tilt sensor for
sensing a tilt angle of the one active sensing head when the one active sensing head is mounted
on a wheel of the vehicle; and

the computer is programmed for processing to compute at least one measurement of the

vehicle, in response to the sensed tilt angle.

6. The wheel alignment system of claim 5, wherein the at least one tilt sensor

comprises a pitch tilt sensor and a camber tilt sensor.

7. An active sensing head for use in a wheel alig'mxient system, comprising:

a housing for mounting on a wheel of a vehicle to be measured by operation of the
wheel alignment system;

an image sensor mounted to the housing for producing image data representing an
image taken of a target associated with another wheel of the vehicle;

at least one tilt sensor mounted to the housing for sensing a tilt angle of the active
sensing head, when the active sensing head is mounted on a wheel of the vehicle;

a spatial relationship sensor mounted to the housing for measuring a spatial relationship
of the active sensing head to another active head when the active sensing heads are mounted on
two wheels of the vehicle; and

a communication interface for transmitting data responsive to the image data, the sensed
tilt angle and the spatial relationship measured by the spatial relationship sensor, from the

active sensing head to a host computer of the wheel alignment system.

8. The.active sensing head of claim 7, further comprising a processor within the
housing for processing image data from the image sensor and supplying processed data to the

communication interface for transmission to a host computer.

9. The active sensing head of claim 7, wherein the spatial relationship sensor
comprises:

an emitter for emitting a beam of light;

an aperture; and

an image sensor for sensing an angle of an incoming beam of light through the aperture.
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10.  The active sensing head of claim 7, wherein the spatial relationship sensor
comprises a camera for capturing an image of a target associated with the other active sensing

head.

11.  The active sensing head of claim 7, wherein the at least one tilt sensor comprises

a pitch tilt sensor and a camber tilt sensor.

12.  Anactive sensing head for use in a wheel alignment system, comprising:

a housing for mounting on a first wheel of a vehicle to be measured by operation of the
wheel alighment system; »

an image sensor mounted to the housing for producing image data including a
representation of a two-dimensional image of a target associated with a second wheel of the
vehicle adjacent to the first wheel;

at least one tilt sensor mounted to the housing for sensing a tilt angle of the active
sensing head, when the active sensing head is mounted on a wheel of the vehicle;

means, mounted to the housing, for use in measuring a relationship of the active sensing
head to another head mounted on a wheel of the vehicle adjacent to the first wheel; and

a communication interface for transmitting data responsive to the image data and the
sensed relationship, from the active sensing head to a, host computer of the wheel alignment

system.

13.  The active sensing head of claim 12, wherein said means comprises an element
from the group consisting of a two-dimensional image sensor, a target and a linear sensor for

angle detection.

14. A method of taking at least one measurement of a vehicle, comprising:

capturing an image of a target associated with a first wheel of the vehicle, with an
image sensor in a first head mounted in association with a second wheel of the vehicle to
produce first image data;

capturing an image of a target associated with a third wheel of the vehicle, with an
image sensor in a second head mounted in association with a fourth wheel of the vehicle to
produce second image data;

measuring a spatial relationship between the first and second heads; and
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processing the first and second image data and the spatial relationship measurement, to

compute at least one measurement of the vehicle.

15. = The method of claim 14, wherein the measuring of spatial relationship between
the first and second heads comprises:
transmitting a light beam from the first head; and

detecting an angle of incidence of the light beam at the second head.

16.  The method of claim 15, wherein the measuring of spatial'relationship between

the first and second heads comprises:
transmitting another light beam from the second head; and

detecting an angle of incidence of said another light beam at the first head.

17.  The method of claim 14, wherein the measuring of spatial relationship between
the first and second heads comprises capturing an image of a target on the second head with an

image sensor in the first head.

18.  The method of claim 14, further comprising:
measuring a tilt angle of at least one of the first head and the second head;

wherein the processing to compute at least one measurement of the vehicle also

involves processing the tilt angle measurement.

19.  The method of claim 18, wherein the measuring of the tilt angle of at least one

head comprises:

measuring a gravity vector of the first head with respect to a camber plane; and

measuring a gravity vector of the first head with respect to a pitch plane.

20.  The method of claim 19, further comprising determining of the tilt angle of the

second head by steps comprising:

processing the measured gravity vector of the first head with respect to the camber

plane;
processing the measured gravity vector of the first head with respect to the pitch plane;

and
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processing the spatial relationship between the first and second heads to compute the
gravity vector of thé second head with respect to the camber plane and the gravity vector of the

second head with respect to the pitch plane.
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