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Network Topologies
Technical field of the Invention

The present invention relates to optimization of
hierarchical network topologies., The present invention is
applicable in particular to the optimization of the
configurations or topologies of access networks, especially
mobile access networks, in'communications systems.

Technical background and problem addressed by the present
invention

The optimization of the topology or configuration of
hierarchical networks, in particular access networks in
communications systems, is an extremely important issue in
the design and structuring of communications systems,
especially in the case of mobile access networks (for
example, GSM - Global System for Mobile Communications - or
UMTS - Universal Mobile Telecommunications System). Some
reasons why the optimization of the configuration of access
networks in particular is important are as follows:

~The typically smaller link capacities in an access
network are more sensitive to improper dimensioning
than the large backbone 1links in the fixed or
infrastructure part of the communications network.
Providing an appropriate configuration is therefore
crucial in order to obtain the required quality of
service.

. Access networks represent a major part of the overall
communicat}ons network structure, and of total network
cost, considering only the sheer size of such access

networks. Optimizing network configuration can
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therefore decrease overheads in terms of equipment,

and total network cost, significantly.

Design of a network topology or configuration, such as an
access network configuration, has in the past been effected
manually. However, factors such as those mentioned above
have provided motivation towards the use of optimization
algorithms in the design of networks, including access
networks. In addition to such factors, there are also
additional practical arguments which favour of the use of
algorithmic optimization in network design, in particular
access network design:-

. The size complexity of networks such as access
networks can be enormous (especially in case of mobile
access networks), making manual network configuration
or planning a difficult and time-consuming task.

. The quality of solutions (i.e. network configurations)
obtained by algorithmic optimization can be superior
to that of solutions arrived at by manual planning.

° Manual network planning requires special expertise; on
the other hand, a network planning tool with
optimization algorithms can be efficiently operated by

less experienced personnel.

] Reqﬁirements for quick deployment of access networks
allow only very short time periods for network
planning work. Algorithmic optimization can help speed
up the design process.considerably.

. Quick algorithmic optimization allows the evaluation
and comparison of various possible deployment
strategies; typically this is impossible or scarcely
possible in case of manual network planning within the
available (very short) timeframes.
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However, the use of algorithmic optimization of network
topologies, for example access network topologies, is also
subject to difficulties. The problem posed by algorithmic
optimization is computationally intractable (i.e. NP-hard
-see literature reference [11] identified in the list of
literature references at the end of this description). Thisg
means that it cannot be expected that a globally optimal
network configuration or topology can be found, as this
would take billions of years of computational time.

Various approaches which have been used in efforts to
reduce the intractability of the problem, but nonetheless
to provide procedures acceptable for use in optimization of
network topologies or configurations, have proved to be
unsuitable in practice. These approaches are in general
either not suitable for handling networks of great size
complexity, such as is the case in practice for access
networks, or are restricted in their uge in such a manner
that they can deal only with special cases which do not
correspond to situations which arise in practice.

Summary
Solution provided by the present invention

The present invention provides a method for optimization of
the configuration of a hierarchical network comprising a
plurality of hierarchy levels each comprising nodes each of
which receives aggregated traffic from a cluster of nodes
of the hierarchy level below. An initial arrangement of
nodes is generated and then.'éﬁeps are carried out to
identify optimized numbers and optimized dispositions for
nodes of levels of the hierarchy other than the lowest
level. In the optimization of the nodes of a first level
considered, the nodes of all other levels are maintained
unaltered. Optimized numbexrs and optimized dispositions for
nodes of a second, adjacent level considered are then



WO 02/35871 PCT/EP01/11385

10

15

20

25

30

35

4

identified on the basis of the optimized nodes of the first
level considered. Thereafter, optimized new clusters are
identified for the nodes of the lower of the first and
second levels. These gteps may be iterated a desired number
of times for the adjacent lévels. The steps may then
proceed to optimization of further levels of the hierarchy
as required, proceeding upwards through the levels, or
downwards, or proceeding through the levels in an arbitrary
order.

Expressed simply, it can be said that the method of the
present invention involves 'identifying an optimized number
of nodes and recalculating the dispositions of the nodes,
then reallocating the nodes on a lower hierarchy level to
the nodes on a higher hierafchy' level downwards, then
upwards, first with nodes fixed on the on the higher
hierarchy 1level, then with nodes fixed on the lower
hierarchy level.

R

Advantages of the invention

The present invention provides an optimization method which
may be embodied as a part of a network planning software
tool, which can solve the problem of optimization, in
particular cost-optimization, of the topologies or
configurations of networks such as access networks in
practical situations. The present invention can provide
solutions (i.e. network topologies or configurations) which
may be sub-optimal solutions (i.e. in the sense that they
may be less than an ideal solution, the provision of which
is an intractable - NP-hard - problem as indicated above)
but which are good near-optimal solutions which can be
attained in practically reasonable computational running
times and which are applicable to practical networks of the

size complexity which arises in the real world.

The network optimization methods in accordance with the
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present invention, in particular cost-based optimization
methods can play a central role in network planning
software tools. The quality and efficiency of the methods
can have an important influence on the usefulness of these
tools and, of course, on the quality, robustness and cost-
effectiveness of the network.

The practical advantages of the invention are manifold.
Methods in accordance with the ‘invention provide means by
which optimized network topologies or configurations can be
generated foxr complex networks, such as access networks, in
a practical manner, within a realistic timescale, without
requiring great computational power. The methods are
extremely flexible and can take into account any arbitrary
cost structures, equipment restrictions and traffic levels,
which can be provided as inputs for the generation of the
optimized network topologies. Further, the benefits of the
invention are of course also carried over in terxrms, for
example, of cost-savings, improvements to quality of
service, etc, into networks constructed in accordance with
the optimized topologies.

The invention is primarily related to hierarchical access
networks. Many types of this kind of network exist and are
used heavily at present in telecommunications systems (e.g.
GSM networks) and further such networks are planned in the
future (e.g. UMTS). However, the invention is generally
useful in cases in which there are hierarchical levels of
objects that are to be systematically interconnected with
each other (e.g. star-star formation), especially in cases
in which the objects and their connections are subject to
capacity and/or other types. of constraints or restrictions.

The cost structures of sguch objects and connection links
can be very complex in practice and, furthermore, the costs
of objects on different levels can depend on each other -
for example in consideration of the fact that aggregation
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of data (e.g. traffic) is needed from a lower level to an
upper level (or in other cases vice versa), which can play
an important role in the calculation of the cost of objects
and connection links.

Embodiments of the invention may be concerned in particular
with cost-optimization. However, it will be understood that
the "cost" can be composed of many different factors and isg
not limited to financial costs. In general, during
optimization, the composite cost (or utility) function -
i.e. the objective value of a generalized cost function -
is to be minimized (or maximized) . Quality of service
factors can be taken into account in the cost model.

One of the key advantages of embodiments of the invention
is that arbitrary equipment and link cost functions (e.qg.
depending upon aggregated traffic) can be efficiently
handled. The flexibility of embodiments of the invention,
enabling them to handle arbitrary cost functions, is of
great practical significance since the cost system has been
one of the biggest difficulties in dealing with the problem
of network optimization.

Brief description of the drawings

Figure 1 schematically illustrates the hierarchical
structure of a UMTS (Universal Mobile
Telecommunications System) access network (UTRAN
- UMTS Terrestrial Radio Access Network) ;

Figure 2 schematically illustrates a hierarchical network
structure, for assistance in explanation of the
present invention;

Figure 3 is a flow chart for a global control algorithm of
an embodiment of the present invention, for

determining or , planning an access network
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configuration or topology;

Figure 4a schematically illustrates an example of an array
of (1000) points, representing nodes in an access
network which is to be optimized by means of an
embodiment of the present invention;

Figure 4b schematically illustrates an initial network

configuration for the array of Figure 4a;

Figure 5 1s a graph illustrating the quality of solutions
provided by optimization in accordance with an
embodiment of the present invention, in
dependence upon time spent in arriving at the
solutions; '

Figure 6 schematically illustrates a final network
configuration for the array of Figure 4a,
provided by optimization in accordance with an

embodiment of the present invention; and

Figure 7 schematically illustrates a different final
network configuration for the array of Figure 4a,
provided by optimization in accordance with an
embodiment of the present invention when
parameters set as conditions for optimization are
altered.

Before proceeding to a description of embodiments of the
present invention, some issues relevant to the Present
invention will first be described, in particular in
relation to communications networks and access networks for
such communications networks. It will be understood,
however, that the present invention - although of
particular value in the context of such access networks -
is not restricted to use in relation to such access

networks. The present invention can be applied also in the
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context of other types of hierarchical network.

Communication networks are typically separated into two
major parts:

1. The backbone networﬁf which consists of high-
capacity switching equipment interconnected by a
mesh of high-bandwidth 1links. The backbone
network interconnects different areas of the
access network and interfaces towards other
(external) networks.

2. The access network, which carries traffic between
user terminals and the backbone network nodes.

These two parts of the network (i.e. the backbone network
and the access network) are typically planned or
configured, and operated, separately. For the purposes of
this description, access networks will be considered.

Access networks are typically'mbuilt in a hierarchical
structure; end user traffic originating from the primary
access nodes (e.g. mobile telephones or other mobile
equipment or hosts) is collected and forwarded towards the
backbone network by concentrator nodes. The most common
network topology is a set of tree structures. Examples for
the use of this approach are GSM and UMTS access networks.

Figure 1 schematically illustrates a hierarchical tree
structure topology or configuration in the case of a UMTS
communications system, showing the backbone (network) and
the access network having a tree structure comprising RBS's
(Radio Base Stations), with which primary access nodes (not
shown) such as mobile telephones communicate via radio,
HUB's which concentrate traffic from RBS's, and RNC's
(Radio Network Controllers) which concentrate traffic from
HUB's toward the backbone (which RNC's, as indicated by a
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broken line, may communicate with one another) .
The network elements can be basically classified as:

a) node equipment (e.g. RBS's, HUB's, RNC's) at
network sites, and

b) transmission . Capacities (links) for
interconnecting nodes: -

The main goal of optimal planning or configuration of such
networks can be stated as that of finding a configuration
or topology of the network elements which:

. provides the desired connectivity and capacity
(in terms of both switching and bandwidth),

. does not violate the technological constraints of

the selected equipment (i.e., number of ports per
switch etec.),

. has the minimum possible deployment and
operational cost, B

The planning or configuration task is therefore constrained
by the following three main factors:

. traffic offered to the network,

. technological parameters (possibilities,
requirements and constraints) of the equipment
used,

® cost model

Naturally, the above factors are subject to and determined
by the actual type of network considered. It is very
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important, when considering optimization methods,
procedures and algorithms, that flexibility and robustness
are supported, i.e. it has to be possible to take into
account many possibilities with regard to cost structure,
equipment configuration etc.

Considering, as an example, the structure of a typical UMTS
access network (UTRAN), the network consists of the
following three types of node equipment:

° Radio Base Stations (RBS's), which are the
terminal nodes where thé traffic demand arises.
These units interface the radio signals of the
mobile stations ‘(mobile phones or other mobile
equipment) with the fixed transport network. The
traffic of the RBS's is transported to and from
the backbone network through the HUB's (HUB
RBS's) and Radio Network Controllers (RNC'sg) .

. Concentrators (HUB RBS's or, more bfiefly,
HUB's), which each concentrate the traffic of
several RBS's to one outgoing link upwards to a
Radio Network Controller.

. Radio Network Controllers (RNC's), which - among
many other tasks - collect the traffic of the RBS

units and transmit it towards the backbone.

The interconnection of the' above three types of eqguipment
is effected, as illustrated in Figure 1, in a hierarchical
tree-like fashion: the RBS's of hierarchy level 3 are
connected to HUB's of hierarchy level 2, and the HUB's are
connected to RNC's of hierarchy level 1. A HUB may
concentrate traffic of many RBS's, and an RNC may receive
aggregated traffic of many HUB's. Optionally, as menﬁioned
above, there can also be inter-RNC transmission capacities
(depicted by the broken line in Figure 1). 1In some cases,
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RBS's may be directly connected to RNC's, as RNC's have the
same capabilities as HUB's.

In the following, the above-described UMTS access network
model will be considered as a reference model for the
purpose of describing or defining the problem addressed by
the present invention, and for describing the sgolution
afforded by the present invention. The above model is also
suited for considering various other kind of networks (for
example, in case of consideration of GSM networks, it is
necessary simply to substitute BTS's (Base Transceiver
Stations) for RBS's, and BSC's (Base Station Controllers)
for HUB's, etc.).

In the context of this network model, the aim or task of
the present invention can be understood as follows: -

Task: to find an optimized (e.g. minimum cost) access
network topology or configuration on the basis of the
following input parameters and objectives.

Input: the solutions (i.e. the topologies) have to be
optimal with respect to the following input
Parameters:

. RBS locations: In the élanning or configuration
of an hierarchical access network, the number of
RBS's and their locations are given as input,
determined by radio network planning methods as
described for example in literature references
[1,2]. These RBS's or RBS locations will often
be referred to below as sites or points.

. Offered Traffic: The estimated traffic demand
generated by each RBS is also estimated in
advance, and it is another input to the access
network planning problem.
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Cost structure: The two factors contributing to
total network cost are the cost of node equipment
and the cost of transmission facilities (links) .

. Nodal costs: The cost structure of the three
types of node equipment (RBS, HUB, RNC) has
to be given in detail.

1. RBS costs are not directly relevant to the
optimizatioﬁ of network topology as the RBS
sites are determined previously and given as
input for the optimization.

2. In the access network planning problem,
HUB's and/or RNC's are typically to be
installed at certain selected RBS sites to
provide the proper functionality. However,
the present invention can deal also with
cases in which HUB's and/or RNC's are not
installed at selected RBS sites but are
arbitrarily positioned. The cost of
establishing a HUB or RNC equipment at a
network site (either a selected RBS site or
another non-RBS site) can be expressed by a
complex fuﬁction of the incoming total
traffic to the site, the number of RBS's
belonging to the site, the exact number of
incoming connection links to the site and
the geographical location of the site. Tt is
important to be able to handle non-linear,
not continuous, general equipment cost
functions, because in practice these costs
are typically composed of individual
discrete cost elements which stand for
certain device units installed at the HUB or
RNC site for fulfilling the designated
traffic requirements.
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. Link costs: Costs for establishing the

transmission links between the network sites have
also to be given, as a function of the physical
distance of the 1link (or determined by its
endpoints) and the required bandwidth of - the
link. Practically relevant 1link cost functions
are typically non-linear (stepwise) functions.

. Technological requirements and constraints:

1. Connectivity: All the RBS's must be connected to
HUB's, and the HUB's must be connected to RNC'g,
forming a multi-tree-like network structure.

2. Capacity: The access network has to provide
sufficient capacities in order to accommodate all
the given offered traffic (all the way from the
RBS's to the backbone) .

3. Equipment limitations: The nodal equipment can

have certain kinds of technological constraints
limiting the number of acceptable topologies. One
example is the maximum number of ports (per HUB
or RNC), limiting the number of RBS's to be
connected to a HUB, for example.

Objective: The task is to find an access network
topology fulfilling the imposed requirements and
constraints at the least total cost, for example. The
total cost of a network topology configuration is
calculated by summing up all equipment and link costs.

Output: The solution or design of the optimized
network configuration should contain the following

information:

e number and location of RNC's
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e number and location of HUB's

* links connecting the RBS's to HUB's (together with
their capacity)

* links connecting the HUB's to RNC's (together with
their capacity)

The access network planning or configuration pProblem
outlined above is computationally hard. It can be
classified as a sgpecial kind and complex optimization
problem belonging to the fields of hierarchical clustering
and/or hierarchical facility location. Beyond the fact that
the clustering of the sites has to be done hierarchically,
an even bigger difficulty lies in the complex cost function
embedded in the problem.

Clustering methods (see literature reference [(5]1) and
location problems (see literature references [6,7]) have
been widely studied. The main factors that make the state-
of-the-art approaches in the above-mentioned fields
unsuitable for practically relevant solution of the access
network planning or configuration problem lie in the very
special structure of the problem itself:

. The problem is hierarchical and the different
levels depend on each other simultaneously. Even
if there were only one fixed RNC, and a set of
RBS's, finding the optimal number and location of
HUB's would be a costly operation. However,
having multiple RNC clusters leads to a still
more complicated situation.

. Both the optimal locations of HUB's (and RNC's)
and the allocations of RBS's to HUB's (and HUB's
to RNC's) must be determined simultaneously,
since the optimal HUB (and RNC) locations depend
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on the allocated total RBS (HUB) traffic, and the
optimal allocations of RBS's (or HUB's) depend on
the location of the HﬁB (and RNC) gites.

The desired (optimized) number of RNC's and HUB's
is not known in advance, it has to be determined
also Dby the optimization or solution method
adopted. Most existing heuristics that could be
applied to certain subproblems of the whole
optimization problem require that the number of
clusters (or facilities) is explicitly given in
advance.

The cost of facilities is not fixed, but is a
complex function of the aggregated traffic for
the given site and some other factors. For a
fixed geographic location where opening a
facility is possible, the cost factor is a non-
continuous function of three variables (traffic,
number of RBS's, number of incoming links), and
the function or functions are not known at the
phase of planning the algorithm for network
optimization: they are the part of the input. The
incoming traffic to each site has to be
aggregated from all different network levels. Tf
a small change is made in the network
configuration, many individual cost elements will
change (HUB equipment costs, RNC equipment costs,
and link costs) simultaneously and rapidly.
Moreover, the influence of these complicated
facility costs dominates the overall cost.

Even if the location of the facilities are
selected, the optimal allocation of RBS's to
HUB's and HUB's to RNC's is a hard task, as the
link cost structure can also be arbitrary. This,
however, is a relatively easier task, but as
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mentioned above,” this phase can also not be

separately treated. The straightforward rule of

connecting sites on a shortest distance basis

does not work im the case of stepwise or even

more sophisticated equipment cost functions.
Existing approaches (see literature references [3,4]) for
access network planning use a generally applicable local
search metaheuristic called simulated annealing (see
literature references [8,9,10]), often combined with greedy
heuristic subphases. These approaches basically can deal
with any kind of cost function. However, they again have
several shortcomings:

. It is hard to define the suitable neighbourhood
and move operators for the basic method in the
case of hierarchical network design. Either the
search space would be too large, resulting
extremely long running times, or the algorithm
search capabilities would be limited, both of
which should be generally avoided.

. The practically relevant stepwise - or perhaps
even more sophisticated or complex - equipment
and link cost structures raise difficulties for
these methods and they often cannot provide
reasonable solution quality.

. More importantly, the computational resources
required for these heuristics are rather large,
which limits their efficient application to
problems which are of limited size (e.g. involve
only a few hundred network sites), which are
irrelevant to practical cases.

The many papers and books which can be found in the
literature relating to the access network planning or
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configuration problem unfértunatély deal only with some
substantial simplifications of practically occurring
problem addressed by the present invention.

The most widely studied related area in the literature is
Location Theory (see literature references [6,7]). Many
different models and problem formulations are studied here,
but most of them can be congidered as integer (or mixed
integer) linear programs, so these problems are too far
distant from the practically occurring problem addressed by
the present invention, where the objective function cannot

be expressed as a linear function of variables and
constants.

If the objective function is convex then techniques of
convex programming can be used. For example in the so-
called HUB Location Problem (see section 8.7 in literature
reference [7]) the objective is quadratic. This assumption
is, however, also too far distant from the practically
occurring cases to which the present invention relates. If,
as a special case, the inpuf cost functions were explicitly
given as a sum of three piecewise linear functions of one
variable then the problem could be transformed to an
integer quadratic program, but for cost functions close to
practical or real functions the'number of variables would
become out of control due to the high number of 'pieces!
which would be needed to specify a piecewise linear
function.

In literature reference [12], for example, there is only
one level of facilities, and constant facility costs, but
the link costs depend on the traffic in a concave way. In
this reference a piecewise linear approximation of these (a

priori known) concave functions is employed.

Global Optimization in  [location (see Chapter 3 in
literature reference [6]) can handle even non-continuous
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objective functions but looks for solutions in Euclidean
space, i.e. facilities can be placed anywhere in that space
(or in a subset formed by the union of a finite number of
convex polygons). Solution methods are known for the case
where the objective is a linear function of the distance
(using geometric methods), or if the objective is a
difference of two convex functions, or if the objective can
be approximated efficiently as sum of functions of one
variable that do not change many times from convex to
concave or vice versa.

Some other Location Theory papers of relevance are found it
literature references [13-20]. They deal with linear cost
functions but hierarchical facility location.

In the network design problems addressed by the present
invention, the aim is to find an optimized (e.g. minimum
cost) subgraph satisfying various constraints. Related
papers are found in literature references [21-23], which
deal with similar constraints to those applicable to the
present invention but are able to use only simple (cost)
functions.

As noted previously, the present invention cannot guarantee
to find the globally optimal solution for network
configuration optimization because the inherent problem
belongs to the family of computationally intractable
problems (i.e. almost all of the subproblems of the main
problem are NP-hard - see literature reference [11]).
However, the present invention can provide good near-
optimal solutions in reasonable (computational) time.

To solve the access network planning or configuration
problem outlined above, and to overcome the difficulties
pointed out above, it might be said that the present
invention employs a type of 'divide and‘conquer' approach;
a hierarchical problem decomposition approach is followed.
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The present invention applies independent iterative
clustering phases for solving for- the optimized location of
sites at the different levels ‘of the hierarchy. Several
local optimization phases may also be applied to improve
and merge the results coming from the clustering subphases.
Local optimization may be effected both inside and in
between the clustering subphases to yield a final result
with high-quality. The application of the clustering and
local optimization (if used) subphases is guided by a
global control algorithm.

A main feature of the present invention is to perform the
optimization of location of nodes at each hierarchical
(network) level individually and separately, and preferably
to apply local optimization to improve the interconnection
between the different network levels. It should be
understood that the presemt invention can work with any
number of network hierarchy levéls (in the description of
embodiments of the present invention given below reference
is made to the three level UTRAN example, but this is
merely by way of example).

Referring for example to the schematic illustration of
Figure 2, and assuming that there are m levels in the
network topology under consideration (level 1 being the
highest 1level, and level m being the lowest), when
improving (optimizing) the actual configuration by means of
the present invention, each network level (except the
lowest level, which is fixed or predetermined; e.g. in an
accegs network the number and locations of RBS's, which
represent the lowest network level are fixed or
predetermined) is iteratively gqﬁe through, and the number
and positions of nodes at this lével, for example level 7,
are recalculated and the connections are re-established
with nodes on the levels (for example j-1 and j+1) adjacent
to this level. When doing this for each level, for example
for network level j, the locations of nodes at levels j-1
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and j+1 and naturally all other levels are taken as fixed
and only the nodes of level j can be changed. For the
recalculation in respect of level j, the nodes of the next
higher level (level j-1) define segments of the multi-tree
network which are considered at one time in the
recalculation for level j. That is, as is indicated in
Figure 2, each node on level j-1, through its connections
to nodes on level j and the connections of those nodes to
nodes on level j+l1, corresponds to a segment of the multi-
tree network, which segment includes a set of nodes of
level j+1. The segments are -gone through iteratively, for
all j-1 level nodes (If the calculation is performed for
the highest network level 1, naturally the whole network is
considered). The set of level j+1 nodes in each tree
segment defined by the appropriate j-1 level node (which
set of j+1 level nodes can be called a "supercluster") form
the input point set for re-clustering to identify new level
Jj nodes for that tree segment (i.e. for the j-1 level nodes
concerned) . That is, the number and positions of level .
nodes for each tree segment are recalculated by identifying
new, optimized clusters of the level j+1 nodes, and cluster
"centers" at which the recalculated level j nodes are
located. The levelg in respect of which the nodes are
recalculated (i.e. different "j* levels) are iterated,
either from down to top through the network levels (i.e.
from level m-1 to level 1), or from top to down (from level
1 to level m-1), or they can also be randomly chosen
(between 1 and m-1). The iteration of the recalculation is
the crucial effect to enable the propagation of the local
changes in the network topology. In Figure 2, the nodes of
levels j-1, j and j+1 are labelled as RNC's, HUB's and
RBS's, simply for ease of understanding. It will be
understood that if those nodes are RNC's, HUB's and RBS's
there may no other hierachy levels (i.e. m=3) such as are

shown in Figure 2.

In the case of the UMTS access network example, in which



WO 02/35871 PCT/EP01/11385

10

15

20

25

30

35

21

there are three node levels as shown in Figure 1(LEVEL 1-
RNC's, LEVEL 2 - HUB's, LEVEL 3 - RBS's), an embodiment of
the present invention works by separating the location of
HUB's and the location of RNC's into two distinct phases.
By means of this approach, the size of the actual
clustering problem treated at one time is reduced
drastically, therefore the (computational) running time
involved is practically acceptable.

In the context of this network example, in an embodiment of
the present invention the algorithm employed starts with an
initial network configuration (from now on a network
configuration is often referred to as the or a "solution"),
and iteratively improves that configuration or solution
towards the global optimum by performing two clustering
subphases alternately on the actual configuration. The two
subphases are as follows:

a) clustering the RBS's belonging to each actual RNC,
iteratively for each RNC of the actual solution (i.e.
the currently available solution or configuration,
provided by the last iteration) to find the optimal
number and locations of HUB's within these actual sets
of RBS's, then

b) clustering all the HUB's to find the optimal number
and locations of RNC's within the actual set of HUB's.

At the first subphase, when finding the optimal number and
location of HUB's, the actual RNC positions of the current
solution are fixed. The points (i.e. RBS's) belonging to an
actual RNC form an RNC supercluster. The actual HUB's of
the current solution are then deleted and new HUB's are
found for the same RNC supercluster (of RBS's) ‘by
(re) clustering only the RBS's belonging to that RNC. This
process is repeated for all the RNC superclusters of the
current solution.
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At the second subphase, when finding the optimal number and
location of RNC's, the actual HUB rositions and the
allocated RBS's are fixed. Then, the RBS's are totally
ignored and each HUB, with the RBS's belonging to it, is
taken as one unit. The actual set of RNC's is then deleted |
and new RNC's are found for the given set of HUB units by
the applied clustering method.

The efficiency of this network planning approach arises
from the fact that, at the Ffirst subphase, performing the
recalculation of HUB's only within each RNC supercluster,
one by one at a time, is computationally much more
favourable than treating the RBS set as a whole and
recalculating the HUB's for all-RBS's at the same time. For
instance, if there are 5000 RBS's, and ca. 200 RBS for each
RNC, then it 4is necessary to repeat the clustering
algorithm 5000/200=25 times for n=200 ‘points. If the
clustering algorithm has .a minimal time complexity of
O(n?), then its running time is 25x2002=10° which is, even
in this simple case, much less than the complexity when
treating the whole set, which is 50002=2.5%10". In practice,
the complexity of the clustering phase is worse than is
indicated above, which yields an even stronger difference
between the two complexity figures. Similarly, at the
second clustering phase, the actual input point set for the
HUB clustering will also be much smaller than the total
number of points, because the RBS's are effectively
considered as incorporated into their corresponding HUB'g.
Following the above example, if'each HUB has ca. 25 RBS's
belonging to it on the average, then a point get of
5000/25=200 hag to be handled, instead of the whole 5000.

In an embodiment of the present invention, the two
subphases can basically follow the same clustering
algorithm, and only the cost calculation has to be
different and adjusted properiy depending on which phase is
actually being performed.
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Two types of clustering techniques have been implemented in
examples of embodiments of the present invention. These
techniques are described in more detail below. One
technique is partially known from the literature, being
based on the X-means algorithm, or Generalized Lloyd's
Algorithm (GLA) - see literature reference [5] . However, in
the technique implemented in an embodiment of the present
invention, the basic K-means algorithm is adjusted and
improved to meet the special features of the access network
planning problem. Another alternative technique for
clustering has been developed which is based on simple
heuristic rules and works by iterative splitting of the
actual point set. The two clustering techniques may be
applied simultaneously, or only one of them may be
preferred, in embodiments of the present invention. The
choice of which of the two clustering methods is to be
applied is free. However, in a preferred embodiment of the
present invention there is used a control algorithm for
selecting which clustering method should be applied in the
current clustering phase, which first favours the
application of the quicker and therefore computationally
lighter iterative splitting method and then gradually
changes to the application of the computationally heavier
K-means-based clustering ‘when the iterative splitting

method cannot improve the actual solution any more.

It should be noted that the general approach is modular,
and that therefore further techniques can also be applied
for the clustering subphases. The applied two clustering
methods are designed in such a way that the number of
desired clusters is not known in advance.

In accordance with an embodiment” of the present invention,
the recalculation of HUB positions and then the
recalculation of RNC positions by the selected clustering
method is iterated until a suitable stopping criterion is
met. In order to improve the quality of the actual
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solution, to merge the two individual subphases, and to
facilitate the migration of points in between the actual
HUB (and RNC) clusters, local optimization may be performed
in the current solution every mnow and then. At local
optimization, a neighbourhood search is performed, where
small reorganizations - such as- swapping two sites, or
moving one site from one cluster to another cluster - are
performed iteratively until they do not yield any further
improvement in the solution quality. Local optimization may
be effected both inside the clustering subphases and in
between these phases. When applying local optimization
procedure inside the clustering phase, it helps in finding
a better clustering configuration within the defined
constraints for that clustering phase. When applying local
optimization in between the‘two clustering phases, it helps
in providing possibilities to merge the outcome of the two

clustering phases into a good new golution.

For embodiments of the present invention, a set of local
improvement operators has been defined for the network
planning problem and a system developed for the control of
their efficient application. ILiocal optimization can be
applied at different levels of complexity in the whole
process depending on the size of the network planning
problem. This feature can enable embodiments of the present
invention to provide reasonable (computational) running
time and solution quality in all practical cases. The
control of the local optimization levels may be embedded in

the global control algorithm of the embodiment of the

bresent invention.
The global control algorithm in accordance with an
embodiment of the present invention can be summarized

algorithmically as follows:

1. (Initialize) Generate an initial gsolution.
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2. (Iteration) Iterate the following basic steps

until the termination condition is met:

2.1 (Clustering Phase 1 - new HUB's) For all RNC
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clusters do:

2.1.1. (Clustering) Identify the optimal
number and recalculate the positions of
HUB's within the actual RNC cluster.
Reallocate the RBS's of the actual - RNC
cluster to the new HUB's.

2.1.2. (Inner Local Optimization) Apply
local search operators for improving the
allocation of RBS's to the new HUB's.

(Outer Local Optimization 1) Apply local
search operators for improving the
allocation of the RBS's to any of the HUB's
in the current solution.

(Clustering Phase 2 - New RNC's) Recalculate
the position of RNC's for the actual set of
HUB's:

2.3.1 (Clustering) Ignore the actual RNC
positions and generate a new set of RNC's
for the whole set of HUB's in the current
solution. Reallocate the existing HUB's to
the new RNC's.

2.3.2. (Inner Local Optimization) Apply
local search operators for improving the
allocation of HUB's to the new RNC's.

(Outer Local Optimization 2) Apply local
search operators for improving the
allocation of the RBS's to any of the HUB's
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in the current solution.

3. (Termination) If the best solution found so far
has not been improved in a pre-specified number
of successive iterations, stop. Otherwise
continue with step 2.

The above global control algorithm is depicted in the
flowchart of Figure 3.

There are certain open decisions in the above global
control algorithm, e.g. which of the two clustering methods
mentioned above should be applied at the clustering phases,
what level of local optimization should be performed, etc.
These issues are considered further below, following
description of the individual clustering methods and the
levels of local optimization in greater detail.

In the following the individual phases and procedures
involved in the above global control algorithm are
considered: the proposed clustering methods, the issues of
proposed local optimization procedures and wmethod of
generating an initial solution for the whole algorithm.
Thereafter, the control algorithm is described further, and
finally a practical example is shown to illustrate the
usability and efficiency of the approach employed in
accordance with the present invention.

Clustering Methods

Independently of which clustering phase (finding new HUB's
with fixed RNC's, or finding new RNC's with fixed HUB's) is
to be solved, the following problems have to be addressed
when performing the clustering of an actual point set:

a) identify the number of clusters (denoted by k),
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b) select the location of the desired k cluster
centers (HUB's or RNC's),

c) allocate the point set to the selected cluster
centers.

When deciding the number of clusters, selecting the cluster
centers and allocating the elements of the actual point set
to the selected cluster centers with minimal cost, the cost
calculation depends on the type of clustering currently
being performed. If the point set contains HUB's, the RNC
equipment cost structure is applied when calculating the
cost of the cluster center RNC's, and the HUB-RNC link cost
structure is used when calculating the allocation costs for
the cluster members. If the point set contains RBS's, the
HUB equipment cost structure is applied when calculating
the cost of cluster center HUB's, and the RBS-HUB link cost
structure is used when calculating the allocation cost for
cluster members.

In the following the above-mentioned two types. of
clustering method are described in more detail. The places
where inner local optimization (steps 2.1.2. or 2.3.2. of
the global control algorithm) can be performed are

indicated in the description of the algorithms below.
K-means-based clustering

The K-means method for clustering data is well-known (see
literature reference [5]). In the original K-means method
the number of resulting clusters (K) must be specified in
advance. The method starts with XK random cluster centers.
Then an allocation-recalculation loop is iterated until the
resulting configuration does not change any more. First, at
the beginning of each iteration, the point set is allocated
to the selected cluster centers by some rule, typically on
a shortest distance basis. At the second part of the
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iteration, after the clusters are formed by the allocation
procedure, the cluster centersg ;re ignored and new cluster
centers calculated within each of the ready clusters by
selecting the optimal cluster center in each cluster
formed. After this cluster center recalculation phase, the
allocation of the points will be restarted for the new set
of cluster centers, etc.

However, for embodiments of the present invention a method
for the clustering of the network sites, based on the k-
means method but improving that method, is provided which
takes into account the special features of the problem
addressed by the present invention.

Given a set P of n points to be clustered, this K-means-
based clustering method works as follows:

1. (Initialization) Let the number of desired clusters
k:=1. Set the total cost value for the overall best
configuration found bestcost:=infinite. Set
iterfails:=0;

2. (Tteration for k) Select k cluster centers from the
point set P randomly. Set the total cost value for the
best configuration found with k clusters
actualcost:=infinite. Set fails:=0.

3. (Allocation-Recalculation Loop) While
fails<MAXITERFAILS do:

3.1. (Allocation) Allocate the point set to the
selected cluster centers according to the actual
clustering phase rules. Perform an iteration for
the elements of the point set. In each iteration
step, when allocating a point p to some cluster
center, perform another iteration for the
possible cluster centers. Allocate point p to
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that cluster center g where the change D, (p) in
the total cost after the allocation of point o}

will be minimal among all possible cluster
centers q.

3.2. (Local Optimization, Level 3) If LOCOPT=3,
then perform local optimization on the current
solution to improve the allocation of the points
to the cluster centers.

3.3. (Improvement Check) If the cost of the
current configuration is smaller than actualcost,
then update actualcost and store the current
configuration as the best configuration found for
k clusters, and let fails:=0: Otherwise let
fails:=fails+1.

3.4. (Exit point) If the current configuration is
identical to the configuration after the previous
recalculation phase;:- then the allocation-

recalculation loop is stopped, go to Step 4.

3.5. (Recalculation) Recalculate the optimal
location of each cluster center within its
respective cluster formed by the points of the
cluster and check the cost of the configuration
with that point acting as cluster center. Perform
this cluster center recalculation in all clusters
sequentially.

3.6. (Improvement Check) If the cost of the
current configuration is smaller than actualcost,
then update actualcost and store the current
configuration as the best configuration found for
k clusters, and 1let fails:=0. Otherwise let
fails:=fails+1.
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4. (Local Optimization, Level 2) If LOCOPT=2, then
perform local optimization on the best configuration
found with k clusters to improve the allocation of the
points to the cluster centers.

5. (Improvement Check) If the cost of the current
final configuration for k clusters, actualcost ig
smaller than the «cost . of the overall Dest
configuration found so far, bestcost, i.e., if
actualcost<bestcost, then update bestcost and modify
the overall best configuration Ffound according to the
current one and let iterfails:=0. Otherwise let
iterfails:=iterfails+1.

6. (Termination Check) If iterfails>LOOKAHEAD, then go
to Step 7. Otherwise let k=k+1 and go to step 2.

7. (Local Optimization, Level 1) If LOCOPT=1, then
perform local optimization on the overall best
configuration found to improve the allocation of the
points to the cluster centers.

8. (Stop) Return the overall best configuration found
as the final solution.

The following are the parameters of the K-means based

clustering procedure:

30

35

J LOCOPT = Desired level of local optimization (0,
1, 2 or 3). It specifies the frequency of the
application of the local optimization procedure
(see below). The: lowest level is level 1, when
the local optimizer is performed only at the very
end of the clustering, for the final
configuration found. At intermediate level 2,
local optimization is performed for every

increasing k, for the configuration resulting
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after the termination of the allocation-
recalculation loop for each k. Finally, if the
optimization level is set to 3, then local
optimization is performed within each allocation-
recalculation loop, after each allocation phase,
for all values of k. If LOCOPT=0, then no local
optimization will be performed.

. MAXITERFAILS = Termination condition for the
allocation-recalculation loop for a fixed k. If
the best solution for fixed k does not improve in
the specified number of subsequent allocation-
recalculation steps, then the allocation-
recalculation loop is finished and the best
configuration found for the actual value of k
will be recalled. In practice this parameter is
set to a small value such as 2.

. LOOKRHEAD = Termination condition for the whole
procedure. If the increasing number of clusters
k does not bring a better configuration for the
specified number of subsequent iterations, the
clustering procedure is finished. In practice
this parameter is set to a small value such as 3.

The above procedure ig not deterministic, its result
depends on the actual random cluster centers selected in
Step 2 for each k. In practice, the above procedure is
repeated iteratively and then the overall best
configuration is selected from the results from the
individual runs. The number of individual runs is a design
parameter - selected by the global control algorithm (see
below) - it depends in the actual size of the point set and
on the global problem size. The number k of initial
clusters in Step 1 is set to start from a larger wvalue
based on experience from previous runs. Except for the
first run, the initial value of k is set to be the half of
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the final number of clusters of- the solution coming from

the previous run. This action saves considerable running
time.

Iterative splitting

Based on published clustering methodologies (see literature
reference [5]), the second method for clustering follows an
iterative splitting approach. It starts from one initial
cluster. In each iteration step, the biggest cluster is
divided into two separate clusters and new cluster centers
are calculated within each cluster. The whole process is
iterated as long as there is improvement in the actual
configuration. Similarly to the K-means based procedure,
there are local optimization steps may be embedded in the
procedure, which can be applied at the desired frequency
level. )

Given a set P of n points to be clustered, the iterative
splitting algorithm clusters the point set as follows:

1. (Initialization) Let the number of clusters k:=1.
Find the cluster center for 1 cluster and let the
total cost value for the overall best configuration
found - bestcost - be the total cost of the resulting
configuration with 1 cluster.

2. (Iteration) Select the largest cluster C of the
actual configuration.

3. (Splitting) Split the points of cluster C into two
new clusters Cl and C2 as follows:

3.1. (Random Seeds) Let Pl and P2 be two distinct
random points chosen from C.

3.2. (Refine Seeds) Iteratively select a point Q
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randomly from C SEEDSAMPLE times. In each
iteration, check if swapping Pl or swapping P2
with Q would yield a larger geometrical distance
between P1 and P2. In that case, swap Pl or P2
with Q. At the end of this operation Pl and P2,
the two cluster seeds, will be far enough from
each other.

3.3. (Initialize Geometrical Centers) Let C1
contain only Pl and C2 contain only P2. Delete P1
and P2 from C. Let the geometrical centers S1 and
S2 for the two clusters Cl and C2 be P1 and P2,
regpectively.

3.4. (Allocate Points) While the union of C1 and
C2 does not contain all the elements of C, do:

3.5. (Iteration for Candidates) Let
bestdiff:=0. Iterate steps 3.5.1.-3.5.3
CANDSAMPLE times.

3.5.1. (Select Candidate) Select a
point Q from C randomly.

3.5.2. (Evaluate Candidate) Let
diff=ABS [dist (Q,S1)-dist (Q,82)], i.e.
the absolute difference between the
geometrical distances of Q and the two
geometrical centers, i.e., of Q,S1 and
Q,S2.

3.5.3. (Candidate Check) If
diff>bestdiff, then let bestdiff:=diff
and bestQ:=0

3.6. (Add Point) Add point bestQ to the
cluster (Cl or C2), of which the geometrical
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center is closer to bestQ. Update the
geometrical cluster center (S1 or S2) of the
selected cluster according to the inclusion
of bestQ. Delete bestQ from the point set C.

3.7. (Add new clusters) Let k:=k+l. Delete
the original cluster C from the actual
configuration and add the two new clusters
Cl and C2 to the actual configuration.

4. (Find Cluster Centers) Find the best cluster
centers within the two new clusters C1 and C2 by the
recalculation method described at the K-means-based
procedure (i.e., by testing all the points as
candidates for cluster center and selecting the
configuration with the least total cost, separately
for both clusters).

5. (Local Optimization, Level 2) If LOCOPT=2, then
perform local optimization on the current
configuration to improve the allocation of the points
to the actual k cluster centers.

6. (Termination Check) If the total cost for the
current configuration os smaller than bestcost, then
update bestcost and the overall best configuration
found according to the current configuration, and go
to Step 2. Otherwise go to Step 7.

7. (Local Optimization, Level 1) If LOCOPT=1, then
perform local optimization on the overall best
configuration found to improve the allocation of the
points to the cluster centers.

8. (Stop) Return the overall best configuration found
as the final solution.
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The parameters of the above splitting algorithm are as
follows:

. LOCOPT = Desired level of local optimization (0,

5 1 or 2). At the lower level 1, local optimization

is performed only at the end of the splitting

process for the final configuration. At the level

2, local optimization is performed after each

splitting step for the actual configuration. If

10 LOCOPT=0, then no local optimization will be
performed.

. SEEDSAMPLE = The sample size of testing for

better initial c¢luster seeds. The objective of

15 sampling more seed candidates is to facilitate

that two far points of the point set will be

selected for cluster seeds. In practice typically

a small value such as 10 suffices, and the whole

seed sampling feature is included to eliminate

20 the need for scanning of all n* (n-1)
possibilities for initial seeds.

. CANDSAMPLE = The sample size when deciding upon
the next included point at the splitting of the
25 actual cluster into two. The objective of
applying a sampling for candidates is to
facilitate the final selection of a point where
the difference between the two distances from the
point to the two’ geometrical cluster centers is
30 large enough. By this feature the algorithm is
forced to select those points which are much
closer to one of the clusters than to the other,
i.e. their inclusion into the closer cluster will
be a good decision.
35



WO 02/35871 PCT/EP01/11385

10

15

20

25

30

35

36

Local Optimization )
In either of the clustering procedures described above (K-
means-base or iterative splitting) There are two places

when local optimization can be performed on the actual
configuration:

. within a clustering phase to improve the quality
of the clustering result, and

] between the two clustering phases to facilitate
the merging of the results of the different

clustering phases and to improve the quality of
the solutionm.

The same kind of local optimization algorithm may applied
in both cases above. During local optimization, in general,
the structure of the actual solution is iteratively
perturbed or slightly altered in a systematic way, and the
resulting new solutions wili be accepted if they are better
than the actual best one. A given actual solution point is
started from and then better and better neighbouring
solutions are proceeded to, as far as is possible. The

following issues are involved in the local optimization
process:

. what is the neighbourhood function, i.e. how do
we alter the current solution to get to
neighbouring solutions,

. what is the order of- traversing the set of
neighbouring solutions,

. what is to be if a better neighbouring solution
is found, i.e. when should the current solution

be updated to a neighbouring solution.
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The neighbourhood ig usually defined by so-called
improvement operators, which are local operations to be
performed on the current solution. For example, the

following operators may be employed in embodiments of the
present invention:

. moving an RBS from its corresponding HUB to a new
HUB (RBS move)

. moving a HUB from its corresponding RNC to a new
RNC (HUB move)

. swapping the corresponding HUB's of two RBS's
(HUB swap)

. swapping the corresponding RNC's of two HUB'sg
(RNC swap)

When considering all input possibilities for the above
operations, those move or swap attempts are omitted where
the new position of the parent: site of a site would be
extremely far compared to its current parent site. This
extra checking operation saves (computational) running time
considerably when generating all possible move and swap
attempts when scanning the ‘neighbourhood.

The neighbourhood is scanned in a kind of lexicographic
order and all possible RBS or HUB move and HUB or RNC swap
attempts are generated, except for that rather large
portion of improvement attémpts which can be simply
excluded due to the observation that no site should be
connected to extremely far parent sites. Concerning the
updating of the actual solution, the first-improvement
strategy is followed, i.e. scanning the neighbourhood of
the current solution is immediately stopped and update
effected whenever a better coﬁfigurathml is found. The
process of generating neighbouring solutions is then
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restarted for the new solution. The whole local
optimization process is stopped when none of the
neighbouring solutions of the current solution is better
than itself i.e., when a so-called locally optimal solution
(with respect to the defined neighbourhood function) is
reached.

Initial Configuration

The initial configuration is created by a special initial
application of the clustering methods. Firstly, all network
sites are labelled as individual HUB's with no incoming
traffic links except their own traffic. Then this setting
is considered as the input to the second clustering phase,
i.e. to the clustering of existing HUB's to find RNC
clusters and RNC locations. When the RNC positiong are
determined and the HUB's are connected to RNC's, each HUB
is labelled back to be an RBS, except the selected RNC'sg,
and the RBS's are connected to their corresponding RNC.
This simple operation yields a feasible solution to the
access network planning problem with no HUB's. The
iteration of the clustering phases is then started, c.f.
the global control algorithm above.

By way of example, Figures 4a and 4b illustrate an instance
of a sample problem, and the initial solution or initial
configuration generated by the above procedure, applying
the iterative gplitting clustering.

Figure 4a illustrates a sample problem in which n=1000
points (RBS's) are provided as input for an embodiment of
the present invention. Figure 4b the shows the initial
solution or initial configuration provided as indicated
above. In this initial solution the 1000 RBS's are
clustered to 19 HUB's, to which they forward traffic,
whilst the 19 HUB's are clustered 1-to-1 (i.e. in this case
connected or coincident 1-to-1) with 19 corresponding
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RNC's. (It will be understood that, in the context of the
present invention, a cluster of nodes may be constituted by
a single node.) In Figure 4b the larger black points

indicate RNC's/HUB's, whilst the smaller points indicate
RBS'sg.

Global Control Algorithm

The global control algorithm described above requires
congideration of a number of design issues:

L which clustering algorithm should be applied in
the actual clustering phase,

. what level of local optimization should be
performed within and between the two clustering
phases,

. what should be the control parameters of the

clustering methods.

In preferred embodiments of the invention, the global
control algorithm first starts with quicker splitting
clustering variants, and gradually switches to the
application to the more complicated K-means-based
clustering method if the current solution fails to improve
with the currently applied clustering method. The level of
local optimization and the number of individual executions
of the K-means based clustering is increased gsimilarly in
a gradual way. Naturally the more complicated clustering
methods and deeper levels of local optimization can provide
better solution quality, but the (computational) running
time will also be larger for each iteration when applying
them. This is why the quicker but still reasonable
clustering heuristics are performed at the beginning phases
of the global algorithm.
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In a particularly preferred embodiment of the invention,
the following 8 types of clustering variants are performed
gradually (i.e. in succession, 'in iterations or runs, to
force the optimization process):

. splitting method, LOCOPT=0
. splitting method, LOCOPT=1
. splitting method, LOCOPT=2
] K-means-based method, LOCOPT=1, runs=1
. K-means-based method, LOCOPT=2, runs=1
. K-means-based method, LOCOPT=2, runs=2
) K-means-based method, LOCOPT=3, runs=1
. K-means-based method, LOCOPT=3, runs=2

The - less important - control parameters of the clustering
methods, may for example be set as follows in this
particularly preferred embodiment :

Splitting method:
. SEEDSAMPLE=9
L CANDSAMPLE=9

K-means-based method:
L MAXITERFAILS=3
. LOOKAHEAD=3

In this particularly preferred embodiment of the Present
invention, the global control algorithm is iterated until
8 unsuccessful (i.e., the globally best configuration is
unchanged in the last 8 iterations) clustering phases have
occurred. Local optimization is set to be applied in
between every successive clustering phase.

Of course, other variants of clustering methods may be
performed, in different sequences and iterations or runs,
and with different control parameters, in accordance with
other embodiments of the present invention.
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Practical Example

The wusability of the approach involved in the bresent
invention is demonstrated below with reference to an
artificial but nonetheless practical example. It is noted
that this practical example is very limited and naturally
cannot exhaust all the capabilities of the apprbach
involved in the present invention.

Input, Costs and Constraints. The instance of the sample
problem depicted in Figure 4a was used as input. The
traffic of each RBS was selected randomly from the range
1.4 Mbit/s +/- 0.5 Mbit/s. The applied very simple cost
structure was the following:

1. Link-cost (parameters: d=distance, bw=bandwidth) :

The link-cost depends on the bandwidth and there are
four types of links:

A) bw <=2.0 : cost = 1000 + (d/10000) *100

B) 2.0 < bw <= 8.0 : cost = 2000 4+ d*5 +
(d/lOOOO)*lSO
C) 8.0 < bw <= 34.0 : cost = 6000 + d*7 +

(d/10000) *200
D) bw > 34.0 : cost = 12000 + d*15 + (d/10000) *300

2. HUB-cost (only parameter: number of connected
RBS's) :

There are two HUB types now only depending on the
connected RBS's:

o RBSnum<25: cogt=20000
° RBSnum<50: cost=35000

3. RNC-cost (parameters: number of connected RBS's and
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total trafficg):

First, the needed number of processors is calculated
by the following formulae:

processors = RBSnum/1.9 + 0, 7*TOTALTRAFFIC/0.36 + 1

There are two RNC types now only depending on the
needed number of processors:

L A) processors<50: cost = 800000
. B) 50<processors<300: cost = 2000000

Solution. The problem instance was solved by the approach
in accordance with the particularly preferred embodiment of
the present invention as described above under the heading
"Global Control Algorithm", on a Sun Ultra 5. The solution
process took 361 seconds. Besides the implementation
details, the (computational) running time naturally depends
on the termination condition to a great extent, therefore
the above running time figure only indicates the magnitude
of the speed offered by the.approach in accordance with the
present invention.

For a better understanding, the graph of Figure 5 shows the
change of the solution quality versus the spent
(computational) running time. It can be observed that the
final answer was in this case actually found already after
100 seconds but the solution process was naturally
continued until reaching the termination condition.

Figure 6 illustrates the network structure of the final
solution found by the algorithm described above, in
accordance with the present invention. 1In Figure 6, the
smallest black points represent RBS's (1000 in number) , the
rather larger black points.represent HUB's, of which there
are 123, and the largest black points represent RNC's, of
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which there are 19.

To demonstrate the flexibility of the approach employed in
accordance with the present invention, in the further
example modified the RNC cost function was modified. The
costs of the two RNC types were multiplied by two, and the
number of processoxrs in each RNC was also multiplied by
two. By this action, the RNC capabilities are made larger
but their cost is also made higher. Figure 7 shows the
final result with thisg cost setting, with the HUB and link-
costs remaining unchanged. The result was achieved in 66
seconds (computational) running time. In the configuration
or solution Figure 7 for the 1000 RBS's (smallest black
points) there are 69 Hub's (rather larger black points) and
7 RNC's (largest black points).

From the above in will be understood that the present
invention has the following significant merits and can
offer further advantages in relation to the optimization of
networks: -

. can be wused for extension planning of existing
networks; any of the links and nodes (RNC's, HUB's)
can be fixed by the user at the beginning;

. equipment limitations are taken into account during

network configuration, optimization;

. complexity and computational resources are not high,
therefore it is feasible to use the approach for
practical-size problems (subphases: n remains lower) ;

. the method can be configured for a trade-off between
solution quality and running time; it can be used
either to quickly obtain a low-quality solution (a
quick time estimate for e.g. strategic decisions) or
to find a solution close the global optimum during a
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relatively longer time;

. the method can be stopped-.at any time, providing the
best result obtained so far;

. the method is modular in the sense that it can be
extended with other kinds of clustering algorithms.

In particular in relation to cost-optimization, the present
invention has the further merits and advantages: -

. arbitrary link cost structures (not only distance-
based) can be used, including capacity-dependent cost
also;

. equipment costs can also have arbitrary structure;

J flexibility and modularity of the applied cost

structure is highly supported; the method itself is
independent of the cost structure, and can be used for
any cost function without changes.

It will be understood that although much of the above
description has been given with reference to what is
basically a UMTS type access network structure, for ease
and clarity of explanation, the bPresent invention is by no
means limited to such a type of access network structure.
As indicated, the present invention can be applied to
virtually any hierarchical access network structure (or
virtually any other hierarchical network structure) .



WO 02/35871

10

15

20

25

30

35

PCT/EP01/11385

45

Literature References:

[1]

[2]

[3]

[4]

[5]

[6]

[7]

(8l

[9]

[10]

[11]

[12]

U. Ehrenberger, K. Leibnitz: Impact of Clustered
Traffic Distributions in CDMA Radio Network Planning,
Technical report 223, University of Wlrzburg,
Institute of Computer Science, March, 1999.

K. Tutschku: Demand-based -Radio Network Planning of
Cellular Mobile Communication Systems, Technical
report 177, University of Wirzburg, Institute of
Computer Science, July, 1997.

P. Kallenberg: Optimization of the Fixed Part of GSM
Networks Using Simulated Annealing. Networks 98,
Sorrento, Italy, 1998.

J. Harmatos, A. Jlttner, A. Szentesi: Cost-based UTMS
Transport Network Topology Optimisation. International
Conference on Computer Communications "99, Tokyo,
1999.

A. Jain, R. Dubes: Algorithms for clustering data.
Prentice-Hall, Englewoods Cliffs, New Jersey, 1988.
Z. Drezner (ed.): Facility Location. A Survey of
Applications and Methods. Springer—Verlag, New York,
1995. e

M. S. Daskin: Network and Discrete Location. Wiley,
New York, 1995.

E. H. L. Aarts, J. Korst: Simulated Annealing and
Boltzmann Machines: A Stochastik Approach to
Combinatorial Optimization and Neural Computing.
Wiley, Chicester, 1989.

E. H. L. Aarts, P. J. M. van Laarhoven: Simulated
Annealing: Theory and Applications. Kluwer Acedemic
Publishers, 1987.

C. R. Reeves (ed.): Modern Heuristic Techniques for
Combinatoral Problems. McGraw-Hill, 1995.

M. S. Garey, D. S. Johnson: Computers and
Intractability: A Guide to the Theory of NP-
Completeness. W. H. Freeman, New York, 1979.

V. Verter, M. C. Dincer: Facility location and



WO 02/35871

10

15

20

25

30

[13]

[14]

[15]

[16]

[17]

[18]

[19]

[20]

[21]

[22]

[23]

PCT/EP01/11385

46

capacity acquisition: an integrated approach. Naval
Reg. Log. Quart. 42, 1995.

Y. Eitan, S. C. Narula, J. M. Tien: A generalized
approach to modeling the hierarchical location-
allocation problem. IEEE Trans. Systems Man Cybernet.
21, 1991.

G. Anandalingam, T. L. Friesz (ed.): Hierarchical
optimisation. Ann. Oper. Res. 34, 1992.

G. R. Mateus, F. R. B. Cruz, H. P. L. Luna: An
algorithm for hierarchical network design. Location
Science, 2, 1994.

P. B. Mirchandani: Generalized hierarchical facility
location. Transportation Science, 21, 1984.

G. Moore, C. ReVelle: the hierarchical sexrvice
location problem. Management Science, 28, 1982.

S. C. Narula: Minisum hierarchical location-allocation
problems on a network: A survey. Annals of Operations
Research, 6, 1986.

D. Serra de la Figuera, C. S. ReVelle: the pg-median
problem: Location and districting of hierarchical
facilities. Location Science, 1, 1993 and 2. 1994.
Weaver, J. R. and Church, R. L. (1991) The nested
hierarchical median facility location model. INFOR,
29, 100-115.

A. Balakrishnan, K. Altinkemer: wusing a hop-
constrained model to generate alternative
communication network designs. INFORMS .J. Comput. 4,
1992. '

B. Gavish: Topological design of telecommunication
networks - local access design methods. Ann. Oper.
Res. 33, 1991.

B. Gavish: Topological design of telecommunication
networks - the overall design problem. Eur. J. Oper.
Res. 58, 1992.



WO 02/35871

PCT/EP01/11385

47

Claims

10

15

20

25

30

35

A method for optimization of the configuration of a
hierarchical network, the network having m hierarchy
levels, where m is at least 3, comprising a first
hierarchy level (LEVEL(j-1)), a second hierarchy level
(LEVEL(Jj)) next below the Ffirst hierarchy level, and
a third hierarchy level (LEVEL(j+1)) next below the
second hierarchy level, each hierarchy level
comprising nodes (RNC's, HUB's, RBS's) each of which,
in hierarchy levels (e.g. (LEVEL(j-1), LEVEL (j)) other
than the lowest (e.g. (LEVEL (j+1)), receives traffic
from a cluster of nodes (HUB's, RBS's) of the

hierarchy level (e.g. (LEVEL(]), LEVEL(j+1)) next
below,

the method comprising the steps as follows:

setting and/or generating an initial arrangement of
nodes (RNC's, HUB's, RBS's) in each of the hierarchy
levels (e.g. (LEVEL(j-1), LEVEL(j), LEVEL(j+1)) and,
in each of the hierarchy levels other than the highest
(e.g. LEVEL (j-1)), allocating respective initial
clusters of nodes (HUB's, RBS's) of that level to the
nodes (RNC's, HUB's) of the next higher hierarchy
level (LEVEL(j-1), (LEVEL(J)),

iteratively repeating the following steps (a) and (b):

(a) for each node (RNC) of the first hierarchy
level (LEVEL(j-1)), identifying an optimized
number of, and dispositions of, nodes (HUB's) of
the second hierarchy level (LEVEL(j)), for those
nodes (RBS's) of the third hierarchy level
(LEVEL(j+1)) which, immediately prior to this
iteration of step (a), were allocated to the
nodes (HUB's) of the second hierarchy 1level
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(LEVEL(Jj)) allocated to the node (RNC) concerned
of the first hierarchy level (LEVEL(j-1)), and
for each node (RNC) of the first hierarchy
level (LEVEL(j-1)), reallocating said thosge nodes
5 (RBS's) of the third hierarchy level (LEVEL (§+1)
to the nodes (HUB's) of the second hierarchy
level (LEVEL(j)) identified in this iteration of

step (a),

10 (b) for the mnodes (HUB's) of the second
hierarchy (LEVEL(j)) identified in step (a),
identifying an optimized number of, and

dispositions of, the nodes (RNC) of the first
hierarchy level (LEVEL(j-1)), and

15 reallocating the nodes (HUB's) of the second
hierarchy level (LEVEL(j)) identified in step (a)
to the nodes (RNC's) of the first hierarchy level
(LEVEL (j~1)) determined in this iteration of step

(b),
20
until
steps (a) and (b) result in no changes in number,
disposition and allocation of nodes (RNC's, HUB's,
25 RBS's) over a predetermined number of iterations of
those steps.
2. A method as claimed in claim 1, including, as the
conclusion of step (a), for each node (RNC) of the
30 first hierarchy level (LEVEL (j-1)), further

reallocating the nodes (RBS's) of the third hierarchy
level (LEVEL(j+1)) to the nodes (HUB's) of the second
hierarchy level (LEVEL (j)) belonging to the node (RNC)
concerned of the first hierarchy level (LEVEL (5-1)) by

35 applying a local optimization which provides a further
optimized allocation.
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A method as claimed in claim 1 or 2, including, as the
conclusion of step (b), further reallocating the nodes
(HUB's) of the second hierarchy level (LEVEL(j)) to
the nodes (RNC's) of the first hierarchy level
(LEVEL (j-1)) by applying a local optimization which
provides a further optimized allocation.

A method as claimed in any preceding claim, including,
after step (a), further reallocating the nodes (RBS's)
of the third hierarchy level (LEVEL(j+1)) to any of
the nodes (HUB's) of the second hierarchy level
(LEVEL(j)) by applying a local optimization which
provides a further optimized allocation.

A method as claimed in any preceding claim, including,
after step (b), further reallocating the nodes (RBS's)
of the third hierarchy level (LEVEL(j+1)) to any of
the nodes (HUB's) of the second hierarchy level
(LEVEL(j)) by applying a local optimization which
provides a further optimized allocation.

A method as claimed in any .of claims 2 to 5, wherein,
for applying local optimization a neighbourhood search
is performed in which re-organisations, involving
swapping of two nodes between clusters and/or moving
one node from one cluster to another cluster, are

performed iteratively until no further optimization is
yielded.

A method as claimed in claim 6, wherein those moves or
swaps are omitted from the neighbourhood search for
which the allocation of a node to a new cluster would
result in the node being extremely far from the node
of the hierarchy level next above to which the new
cluster sends traffic, as compared to the present
cluster, and wherein the neighbourhood search is
immediately stopped and update effected whenever a
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further optimized configuration of nodes is found, the
neighbourhood search then being restarted for the
further optimized configuration, and wherein the local
optimization process ' is stopped when none of the
resulting configurations is more optimized than the
current configuration.

A method as claimed in any preceding claim, wherein
said initial arrangement of nodes is set and/or
generated by inputting and/or identifying the number
and disposition of nodes (RNC's) of the first
hierarchy level (LEVEL(j-1)), and allocating nodes of
the ‘second hierarchy level (LEVEL(J)), also input
and/or identified in number and disposition, to the
nodes (RNC) of the first hierarchy level (LEVEL (j-~1)) .

A method as claimed in any preceding claim, wherein
the identification of optimized number and disposition
of nodes is effected on the basis of objective
evaluation of a generalized cost function, taking into
account generalized costs of node equipment and
generalized costs of links carrying traffic between
nodes, provided as input for the method.

A method as claimed in claim'9, wherein to identify an
optimized number of, and dispositions of, nodes of the
first (LEVEL (j-1)) or second (LEVEL (j)) hierarchy
level, the nodes of the hierarchy level next below
which, prior to optimization, are allocated to the
nodes to be optimized are re-clustered using the
following procedure:-

initially, set k = 1 and set the overall best value of

the generalized cost function to infinity, then

(a) select randomly k cluster centers from the point
set P defined by said nodes of the hierarchy level
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next below; set the best value of the generalized cost
function for the current value of k to infinity;
(b) allocate the points of the point set P to the
selected cluster centers according to predetermined
clustering rules; iterate for the elements of the
point set; in each iteration step, when allocating a
point p to some cluster center, perform another
iteration for the possible cluster centers; allocate
point p to that cluster center g where the change D, (p)
in the value of the generalized cost function after
the allocation of point p is the minimum among all
possible cluster centers q;
(bl) calculate the value of the generalized cost
function of the current configuration; if the
value of the generalized cost function of the
current configuration is smaller than a previous
best value of the generalized cost Function found
for the current value of k then update that best
value of the generalized cost function and store
the current configuration as the best
configuration found for k clusters;
(b2) if the current configuration is identical to
the configuration after the brevious
recalculation phase, go to (c¢), otherwise
(b3) recalculate the optimized location of each
cluster center within its respective cluster
formed by the points of the cluster and check the
value of the generalized cost function for the
configuration with thaEApoint acting as cluster
center; perform °  this cluster center
recalculation in all clusters sequentially;
(b4) calculate the value of the generalized cost
function; if the value of the generalized cost
function of the current configuration is smaller
than the previous best value of the generalized
cost function found for the current value of k,
then update that best value of the generalized
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cost function and store the current configuration
as the best configuration found for k clusters;
(b5) iterate from step {b), until a predetermined
number of iterations--have failed to vield a
reduced best value of the generalized éost
function for the current value of k;
(¢) if the value of the generalized cost function of
the current final configuration for k clusters is
smaller than the overall best value of the generalized
cost function of the overall best configuration found
so far for any k, then update that overall best value
of the generalized cost Ffunction and modify the
overall best configuration found according to the
current one;
(d) let k = k+1 and iterate from step (a), until a
predetermined number of iterations have failed to

yield a reduced overall best value of the generalized
cost function. .

A method as claimed in claim 9, wherein to identify an
optimized number of, and dispositions of, nodes of the
first (LEVEL (j-1)) or second (LEVEL (7)) hierarchy
level, the nodes of the hierarchy level next below
which, prior to optimization, are allocated to the
nodes to be optimized are re-clustered using the

following procedure: -
initially, set k = 1, then

(a) for the point set P defined by said nodes of the
hierarchy level next below, find the cluster center
for k clusters and let the overall best value of the
generalized cost function for the overall best
configuration so far fouﬁd be the wvalue for the
resulting configuration with k cluster(s),

(b) select the largest cluster C of the actual
configuration,
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(¢) split the points of cluster C into two new
clusters C1 and C2 as follows:-
(cl) let Pl and P2 be two distinct random points
chosen from C;

5 (c2) iteratively.select a point 0O randomly from
C a number of times; in each iteration, check if
swapping Pl or swapping P2 with Q yields a larger
geometrical distance between P1 and P2; if so,
swap Pl or P2 with Q;

10 (c3) let Cl1 contain only Pl and C2 contain only
P2; delete P1 and P2 from C; let the geometrical
centers S1 and S2 for the two clusters C1 and €2
be P1 and P2, respectively;

(c4) while the union of Cl1 and C2 does not

15 contain all the elements of C, do:

(c5) initially, let greatest absolute distance =
0, then iterate the following steps (¢5.1) to
(c5.3) a predetermined number of times;

(c5.1) select a point Q from C randomly;

20 (c5.2) caloulate the absolute difference

between the geometrical distances of Q to
the two geometrical centers S1 and S2;

(¢5.3) if said absolute difference is
greater than the previous greatest absolute

25 distance for any point 0, update the

greatest absolute distance and the point
with the greatest absolute distance;
(c6) add the point with the greatest absolute
distance to the cluster (Cl or C2) of which the

30 geometrical center is closer to that point;
update the geometrical cluster center (S1 or 82)
of the selected «cluster according to the
inclusion of that point; delete that point from
the point set C;

35 (c¢7) let k:=k+1;- delete the original cluster ¢
from the actual configuration and add the two new
clusters Cl and C2 to.the actual configuration;
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(d) find the best cluster centers within the two new
clusters Cl and C2 by testing all the points as
candidates for cluster centers and selecting the
configuration with the least value of the generalized
cost function, separately for both clusters;

(e) if the value of the generalized cost function for
the current configuration is smaller than the previous
best value of the generalized cost function, then
update the overall best value of the generalized cost
function and the overall best configuration found
according to the current configuration, and go to step

(b) ; otherwise cease iteration.
A program for a computer, which when run on the
computer, carries out a method as claimed in any

preceding claim.

A data carrier storing the program of claim 12.
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