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81 Acquire a human face region of a current frame of image

82 Determine, according to the human face region of the current frame of image, a
prediction region, in which a human face appears, in a next frame of image of the
current frame of image

83 Find a first preselected region, which reaches a preset requirement in the aspect of
similarity with the human face region. in the prediction region

34 Detect a human face region of the next frame of image; and determine & human
face location tracking result of the next frame of image based on the first preselected
region and a detection result of the human face region of the next frame of image and
according to a preset selection rule

(57) Abstract: A method and device for tracking the location of a human
face, and electronic equipment. The method comprises: acquiring a human
face region of a current frame of image (S1); determining, according to the
human face region of the current frame of image, a prediction region, in
which a human face appears, in a next frame of image of the current frame of
image (S2); tinding a first preselected region, which reaches a preset require-
ment in the aspect of similarity with the human face region, in the prediction
region (S3); detecting a human face region of the next frame of image; and
determining a human face location tracking result of the next frame of image
based on the first preselected region and a detection result of the human face
region of the next frame of image and according to a preset selection rule
(S4). The method can accurately locate and track human face regions in
frames of image in complex scenes such as strong light interference and fast
face movement, thereby improving a human face tracking etfect and improv-
ing user experience.
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FACE LOCATION TRACKING METHOD, APPARATUS, AND
ELECTRONIC DEVICE

[0001] The present application claims priority to Chinese Patent Application No.
201510772348.7, filed on November 12, 2015 and entitled "FACE LOCATION TRACKING
METHOD, APPARATUS, AND ELECTRONIC DEVICE", which is incorporated herein by

reference in its entirety.
TECHNICAL FIELD

[0002] The present application relates to the field of image information data processing, and

in particular, to a face location tracking method, apparatus, and electronic device.
BACKGROUND

[0003] Face tracking is usually a process of determining the face's movement and change of
size in a video or an image sequence. Face tracking always plays an important role and is widely
used in image analysis and recognition, image monitoring and retrieval, instant video

communication, etc.

[0004] Generally, the face tracking processing can mainly include identifying a face location
in a video. During video recording, when a face moves, a specific algorithm such as a particle
shift or a mean shift can be used to track the specific location of the face in the video. Currently,
face tracking method processing used in the existing technology mainly include: performing
face detection on each image frame, that is, each frame can be considered as a separate image,
and then face detection is performed on each image frame, so as to obtain a face location in each
image frame by calculation. However, in actual implementations, for example, in a process in
which a user uses a front-facing camera of a mobile phone to take a selfie, a face tracking loss or
a detection error is usually caused due to a sudden light or scene change, strong light or
metering interference, rapid face movement, etc. Consequently, tracked face images are usually
discontinuous in a user video monitoring process or a video call process, and a real-time smooth
tracking effect cannot be achieved, thereby greatly compromising user experience, especially in
a terminal device with relatively poor processing performance. Certainly, the face tracking

method in the existing technology cannot meet a relatively high face-tracking requirement of a
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user.

[0005] For the face tracking methods in the existing technology, a face tracking loss or an
error occurs especially in a complex scenario such as a sudden light change, light interference,
or rapid face movement, which can result in a blurred face image or discontinuous tracked face
images in a video. The effectiveness of face detection and tracking, and user experience may be

compromised.

SUMMARY

[0005a]  Itis an object of the present invention to substantially overcome or at least

ameliorate one or more disadvantages of existing arrangements.

[0006] The present application provides a face location tracking method, apparatus, and
electronic device, so that a face region in an image frame can be accurately located in a complex
scenario such as a sudden light change, light interference, or rapid face movement, to improve
effectiveness of face tracking. In addition, face tracking loss can be avoided, thereby improving

face location tracking efficiency and user experience.

[0007] A face location tracking method, apparatus, and electronic device provided in the

present application are implemented as follows:

[0008] A face location tracking method is provided, and the method includes:

obtaining a face region in a current image frame;

determining a predicted region that includes a face in a next image frame of the
current image frame based on the face region in the current image frame;

searching the predicted region for a first preselected region with similarity to the face
region that meets a predetermined requirement; and

detecting a face region in the next image frame, and determining a face location
tracking result of the next image frame based on the first preselected region, a result of detecting

the face region in the next image frame, and a predetermined selection rule.

[0009] A face location tracking apparatus is provided, and the apparatus includes:

a detection module, configured to detect a face region in a current image frame;
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a predicted region calculation module, configured to calculate a predicted region that
includes a face in a next image frame of the current image frame based on the face region that is
in the current image frame and that is detected by the detection module;

a preselected region calculation module, configured to search the predicted region for
a first preselected region with similarity to the face region that meets a predetermined
requirement; and

a tracking result selection module, configured to determine a face location tracking
result of the next image frame based on the first preselected region, a result of detecting a face
region in the next image frame of the current image frame by the detection module, and a

predetermined selection rule.

[0010] A face location tracking electronic device is provided, and the electronic device
includes:

an information acquisition unit, configured to obtain a current image frame waiting
to be processed;

a processing unit, configured to: detect a face region in the current image frame;
calculate a predicted region that includes a face in a next image frame of the current image
frame based on the detected face region in the current image frame, and search the predicted
region for a first preselected region with similarity to the face region that meets a predetermined
requirement; and determine a face location tracking result of the next image frame based on the
first preselected region, a result of detecting a face region in the next image frame of the current
image frame by the processing unit, and a predetermined selection rule; and

a display unit, configured to display the face location tracking result obtained by the

processing unit.

[0011] In the face location tracking method, apparatus, and electronic device provided in the
present application, a range of the predicted region that includes a face in the next image frame
can be predicted based on the face region in the current image frame. Then, a preselected region
of a face region with similarity to a face region in a previous image frame that meets a
predetermined requirement (for example, the highest similarity) can be found within the range
of the predicted region. As such, information about a preselected face can be obtained from the
next image frame of the current frame based on the previous image frame. Further, in the
solutions in the present application, the face region in the next image frame can be detected. If

no face region is detected from the next image frame, a preselected region obtained by means of
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calculation based on the previous image frame can be used as the face region in the next image
frame. If the face region can be detected, the next image frame includes at least two face
regions, and a face region that meets the requirement can be selected as the final face location
tracking result of the next image frame based on the predetermined selection rule. Therefore, in
the present application, even if no face region is detected from the current image frame due to a
complex scenario such as a sudden light change, a face location can be located and tracked by
using a preselected region obtained by prediction based on a face region in the previous image
frame. As such, continuity of face detection and tracking can be ensured, face detection and

tracking can be more effective, and user experience of face tracking can be improved.

[0011a] In one aspect there is provided a computer-implemented method for tracking locations
of a face across a plurality of images comprising a first image and a second image, the method
comprising: determining a first face region within the first image, the first face region including
the location of the face within the first image; based on the determined first face region within
the first image, determining a predicted face region within the second image; determining a first
region of similarity within the predicted face region, the first region of similarity having at least
a predetermined degree of similarity to the first face region within the first image; determining
whether a second face region is present within the second image; and determining the location
of the face within the second image based on the first region of similarity, the determination of
whether the second face region is present within the second image, and a face region selection
rule comprising: when the second face region is not present within the second image, the
location of the face is the first region of similarity; when the second face region is present within
the second image, and a spatial overlap coefficient between the second face region and the first
region of similarity is 0, the location of the face is the first region of similarity; when the second
face region is present within the second image, and the spatial overlap coefficient between the
second face region and the first region of similarity is less than a preset threshold, the location of
the face is the first region of similarity; and when the second face region is present within the
second image, and the spatial overlap coefficient between the second face region and the first
region of similarity is greater than or equal to the preset threshold, the location of the face is the

second face region.
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[0011b] In one aspect there is provided a non-transitory, computer-readable medium storing one
or more instructions executable by a computer system to perform operations comprising:
determining a first face region within a first image, the first face region including a location of a
face within the first image; based on the determined first face region within the first image,
determining a predicted face region within a second image; determining a first region of
similarity within the predicted face region, the first region of similarity having at least a
predetermined degree of similarity to the first face region within the first image; determining
whether a second face region is present within the second image; and determining the location
of the face within the second image based on the first region of similarity, the determination of
whether the second face region is present within the second image, and a face region selection
rule comprising: when the second face region is not present within the second image, the
location of the face is the first region of similarity; when the second face region is present within
the second image, and a spatial overlap coefficient between the second face region and the first
region of similarity is 0, the location of the face is the first region of similarity; when the second
face region is present within the second image, and the spatial overlap coefficient between the
second face region and the first region of similarity is less than a preset threshold, the location of
the face is the first region of similarity; and when the second face region is present within the
second image, and the spatial overlap coefficient between the second face region and the first
region of similarity is greater than or equal to the preset threshold, the location of the face is the

second face region.

[0011¢] In one aspect there is provided a computer-implemented system, comprising: one or
more computers; and one or more computer memory devices interoperably coupled with the one
or more computers and having tangible, non-transitory, machine-readable media storing one or
more instructions that, when executed by the one or more computers, perform one or more
operations comprising: determining a first face region within a first image, the first face region
including a location of a face within the first image; based on the determined first face region
within the first image, determining a predicted face region within a second image; determining a
first region of similarity within the predicted face region, the first region of similarity having at
least a predetermined degree of similarity to the first face region within the first image;
determining whether a second face region is present within the second image; and determining

the location of the face within the second
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image based on the first region of similarity, the determination of whether the second face
region is present within the second image, and a face region selection rule comprising: when the
second face region is not present within the second image, the location of the face is the first
region of similarity; when the second face region is present within the second image, and a
spatial overlap coefficient between the second face region and the first region of similarity is 0,
the location of the face is the first region of similarity; when the second face region is present
within the second image, and the spatial overlap coefficient between the second face region and
the first region of similarity is less than a preset threshold, the location of the face is the first
region of similarity; and when the second face region is present within the second image, and
the spatial overlap coefficient between the second face region and the first region of similarity is

greater than or equal to the preset threshold, the location of the face is the second face region.

BRIEF DESCRIPTION OF DRAWINGS

[0012] To describe the technical solutions in the implementations of the present application
or in the prior art more clearly, the following briefly introduces the accompanying drawings
used for describing the implementations or existing technology. Apparently, the accompanying
drawings in the following description merely show some implementations of the present
application, and a person of ordinary skill in the art may still derive other drawings from these

accompanying drawings without creative efforts.

[0013] FIG. 1 is a method flowchart illustrating a face location tracking method, according

to an implementation of the present application;

[0014] FIG. 2 is a schematic diagram illustrating determining a predicted region that

includes a face in a next image frame based on a face region in a current image frame;

[0015] FIG. 3 is a schematic diagram illustrating searching a predicted region for a first

preselected region, according to the present application;

[0016] FIG. 4 is a schematic diagram illustrating a selection scenario of determining a face

location tracking result, according to the present application;

[0017] FIG. 5 is a schematic diagram illustrating further searching for a second preselected

region, according to an implementation of the present application;
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[0018] FIG. 6 is a schematic diagram illustrating a module structure of a face location

tracking apparatus, according to an implementation of the present
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application;

[0019] FIG. 7 is a schematic diagram illustrating a module structure of a
preselected region calculation module, according to an implementation of the present
application;

[0020] FIG. 8 is a schematic diagram illustrating a module structure of a
preselected region calculation module, according to another implementation of the
present application;

[0021] FIG. 9 is a schematic diagram illustrating a module structure of a tracking
result selection module, according to an implementation of the present application;
and

[0022] FIG. 10 is a schematic structural diagram illustrating a face location
tracking electronic apparatus, according to an implementation of the present

application.

DESCRIPTION OF EMBODIMENTS

[0023] To make a person skilled in the art understand the technical solutions in the
present application better, the following clearly and completely describes the technical
solutions in the implementations of the present application with reference to the
accompanying drawings in the implementations of the present application.
Apparently, the described implementations are merely some but not all of the
implementations of the present application. All other implementations obtained by a
person of ordinary skill in the art based on the implementations of the present
application without creative efforts shall fall within the protection scope of the present
application.

[0024] The following describes in detail a basic data processing method in the
present application with reference to the accompanying drawings. FIG. 1 is a method
flowchart illustrating a face location tracking method, according to an implementation
of the present application. Although the present application provides the operation
steps of the method in the following implementations or accompanying drawings, the
method can include more or fewer operation steps based on a conventional or
non-creative effort. In a step in which there is no necessary causal relationship in
logic, an execution sequence of these steps is not limited to an execution sequence

provided in the implementations of the present application. When the method is
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executed by an apparatus or a terminal product in actual application, the method can
be executed based on the sequence of the method in the implementations or
accompanying drawings or can be executed in parallel (for example, a parallel
processor or a multi-thread processing environment).
[0025] Specifically, as shown in FIG. 1, the present application provides an
implementation of a face location tracking method, and the method can include the
following steps.
[0026] S1: Obtain a face region in a current image frame.
[0027] Generally, face location tracking is mainly used in video stream
information processing recorded by a camera apparatus, for example, a monitoring
device, or a camera of a user's mobile phone. The face location tracking method
provided in the present application can include but is not limited to video stream
information processing, and the solution in the present application can still be used for
face tracking of consecutive images or cine film digital information in other
application scenarios. To clearly describe the solution in the present application, this
implementation can be described by using an application scenario in which a user
uses a front-facing camera of a mobile phone to take a selfie. In this implementation,
a face region in a current image frame of a current video can be obtained first.
Specifically, face detection can be performed on a video image frame at the beginning
of a video stream. Generally, face detection needs to be performed on each image
frame until a face is detected. Generally, when a face is detected from the current
image frame, information related to the face image can be obtained, such as an image
color parameter, an image size, and a frame distance. Face location can usually be
represented by a specific region. For example, a rectangular box can usually be used
to represent a region in which a face is detected.
[0028] In a terminal product application scenario where data processing capability
of a mobile communications terminal or a vehicle dashboard video recorder is lower
than a data processing capability of a personal computer (PC), the present application
can provide an implementation of detecting a face region. In an implementation, the
obtaining a face region in a current image frame can include:

detecting and obtaining the face region in the current image frame by using
an Adaboost method for reducing a quantity of classification levels.
[0029] Adaboost is an iterative algorithm. The primary process of Adaboost

includes training different classifiers (weak classifiers) for a same training set, and
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combining the weak classifiers into a stronger final classifier (strong classifier). The
Adaboost algorithm can usually be used to determine a weighted value of each sample
based on whether classification of each sample in each training set is correct and the
accuracy of a previous overall classification. Then, a new data set whose weighted
value has been modified can be sent to a next-layer classifier for training, and
classifiers obtained during each training are combined into a final decision classifier.
A classifier in an Adaboost cascade structure is usually composed of a series of serial
classifiers. When determining samples to be identified, only a sample determined as
positive by a classifier at a previous level is sent to a next classifier for further
processing. Otherwise, a negative sample is directly rejected. In the cascade structure,
previous classifiers are simpler in structure, use less feature data, but have a higher
detection rate. Negative samples greatly different from a target object can be filtered
out as much as possible. Subsequent classifiers use more feature data and have a more
complex structure, so that negative samples similar to the target object can be
distinguished from the target object.
[0030] It should be noted that in this implementation, in a process that the face
region in the current image frame is detected by using the Adaboost method, a
quantity of classification levels can be appropriately reduced as needed, so as to
reduce calculation complexity in face detection and perform rapid face detection.
[0031] In an implementation of the face location tracking method in the present
application, when a user performs active photographing by using a front-facing
camera or a rear-facing camera of a mobile phone, if more than one person is
photographed, a proportion of a main photographed face on a screen or a display is
usually large. In this case, a face closest to the camera can be a main target. Therefore,
to more accurately track a face location and meet a user's face location tracking
expectation, in another implementation of the present application, only the face
closest to the camera may be tracked during face location tracking. In an
implementation process, the largest face region in the current image frame can be
selected as a face tracking object. Therefore, in another implementation of the present
application, the obtaining a face region in a current image frame can include:

when at least two faces are detected from the current image frame,
selecting a region corresponding to a face with the largest area in the current image
frame as the face region in the current image frame.

[0032] In this implementation, the face region in the current image frame of the

7
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video can be obtained.

[0033] S2: Determine a predicted region that includes a face in a next image
frame of the current image frame based on the face region in the current image frame.
[0034] After the face region in the current image frame is obtained, the predicted
region that includes a face in the next image frame can be determined based on the
face region in the current image frame. The predicted region can include a range of a
face region determined in the next image frame of the current image frame based on a
specific algorithm or rule. FIG. 2 is a schematic diagram illustrating determining a
predicted region that includes a face in a next image frame based on a face region in a
current image frame. As shown in FIG. 2, in the current image frame N, a rectangular
box A is a detected face region in the current image frame. In a next image frame
N+1, a rectangular box B obtained after a length and a width of the rectangular box 4
of the face region in the previous image frame N (that is, the current image frame N)
are separately expanded by K pixels is used as a predicted region that includes a face
in the next image frame N+1. Certainly, in another implementation, the predicted
region can be determined by using another method. For example, a rectangular box
obtained after the length and the width of the rectangular box A of the face region in
the current image frame are separately expanded by 1.5 times can be used as the
predicted region.

[0035] The predicted region that includes a face in the next image frame of the
current image frame is determined based on the face region in the current image frame
and a specific rule.

[0036] S3: Search the predicted region for a first preselected region with
similarity to the face region that meets a predetermined requirement.

[0037] After the predicted region that may include a face in the next image frame
is determined, the first preselected region with high similarity to the face region can
be searched and matched within the range of the predicted region. The face region can
be obtained from the previous image frame (that is, the current image frame N in S2).
[0038] In this implementation, a template matching method can be provided to
calculate similarity between the face region and the first preselected region in the next
image frame. In an implementation process, the face region in the current image
frame can be used as an original template, and a boundary of the face region can be
set as a moving window. A new matching template can be obtained during each

window movement. Within the range of the predicted region, each time the predicted
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region moves by one step, data of a new moving window region can be obtained, and
similarity between the moving window region and the face region is calculated. In the
present application, calculating or determining similarity between two regions is not
limited to a specific method, and other methods that can implement the same or
similar function can be applied to the present application. Specifically, the
determining a predicted region that includes a face in a next image frame of the
current image frame based on the face region in the current image frame can include:
[0039] S301: Traverse the predicted region based on a first step size to obtain a
comparison region of the face region.

[0040] The first step size can be set based on a processing speed or a processing
precision requirement in actual face location tracking. In an optional implementation,
the data calculation amount can be reduced to improve the data processing speed, and
a face location tracking accuracy requirement can be ensured. In this implementation,
a value range of the first moving step can be greater than or equal to two pixels.

[0041] S302: Calculate similarity between the face region and the comparison
region.

[0042] A corresponding calculation method and a corresponding calculation
parameter can be selected to calculate similarity between different image regions
based on different application scenarios or different data processing requirements. For
example, the similarity between the face region and the comparison region can be
calculated based on an image color, an image texture, or an image gradient of
different regions. The present application provides an implementation of calculating
the similarity. Specifically, in an implementation of the present application, the
similarity, denoted as dis, between the face region and the comparison region can be

calculated by using the following equations:
min X = max (_Zeﬁori ,—left )
max X = max (width —left,,, width - left,, )
minY = max (—top,,,,—top,,, )
max Y = max (height —top,,,, height —top,,, )
min( width,max X ) min(height max X )

sumDis = > > min{f(,/)-gG,))

i=max(l,minX)  j=max(l,minY¥)

e
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effctiveNum =| min (width, max X )—max (1, min X ) | *| min (height, max X )—max (1, min Y |

dis = sumDis * (width * hei ght) / effctiveNum
[0043] In the above equations, leﬁ ori Ieﬁdes ’ 10D,,; , and (0P yes can
respectively represent a left boundary location of the face region, a left boundary
location of a current comparison region, an upper boundary location of the face
region, and an upper boundary location of the current comparison region. The variable
width can represent a width of the face region, height can represent a height of the
face region, f{i,j) can represent a grayscale value of a pixel whose coordinates are (i,j)
in the face region in the current image frame (that is, a frame K preceding a next
frame K+1), g(i,j) can represent a grayscale value of a pixel whose coordinates are
(ij) in a comparison region in the next image frame, x can represent a specified
empirical threshold, and dis is the similarity between the face region and the
comparison region. In the above equations, max (a, b) can represent that a larger value
between a and b is selected, and min (a, b) can represent that a smaller value between
a and b is selected.
[0044] S303: Use a comparison region with similarity that meets the
predetermined requirement in the next image frame as the first preselected region in
the next image frame.
[0045] In this implementation, the predetermined requirement may be set and can
be used to select a comparison region that meets a prediction requirement in the
predicted region. For example, the predetermined requirement may be set as follows:
the similarity between the comparison region and the face region is more than 90% or
a comparison region within a percentage is specified after similarity sorting. For
example, the first three highest-similarity comparison regions. In an optional
implementation of the present application, the comparison region with similarity that
meets the predetermined requirement can include:

a comparison region with the largest similarity among comparison regions
in the next image frame.
[0046] FIG. 3 is a schematic diagram illustrating searching a predicted region for a
first preselected region, according to the present application. As shown in FIG. 3, in a
predicted region B of the next image frame N + 1, a first preselected region C with

similarity to the face region 4 in the current image frame N that meets the requirement
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can be found. In this implementation, only a region that is in a next-frame comparison
region and with the highest similarity to the face region in the current image frame
can be selected as the first preselected region. In this case, in comparison with
selecting multiple preselected regions, a data processing amount can be reduced, a
preselected region can be selected faster, and a face location processing speed can be
improved.

[0047] In this implementation, when the template matching method is used to
calculate the first preselected region, addition and subtraction can be performed on a
grayscale value of a pixel within a specific region. In comparison with another
existing tracking algorithm, there is no need to perform massive processing and
storage, and time complexity and space complexity are low. The application of this
implementation is broader, especially for mid-low end mobile phone and monitoring
device with weak information data processing capability. Therefore, the calculation
amount can be effectively reduced and face tracking precision can be improved. In
addition, in a face tracking environment of short-distance video recording, for
example, in an application scenario of a front-facing camera of a mobile phone, a
proportion of the face in a screen is usually large when a user takes a selfie. In the
template matching method in this implementation, effective information of a face
region in a larger proportion of the video screen can be obtained, and a tracking result
can be more reliable in comparison with other tracking algorithms.

[0048] In this implementation, the first preselected region with similarity to the
face region that meets the predetermined requirement can be searched for in the
predicted region by using a specific calculation method.

[0049] S4: Detect a face region in the next image frame, and determine a face
location tracking result of the next image frame based on the first preselected region,
a result of detecting the face region in the next image frame, and a predetermined
selection rule.

[0050] When the current image frame is switched to the next image frame, it can
be detected whether a face region exists in the next image frame. If a face region is
detected from the next image frame, at least two face regions are obtained from the
next-image frame, that is, the detected face region and the first preselected region
obtained based on face tracking prediction. In the present application, the final face
tracking result of the next image frame can be obtained by particular collaborative

calculation and analysis based on the at least two face regions.
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[0051] In the present application, the predetermined selection rule can be used to
determine which face region is used as the final face location tracking result. The
selection rule in this implementation can include a selection rule for selecting the face
region in the next image frame or the first preselected region according to a
percentage of an overlap area between the face region in the next image frame and the
first preselected region in either the face region in the next image frame or the first
preselected region. In this implementation, the percentage of the overlap area between
the face region and the first preselected region in the face region of the next image
frame or the first preselected region can be defined as an overlap coefficient Q.
[0052] FIG 4 is a schematic diagram illustrating a selection scenario of
determining a face location tracking result, according to the present application. As
shown in FIG. 4, a rectangular box D can represent the detected face region in the next
image frame, and is referred to as a detection result here. A rectangular box C can
represent the first preselected region in the next image frame and obtained by tracking
calculation in steps SI to S3 or another implementation, and is referred to as a
tracking result here. The shaded area is the final determined face location tracking
result of the next image frame. When both the detection result and the tracking result
exist in the next image frame, if the detection result does not overlap with the tracking
result, that is, the overlap coefficient Q is 0, the tracking result can be used as the face
location tracking result, as shown in 4-1 in FIG. 4. If there is an overlap region
between the detection result and the tracking result, but an overlap area is relatively
small and does not meet a specified overlap requirement, the tracking result can be
used as the face location tracking result, as shown in 4-2 in FIG. 4. In another case, if
there is an overlap region between the detection result and the tracking result, and an
overlap area is large and meets a specified overlap requirement, for example, 95% of
the regions are overlapped, the detection result can be selected as the face location
tracking result, as shown in 4-3 in FIG. 4. Certainly, if no face region is detected from
the next image frame, the tracking result can be directly used as the face location
tracking result, as shown in 4-4 in FIG. 4.
[0053] Therefore, in an optional implementation, determining a face location
tracking result of the next image frame based on detecting the face region in the next
image frame and a predetermined selection rule can include:

when the result of detecting the face region in the next image frame is that

no face region is detected, using the first preselected region as the face location

12



10

15

20

25

30

tracking result of the next image frame;

when a coefficient of an overlap between the detected face region in the
next image frame and the first preselected region is 0, use the first preselected region
as the face location tracking result of the next image frame;

when the coefficient of the overlap between the detected face region in the
next image frame and the first preselected region is less than a predetermined
threshold, use the first preselected region as the face location tracking result of the
next image frame; or

when the coefficient of the overlap between the detected face region in the
next image frame and the first preselected region is greater than or equal to the
predetermined threshold, use the detected face region in the next image frame as the
face location tracking result of the next image frame.
[0054] This implementation provides an implementation method for selecting the
final face location tracking result from the detection result and the tracking result. In
this implementation of the present application, a face location can be accurately and
rapidly tracked in a complex environment such as rapid face movement, a sudden
light change, or strong light interference. In the implementation, when a frame loss
occurs in an image frame and no face is detected, a face location can still be tracked
and determined, so that a continuous tracking effect of the face location can be
implemented, and face tracking can be smooth. Even if a frame loss does not occur, a
more suitable region can be selected between a detection result and a tracking result in
an image frame based on a predetermined selection rule as a face location tracking
result, so as to improve effectiveness of face tracking effect and user experience.
[0055] It should be noted that a current frame, a next frame, a previous frame, a
frame preceding the previous frame in the present application can be considered as
relative concepts for describing an image frame information processing object in
actual applications. If an image frame at a moment in a video stream can be marked as
a current image frame N, a corresponding next frame may be an (N+1)th image frame,
and a previous frame may be an (N—1)th image frame. After tracking on the (N+1)th
image frame is completed, a face location in an (N+2)th image frame can be further
tracked and processed. In this case, the current image frame is the (N+1)th image
frame, and correspondingly, a next image frame of the current image frame N+ 1 may
be the (N+2)th image frame.

[0056] During continuous image frame processing, after tracking processing on a
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face location in a current image frame is completed, a face location in a next image
frame can be further tracked by using a processing result of the current image frame
as reference information or initialization information for tracking the face location in
the next image frame. In some application scenarios, a quantity of image frames that
need to be processed per second in the video stream may usually be more than a
dozen frames or even dozens of frames. During face location tracking, if no face is
detected because face tracking loss in frame N caused by a sudden light change or
rapid face movement, a face region obtained from the result of detecting or processing
a previous frame N-1 can be used as a face region tracked from frame N where the
face tracking loss occurs. In a related implementation, if in addition, no face is
detected or tracked from the previous frame N—I1, a face region result obtained by
detecting or processing a frame N-2 can still be used, and so on. Certainly, if no face
is detected in multiple consecutive frames based on a predetermined determining rule,
it can be determined that the face is not captured in the video recording range.

[0057] In the above implementation, when the predicted region that includes a
face is searched for in the next image frame, a value of the first step size can be
determined as needed. For example, the predicted region can be moved by two pixels
or five pixels each time. Generally, a larger step size can indicate a faster speed of
searching for a region that is similar to a previous image frame face region, and less
data needs to be processed. A smaller step size can indicate higher search accuracy. In
an implementation in which the value range of the first moving step is greater than or
equal to two pixels, to further improve accuracy of searching the first preselected
region, in another preferred implementation provided in the present application, the
method can further include:

[0058] S304: Search for a second preselected region with the highest similarity to
the face region within a range of a second step size surrounding the first preselected
region, where the second step size is less than the first step size. In this case, the
second preselected region obtained by means of precise searching can be used as the
face location region tracking result of the next image frame. Either of the detection
result and the second preselected region may be subsequently determined as the final
face location tracking result.

[0059] Correspondingly, the determining a face location tracking result of the next
image frame based on the first preselected region, a result of detecting the face region

in the next image frame, and a predetermined selection rule includes: determining the
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face location tracking result of the next image frame based on the second preselected
region, the result of detecting the face region in the next image frame, and the
predetermined selection rule.

[0060] In specific application, for example, the first step is two pixels, similarity
between a face region within a range of a pixel surrounding the first preselected
region and the face region in the previous image frame may be calculated in this
implementation, so as to obtain a region with the highest similarity. Specifically, in
this implementation, the second preselected region can be calculated by using the
similarity calculation method in step S302. Certainly, other calculation methods for
determining similarity between two regions are not excluded. Details for those
calculation methods are not described here. FIG. 5 is a schematic diagram illustrating
further searching for a second preselected region, according to an implementation of
the present application. As shown in FIG. 5, a rectangular box C is a first preselected
region of a face region that is determined by using two pixels as the step size of a
predicted region, and a rectangular box D is a comparison region C ru of an upper
right pixel of the first preselected region C. Certainly, a range of a pixel surrounding
the first preselected region can include a comparison region C d formed by moving
the first preselected region downward by one pixel, a comparison region C u formed
by moving the first preselected region upward by one pixel, a comparison region C /d
formed by moving the first preselected region towards the lower left corner by one
pixel, and so on. Then, the similarity between the comparison region of a pixel
surrounding the first preselected region and the face region can be calculated, and a
comparison region with the highest similarity can be selected as the second
preselected region.

[0061] In this implementation, the first preselected region is calculated by setting
a relatively large first step size, so as to effectively reduce the calculation amount in
image comparison and searching to improve data processing speed of face location
tracking. In this implementation, based on the result of the first preselected region,
more accurate search can be performed nearby using the second step size smaller than
the first step size, to obtain the second preselected region that has more accurate
tracking result. As such, rapid searching can be implemented, and accuracy of face
tracking can be improved, thereby improving effectiveness of face tracking.

[0062] Based on the face location tracking method in the present application, the

present application provides a face location tracking apparatus. FIG. 6 is a schematic
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diagram illustrating a module structure of a face location tracking apparatus,
according to an implementation of the present application. As shown in FIG. 6, the
apparatus can include:

a detection module 101, configured to detect a face region in a current
image frame;

a predicted region calculation module 102, configured to calculate a
predicted region that includes a face in a next image frame of the current image frame
based on the face region that is in the current image frame and that is detected by the
detection module 101;

a preselected region calculation module 103, configured to search the
predicted region for a first preselected region with similarity to the face region that
meets a predetermined requirement; and

a tracking result selection module 104, configured to determine a face
location tracking result of the next image frame based on the first preselected region,
a result of detecting a face region in the next image frame of the current image frame
by the detection module 101, and a predetermined selection rule.

[0063] In the implementation of the face location tracking apparatus in the present
application, the detection module 101 can continuously detect, over time, a face
region in an image frame obtained by a camera apparatus. For example, 15 frames of
video images are shot per second in a video stream, and a face region in a current
frame (an Nth frame) of image can be detected during face location tracking. After
detection and tracking processing on information data of the current frame (the Nth
frame) of image is completed, a face region in a next frame (an (N+/)th frame) of
image can be further detected.

[0064] In an implementation of the detection module 101 of the apparatus in the
present application, the face region in the current image frame can be detected and
obtained by using an Adaboost method for reducing a quantity of classification levels.
As such, a data calculation amount during face detection can be reduced, and a
positioning and processing speed of face location tracking can be improved.

[0065] In another implementation of the apparatus in the present application, only
a face closest to a camera can be tracked during face location tracking processing. In
an implementation process, the largest face region in the current image frame can be
selected as a face tracking object. Therefore, in another implementation of the

apparatus in the present application, that the detection module 101 detects a face
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region in a current image frame includes:

when at least two faces are detected from the current image frame,
selecting a region corresponding to a face with the largest area in the current image
frame as the face region in the current image frame.
[0066] The present application is not limited to a method of searching for the first
preselected region by the preselected region calculation module 103 based on
calculation. FIG. 7 is a schematic diagram illustrating a module structure of a
preselected region calculation module 103 of the apparatus, according to an
implementation of the present application. As shown in FIG. 7, the preselected region
calculation module 103 can include a comparison region module 1031, a similarity
calculation module 1032, and a first preselection module 1033.
[0067] The comparison region module 1031 is configured to traverse the
predicted region based on a specified first step to obtain a comparison region of the
face region.
[0068] The similarity calculation module 1032 is configured to calculate
similarity between the face region and the comparison region.
[0069] In an implementation of the apparatus in the present application, the
similarity calculation module 1032 can calculate the similarity dis between the face

region and the comparison region by using the following equations:
min X = max (—left,,,—left,, )
max X = max (width —left .,width—left )
minY = max (—top,,,~top,, )
max ¥ = max (height —top,,,, height —top,, )
min(width,max X ) min(height,max X )

sumDis = > Y min{|fG,/)-g(,))

i=max(l,min X)  j=max(l,minY)

,x}
effctiveNum = [min {width, max X') - max (1, min X)] * [mjn (height, max X ) —max (1, min Y)}
dis = sumDis * (width * hei ght) / effctiveNum

leﬁ ori Ieﬁ des top ori

[0070] In the above equations, , , , and 10D o

respectively represent a left boundary location of the face region, a left boundary
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location of a current comparison region, an upper boundary location of the face
region, and an upper boundary location of the current comparison region. The variable
width represents a width of the face region, height represents a height of the face
region, f(i,j) represents a grayscale value of a pixel whose coordinates are (7,j) in the
face region in the current image frame, and g(i,j) represents a grayscale value of a
pixel whose coordinates are (i,j) in a comparison region in the next image frame; and
x represents a specified empirical threshold, and dis is the similarity between the face
region and the comparison region.
[0071] The first preselection module 1033 is configured to use a comparison
region with similarity that meets the predetermined requirement in the next image
frame as the first preselected region in the next image frame.
[0072] The equations used by the similarity calculation module 1032 included in
the apparatus can be implemented in a specific implementation process on the
apparatus/module by using a computer readable program language, for example, a C
language, or can be implemented in a form of hardware and software using certain
hardware structure as needed.
[0073] In an optional implementation, the predetermined requirement specified by
the first preselection module 1033 may be set with the highest similarity to the face
region. Therefore, in another implementation, the comparison region with similarity
that meets the predetermined requirement in the first preselection module 1033 can
include:

a comparison region with the largest similarity among comparison regions
in the next image frame.
[0074] In the above implementation, the first step specified by the comparison
region module 1031 can be set according to a requirement for a processing speed or
processing accuracy of the face location tracking apparatus in the present application.
In an implementation of the apparatus in the present application, a value range of the
first step size can be set to be greater than or equal to two pixels.
[0075] The present application can further provide a preferred implementation of
the face location tracking apparatus. FIG. 8 is a schematic diagram illustrating a
module structure of a preselected region calculation module, according to another
implementation of the present application. As shown in FIG. 8, the preselected region
calculation module 103 can further include:

a second preselection module 1034, configured to search for a second
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preselected region with the highest similarity to the face region within a range of a
second step size surrounding the first preselected region, where the second step size is
less than the first step size.

[0076] Correspondingly, that the tracking result selection module 104 determines
a face location tracking result of the next image frame based on the first preselected
region, a result of detecting a face region in the next image frame of the current image
frame by the detection module 101, and a predetermined selection rule includes: the
tracking result selection module 104 determines the face location tracking result of the
next image frame based on the second preselected region, the result of detecting the
face region in the next image frame of the current image frame by the detection
module 101, and the predetermined selection rule.

[0077] In the face location tracking apparatus in this implementation, based on the
result of the first preselected region, more precise searching can be performed within
the range of the second step size and smaller than the first step size, and the second
preselected region with a more accurate tracking result is obtained. As such, rapid
searching processing can be implemented, and accuracy of face location tracking can
be improved, thereby improving the effectiveness of face tracking.

[0078] FIG. 9 is a schematic diagram illustrating a module structure of a tracking
result selection module 104, according to an implementation of the present
application. As shown in FIG. 9, the tracking result selection module 104 can include
a detection and calculation module 1041 and a selection module 1042.

[0079] The detection and calculation module 1041 is configured to: detect the
face region in the next image frame, and calculate a coefficient Q of an overlap
between the face region of the next image frame and the first preselected region when
the face region in the next image frame is detected. In this implementation, the
overlap coefficient Q can be represented as a percentage of an overlap area between
the face region in the next image frame and the first preselected region in either the
face region or the first preselected region.

[0080] The selection module 1042 is configured to use the first preselected region
as the face location tracking result of the next image frame, when at least one of the
following conditions is met: no face region is detected by the detection and
calculation module 1041 from the next image frame, the overlap coefficient calculated
by the detection and calculation module 1041 is 0, or the overlap coefficient

calculated by the detection and calculation module 1041 is less than a predetermined
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threshold. Or the selection module 1042 is configured to use the face region that is in
the next image frame and that is detected by the detection module 101 as the face
location tracking result of the next image frame, when the overlap coefficient
calculated by the detection and calculation module 1041 is greater than or equal to the
predetermined threshold.
[0081] This implementation provides a solution for selecting a final face location
tracking result from a detection result and a tracking result. In this implementation of
the present application, a face location can be accurately and rapidly tracked in a
complex environment such as rapid face movement, a sudden light change, or strong
light interference. In this implementation, when a frame loss occurs in an image frame
and no face is detected, a face location can still be tracked and determined, so that a
continuous tracking effect of the face location can be implemented to ensure smooth
face tracking. Even if a frame loss does not occur, a more suitable region can be
selected between a detection result and a tracking result in an image frame as a face
location tracking result based on a predetermined selection rule, so as to improve
effectiveness of face tracking and user experience.
[0082] The face location tracking method or apparatus in the present application
can be applied to multiple terminal devices to perform more rapid, accurate, and
fluent face location tracking. For example, such devices can include a video camera
device, a monitoring device, and a face location tracking device for consecutive image
frames of a mobile communications terminal based on an Android system or an i0S
system. Therefore, the present application further provides a face location tracking
electronic device, and the electronic device can include a camera apparatus for
detecting and obtaining a video image frame, a display for video playback, a
processing unit for information data processing, etc. Specifically, FIG. 10 is a
schematic structural diagram illustrating a face location tracking electronic apparatus,
according to an implementation of the present application. As shown in FIG. 10, the
electronic device can include:

an information acquisition unit 1, configured to obtain a current image
frame waiting to be processed;

a processing unit 2, configured to: detect a face region in the current image
frame; calculate a predicted region that includes a face in a next image frame of the
current image frame based on the detected face region in the current image frame, and

search the predicted region for a first preselected region with similarity to the face
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region that meets a predetermined requirement; and determine a face location tracking
result of the next image frame based on the first preselected region, a result of
detecting a face region in the next image frame of the current image frame by the
processing unit, and a predetermined selection rule; and

a display unit 3, configured to display the face location tracking result
obtained by the processing unit 2.
[0083] The information acquisition unit 1 in the electronic device in the present
application can include a front-facing camera, a rear-facing camera, or a monitoring
camera apparatus of a mobile terminal. In another application scenario, an
implementation in which a computer processes image information data that is
obtained in real time or has been previously obtained is also included, for example,
the computer performs face location tracking processing on video information. The
processing unit 2 can include a central processing unit (CPU), and certainly, can
further include a single-chip microcomputer with a logic processing capability, a logic
gate circuit, an integrated circuit, etc. The display unit 3 can generally include a
display, a mobile terminal display screen, a projection device, etc.
[0084] Although the face detection method, data processing such as data
exchange between module units, and information display are described in the content
of the present application, the present application is not limited to the data processing
and the information display mentioned in the standard or the implementations. The
above description in the implementations of the present application is merely
application of some implementations of the present application, and a processing
method slightly modified based on some standards and methods can also be used to
implement the solutions in the implementations of the present application. Certainly,
other non-creative changes in accordance with steps of the processing method in the
implementations of the present application can still be used to implement the same
application. Details are not described here.
[0085] Although the present application provides the operation steps of the
method in the implementations or flowcharts, the method can include more or fewer
operation steps based on a conventional or non-creative effort. A sequence of the steps
enumerated in the implementations is merely one of execution sequences of the steps,
and does not represent a unique execution sequence. When the method is executed by
an apparatus or a client product in actual application, the method can be executed

based on the sequence of the method in the implementations or accompanying
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drawings or can be executed in parallel (for example, a parallel processor or a
multi-thread processing environment).

[0086] The units or modules described in the above implementations can be
specifically implemented by a computer chip or an entity, or implemented by a
product with a certain function. For ease of description, the above apparatus and
device are described by using various modules and various units. Certainly, during
implementation of the present application, functions of multiple modules can be
implemented in one or more pieces of software and/or hardware, for example, a first
preselection module and a second preselection module, or modules that implement a
same function can be implemented by using a combination of multiple submodules or
subunits.

[0087] A person skilled in the art also knows that, in addition to implementing a
controller by using a computer readable program code, logic programming can be
performed on the method steps to enable the controller to implement a same function
in forms of a logic gate, a switch, a dedicated integrated circuit, a programmable logic
controller, and an embedded microcontroller. Therefore, the controller can be
considered as a hardware component, and an apparatus that is included in the
controller and that is used to implement various functions can also be considered as a
structure in the hardware component. Or, an apparatus for implementing various
functions can be even considered as both a software module for implementing the
method and the structure in the hardware component.

[0088] The present application can be described in a general context of a
computer executable instruction executed by a computer, such as a C language, or a
program module based on an Android design platform or an iOS design platform.
Generally, the program module includes a routine, a program, an object, a component,
a data structure, a type, or the like that executes a specific task or implements a
specific abstract data type. The present application can also be applied to a distributed
computing environment in which a task is executed by a remote processing device
that is connected by using a communications network. In the distributed computing
environment, the program module can be located in local and remote computer
storage media including a storage device.

[0089] It can be learned from description of the above implementations that, a
person skilled in the art can clearly understand that the present application can be

implemented by using software in addition to a necessary universal hardware
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platform. Based on such an understanding, the technical solutions in the present
application essentially or the part contributing to the prior art can be implemented in a
form of a software product. The software product can be stored in a storage medium,
such as a ROM/RAM, a magnetic disk, or an optical disc, and includes several
instructions for instructing a computer device (which can be a personal computer, a
mobile terminal, a server, or a network device) to perform the methods described in
the implementations or in some parts of the implementations of the present
application.

[0090] The implementations in this specification are all described in a progressive
manner. For same or similar parts in the implementations, reference can be made to
these implementations, and each implementation focuses on a difference from other
implementations. The present application can be applied to many general-purpose or
dedicated computer system environments or configurations, for example, a personal
computer, a server computer, a handheld device or a portable device, a tablet device, a
mobile communications terminal, a multiprocessor system, a microprocessor system,
a programmable electronic device, a network PC, a small computer, a mainframe
computer, and a distributed computing environment including any of the above
systems or devices.

[0091] Although the present application is depicted by using the implementations,
a person of ordinary skill in the art knows that the present application has many
variations and changes without departing from the spirit of the present application,
and the appended claims include these variations and changes without departing from

the spirit of the present application.
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CLAIMS:

1. A computer-implemented method for tracking locations of a face across a plurality of
images comprising a first image and a second image, the method comprising:
determining a first face region within the first image, the first face region including the
location of the face within the first image;
based on the determined first face region within the first image, determining a predicted
face region within the second image;
determining a first region of similarity within the predicted face region, the first region
of similarity having at least a predetermined degree of similarity to the first face region within
the first image;
determining whether a second face region is present within the second image; and
determining the location of the face within the second image based on the first region of
similarity, the determination of whether the second face region is present within the second
image, and a face region selection rule comprising:
when the second face region is not present within the second image, the location
of the face is the first region of similarity;
when the second face region is present within the second image, and a spatial
overlap coefficient between the second face region and the first region of similarity is 0,
the location of the face is the first region of similarity;
when the second face region is present within the second image, and the spatial
overlap coefficient between the second face region and the first region of similarity is
less than a preset threshold, the location of the face is the first region of similarity; and
when the second face region is present within the second image, and the spatial
overlap coefficient between the second face region and the first region of similarity is
greater than or equal to the preset threshold, the location of the face is the second face

region.

2. The computer-implemented method of claim 1, wherein determining the first region of
similarity within the predicted face region comprises:

setting a first comparison region within the predicted face region;

determining a first degree of similarity between the first comparison region and the first
face region;

determining that the first degree of similarity satisfies the predetermined degree of
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similarity; and
based on the determination that the first degree of similarity satisfies the predetermined

degree of similarity, determining the first comparison region to be the first region of similarity.

3. The computer-implemented method of claim 2, wherein determining the first degree of
similarity between the first comparison region and the first face region comprises performing

calculations according to the following equations:
min X = max (—left, ,—left, )
max X = max ( width —left ., width — left )
minY = max (~top,,.~top,,, )

max Y = max ( height —top ., height — topdes)

ori?

min( width,max X ) min( height, max X )

|
sumDis = Z Z min{|f(i,j)—g(i,j)|,x}:JF

L i=max(l,min X) j=max(l,minY)

effctiveNum = [min( width,max X ) - max (1, min X )] * [min(height, max X )—max (1, min Y)]
dis = sumDis *( width * height ) / effctiveNum

Zeﬁnri leftdes tOp

wherein ori and £0P ges respectively represent a left boundary
location of the first face region, a left boundary location of the first comparison region, an upper
boundary location of the first face region, and an upper boundary location of the first
comparison region,

wherein width represents a width of the first face region and height represents a height of
the first face region,

wherein f(i,j) represents a grayscale value of a pixel of the first image having coordinates
(i,j) in the first face region of the first image and g(i,j) represents a grayscale value of a pixel of
the second image having coordinates (7,j) in the first comparison region of the second image,
and

wherein x represents a preset threshold and dis is the first degree of similarity between the

first face region and the first comparison region.

4. The computer-implemented method of claim 2, wherein determining the first region of

similarity within the predicted face region further comprises:
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setting a second comparison region within the predicted face region, the second
comparison region being different from the first comparison region;
determining a second degree of similarity between the second comparison region and the
first face region; and
determining that the second degree of similarity satisfies the predetermined degree of
similarity, and
wherein determining the first comparison region to be the first region of similarity
comprises:
determining that the first degree of similarity is greater than the second degree of
similarity; and
based on the determination that the first degree of similarity is greater than the
second degree of similarity, determining the first comparison region to be the first region

of similarity.

5. The computer-implemented method of claim 2, wherein determining the first region of
similarity within the predicted face region further comprises:

setting a second comparison region within the predicted face region by translating the
first comparison region by a first step, the first step being two or more pixels of the second

image.

6. The computer-implemented method of claim 5, further comprising:
based on the determination of the first region of similarity within the predicted face
region, determining a second region of similarity within the predicted face region, comprising:
setting a third comparison region within the predicted face region by translating
the first region of similarity by a second step smaller than the first step;
determining a third degree of similarity between the third comparison region and
the first face region;
determining that the third degree of similarity is greater than the first degree of
similarity; and
based on the determination that the third degree of similarity is greater than the
first degree of similarity, determining the third comparison region to be the second
region of similarity,
wherein the determination of the location of the face within the second image is further

based on the second region of similarity.
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7. The computer-implemented method of claim 1, wherein determining a first face region
within the first image comprises:

determining that the first image comprises a plurality of faces;

determining a plurality of face region areas; and

determining a region comprising a face of the plurality of faces having the largest face

region area to be the first face region.

8. A non-transitory, computer-readable medium storing one or more instructions executable
by a computer system to perform operations comprising:
determining a first face region within a first image, the first face region including a
location of a face within the first image;
based on the determined first face region within the first image, determining a predicted
face region within a second image;
determining a first region of similarity within the predicted face region, the first region
of similarity having at least a predetermined degree of similarity to the first face region within
the first image;
determining whether a second face region is present within the second image; and
determining the location of the face within the second image based on the first region of
similarity, the determination of whether the second face region is present within the second
image, and a face region selection rule comprising:
when the second face region is not present within the second image, the location
of the face is the first region of similarity;
when the second face region is present within the second image, and a spatial
overlap coefficient between the second face region and the first region of similarity is 0,
the location of the face is the first region of similarity;
when the second face region is present within the second image, and the spatial
overlap coefficient between the second face region and the first region of similarity is
less than a preset threshold, the location of the face is the first region of similarity; and
when the second face region is present within the second image, and the spatial
overlap coefficient between the second face region and the first region of similarity is
greater than or equal to the preset threshold, the location of the face is the second face

region.
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9. The computer-readable medium of claim 8, wherein determining the first region of
similarity within the predicted face region comprises:

setting a first comparison region within the predicted face region;

determining a first degree of similarity between the first comparison region and the first
face region;

determining that the first degree of similarity satisfies the predetermined degree of
similarity; and

based on the determination that the first degree of similarity satisfies the predetermined

degree of similarity, determining the first comparison region to be the first region of similarity.

10.  The computer-readable medium of claim 9, wherein determining the first degree of
similarity between the first comparison region and the first face region comprises performing

calculations according to the following equations:
min X = max (-left,,,~left,,)
max X = max (width —left,  ,width—left,, )
minY = max(—top,,,,—top,,. )
max Y = max ( height —top ., height —top )

min( width,max X ) min( keight, max X)

|
sumDis=Q Z Z min{|f(i,j)—g(i,j)|,x}:JF

|L i=max(L,minX)  j=max(Lmin?)

effetiveNum = [ min(width,max X ) - max (1, min X ) |*[ min (height,max X ) - max (1,min¥)]

dis = sumDis * ( width ™ hei ght) / effctiveNum

wherein left,, , left ., , 10D , and £0P ges respectively represent a left boundary
location of the first face region, a left boundary location of the first comparison region, an upper
boundary location of the first face region, and an upper boundary location of the first
comparison region,

wherein width represents a width of the first face region and height represents a height of
the first face region,

wherein f(i,j) represents a grayscale value of a pixel of the first image having coordinates
(i,j) in the first face region of the first image and g(i,j) represents a grayscale value of a pixel of

the second image having coordinates (7,j) in the first comparison region of the second image,
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and
wherein x represents a preset threshold and dis is the first degree of similarity between the

first face region and the first comparison region.

I1. The computer-readable medium of claim 9, wherein determining the first region of
similarity within the predicted face region further comprises:
setting a second comparison region within the predicted face region, the second
comparison region being different from the first comparison region;
determining a second degree of similarity between the second comparison region and the
first face region; and
determining that the second degree of similarity satisfies the predetermined degree of
similarity, and
wherein determining the first comparison region to be the first region of similarity
comprises:
determining that the first degree of similarity is greater than the second degree of
similarity; and
based on the determination that the first degree of similarity is greater than the
second degree of similarity, determining the first comparison region to be the first region

of similarity.

12.  The computer-readable medium of claim 9, wherein determining the first region of
similarity within the predicted face region further comprises:

setting a second comparison region within the predicted face region by translating the
first comparison region by a first step, the first step being two or more pixels of the second

image.

13. The computer-readable medium of claim 12, wherein the operations further comprise:
based on the determination of the first region of similarity within the predicted face
region, determining a second region of similarity within the predicted face region, comprising:
setting a third comparison region within the predicted face region by translating
the first region of similarity by a second step smaller than the first step;
determining a third degree of similarity between the third comparison region and
the first face region;

determining that the third degree of similarity is greater than the first degree of
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similarity; and

based on the determination that the third degree of similarity is greater than the
first degree of similarity, determining the third comparison region to be the second
region of similarity,
wherein the determination of the location of the face within the second image is further

based on the second region of similarity.

14.  The computer-readable medium of claim 8, wherein determining a first face region
within the first image comprises:

determining that the first image comprises a plurality of faces;

determining a plurality of face region areas; and

determining a region comprising a face of the plurality of faces having the largest face

region area to be the first face region.

15. A computer-implemented system, comprising:
one or more computers; and
one or more computer memory devices interoperably coupled with the one or more
computers and having tangible, non-transitory, machine-readable media storing one or more
instructions that, when executed by the one or more computers, perform one or more operations
comprising:
determining a first face region within a first image, the first face region including
a location of a face within the first image;
based on the determined first face region within the first image, determining a
predicted face region within a second image;
determining a first region of similarity within the predicted face region, the first
region of similarity having at least a predetermined degree of similarity to the first face
region within the first image;
determining whether a second face region is present within the second image;
and
determining the location of the face within the second image based on the first
region of similarity, the determination of whether the second face region is present
within the second image, and a face region selection rule comprising:
when the second face region is not present within the second image, the

location of the face is the first region of similarity;
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when the second face region is present within the second image, and a
spatial overlap coefficient between the second face region and the first region of
similarity is 0, the location of the face is the first region of similarity;

when the second face region is present within the second image, and the
spatial overlap coefficient between the second face region and the first region of
similarity is less than a preset threshold, the location of the face is the first region
of similarity; and

when the second face region is present within the second image, and the
spatial overlap coefficient between the second face region and the first region of
similarity is greater than or equal to the preset threshold, the location of the face

is the second face region.

16.  The computer-implemented system of claim 15, wherein determining the first region of
similarity within the predicted face region comprises:

setting a first comparison region within the predicted face region;

determining a first degree of similarity between the first comparison region and the first
face region;

determining that the first degree of similarity satisfies the predetermined degree of
similarity; and

based on the determination that the first degree of similarity satisfies the predetermined

degree of similarity, determining the first comparison region to be the first region of similarity.

17.  The computer-implemented system of claim 16, wherein determining the first degree of
similarity between the first comparison region and the first face region comprises performing

calculations according to the following equations:
min X = max (—left, ,—left, )
max X = max (width —left,  ,width—left,, )
minY = max(—top,,,,—top,,. )
max Y = max ( height —top ., height —top )
min(width,max X ) min( height,max X )

|
sumDis=Q Z Z min{|f(i,j)—g(i,j)|,x}:JF

|L i=max(l,min X) j=max(l,minY)
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effctiveNum = [min( width,max X ) - max (1, min X )] * [min(height, max X )—max (1, min Y)]
dis = sumDis *( width * height ) / effctiveNum

Zeﬁnri leftdes topnri

. to
wherein , , , and P des

respectively represent a left boundary
location of the first face region, a left boundary location of the first comparison region, an upper
boundary location of the first face region, and an upper boundary location of the first
comparison region,

wherein width represents a width of the first face region and height represents a height of
the first face region,

wherein f(i,j) represents a grayscale value of a pixel of the first image having coordinates
(i,j) in the first face region of the first image and g(i,j) represents a grayscale value of a pixel of
the second image having coordinates (7,j) in the first comparison region of the second image,
and

wherein x represents a preset threshold and dis is the first degree of similarity between the

first face region and the first comparison region.

18. The computer-implemented system of claim 16, wherein determining the first region of
similarity within the predicted face region further comprises:
setting a second comparison region within the predicted face region, the second
comparison region being different from the first comparison region;
determining a second degree of similarity between the second comparison region and the
first face region; and
determining that the second degree of similarity satisfies the predetermined degree of
similarity, and
wherein determining the first comparison region to be the first region of similarity
comprises:
determining that the first degree of similarity is greater than the second degree of
similarity; and
based on the determination that the first degree of similarity is greater than the
second degree of similarity, determining the first comparison region to be the first region

of similarity.

19. The computer-implemented system of claim 16, wherein determining the first region of
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similarity within the predicted face region further comprises:
setting a second comparison region within the predicted face region by translating the
first comparison region by a first step, the first step being two or more pixels of the second

image.

20.  The computer-implemented system of claim 19, further comprising:
based on the determination of the first region of similarity within the predicted face
region, determining a second region of similarity within the predicted face region, comprising:
setting a third comparison region within the predicted face region by translating
the first region of similarity by a second step smaller than the first step;
determining a third degree of similarity between the third comparison region and
the first face region;
determining that the third degree of similarity is greater than the first degree of
similarity; and
based on the determination that the third degree of similarity is greater than the
first degree of similarity, determining the third comparison region to be the second
region of similarity,
wherein the determination of the location of the face within the second image is further

based on the second region of similarity.

Alibaba Group Holding Limited
Patent Attorneys for the Applicant/Nominated Person

SPRUSON & FERGUSON



U7

Obtain afaceregion in a current frame image U Sl

h J
Determine a predicted region that includesafacein a M

next frame image of the current frame image based on the

face region in the current frame image S2
h J
Search the predicted region for afirst preselected region
with similarity to the face region that meets a 3
predetermined requirement

Y

Detect aface region in the next frame image, and
determine a face location tracking result of the next frame
image based on the first preselected region, aresult of HA
detecting the face region in the next frame image, and a
predetermined selection rule

FIG 1
B
A A
- [ -
Current frameimage N Next frameimage N+ 1

FIG 2



217

Current frameimage N

FIG 3

Next frameimage N+ 1




ssslescsssssas




47

FIG5

Face location tracking apparatus

Detection module

Predicted region calculation

Preselected region calculation
module

Tracking result selection module

J

module J 102
\f
J

FIG 6




517

Preselected region calculation module

Comparison region module J 1031

Similarity calculation module

1032
J

First preselection module

1033
J J 103

Tracking result selection module J 104

FIG 7



6/7

Preselected region calculation module

Comparison region module

Similarity calculation module

1031
NS

1032

First preselection module

Second preselection module 1034

J
\f 1033 \f 103
(

Tracking result selection module \f 104

FIG 8

Tracking result selection module

Detection and calculation module

1041
J

Selection module

1042
J

FIG 9



717

Display unit

Processing unit

Information acquisition unit

FIG 10




	Bibliographic Page
	Abstract
	Description
	Claims
	Drawings

