ONLINE DATA VOLUME DELETION

A system to delete a data volume may include storage of a plurality of data pages of the data volume of a data area into a cache, prevention of writing of data pages to the data volume, and designation of each of the plurality of data pages in the cache as modified. The system may also include writing of all data pages in the cache that are designated as modified to a respective location in one or more other data volumes of the data area, and updating, for each of the written data pages, a converter page of the cache to associate the written data page with its respective location in the one or more other data volumes.
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**FIG. 17A**

```
1700

Configuration File

MAXDATAVOLUMES 8
VOLUMENO_BIT_COUNT 8
DATA_VOLUME_NAME_001 /sapdb/myDB/data/DISKD001
DATA_VOLUME_SIZE_001 1000
DATA_VOLUME_NAME_002 /sapdb/myDB/data/DISKD002
DATA_VOLUME_SIZE_002 1000
DATA_VOLUME_NAME_003 /sapdb/myDB/data/DISKD003
DATA_VOLUME_SIZE_003 1000
MAXLOGVOLUMES 4
LOG_VOLUME_NAME_001 /sapdb/myDB/log/DISKL001
LOG_VOLUME_SIZE_001 500
```

**FIG. 17B**

```
1710

Configuration File

MAXDATAVOLUMES 8
VOLUMENO_BIT_COUNT 8
DATA_VOLUME_NAME_002 /sapdb/myDB/data/DISKD002
DATA_VOLUME_SIZE_002 1000
DATA_VOLUME_NAME_003 /sapdb/myDB/data/DISKD003
DATA_VOLUME_SIZE_003 1000
MAXLOGVOLUMES 4
LOG_VOLUME_NAME_001 /sapdb/myDB/log/DISKL001
LOG_VOLUME_SIZE_001 500
```
ONLINE DATA VOLUME DELETION

FIELD

Some embodiments relate to managing data volumes of a database system. In particular, some embodiments concern releasing and deleting a data volume of a database system while the database system is online.

BACKGROUND

A database system may store data across several data volumes of a data area. During operation of the database system, it may occasionally become desirable to delete a data volume from the data area in order to reduce a size of the data area and/or to otherwise reconfigure the data area. Conventional techniques necessitate the database system to enter an offline mode prior to deleting a data volume. Since the database system cannot be read or written in an offline mode, conventional techniques for deleting a data volume are unsuitable for some applications.

Conventional techniques for deleting a data volume pose additional problems if the data volume stores a restart page for the database system. A restart page may include information used to start the database system and reconstruct its underlying structures. Upon start-up, the database system looks for the restart page at a particular location of a particular data volume. The database system will therefore fail to start properly if the data volume including the restart page has been previously deleted.

Systems are therefore desired for deleting a data volume of a database system while the database system remains in an online operational mode. Systems to perform such deletion and to efficiently move and access a restart page of the deleted data volume are further desired.

BRIEF DESCRIPTION OF THE DRAWINGS

FIG. 1 is a block diagram of a hardware architecture according to some embodiments.

FIG. 2 is a block diagram of a database system according to some embodiments.

FIG. 3 is a flow diagram of program code according to some embodiments.

FIG. 4 illustrates components of a converter in a cache according to some embodiments.

FIG. 5 illustrates components of a converter in a data area according to some embodiments.

FIGS. 6A through 6B comprise a flow diagram of program code according to some embodiments.

FIG. 7 includes tabular representations of portions of converter pages in a cache according to some embodiments.

FIG. 8 illustrates writing of converter pages to respective locations of data volumes according to some embodiments.

FIG. 9 illustrates updating of written converter pages based on respective locations in data volumes according to some embodiments.

FIG. 10 illustrates modified data pages of a data volume in a data cache according to some embodiments.

FIG. 11 illustrates writing of modified data pages to respective locations of data volumes according to some embodiments.

FIG. 12 includes tabular representations of portions of converter pages in updated to reflect their new locations according to some embodiments.

FIG. 13 includes tabular representations of portions of converter pages in updated to reflect their new locations according to some embodiments.

FIG. 14 illustrates writing of updated converter pages to their new locations according to some embodiments.

FIG. 15A illustrates a location of a restart page in a data area according to some embodiments.

FIG. 15B illustrates deletion of a data volume of a data area and relocation of a restart page according to some embodiments.

FIG. 16A illustrates an I/O management page of a data volume prior to deletion of another data volume according to some embodiments.

FIG. 16B illustrates an I/O management page of a data volume after deletion of another data volume according to some embodiments.

FIG. 17A illustrates a configuration file of a database prior to deletion of a data volume according to some embodiments.

FIG. 17B illustrates a configuration file of a database volume after deletion of a data volume according to some embodiments.

DETAILED DESCRIPTION

FIG. 1 is a block diagram of system 100 according to some embodiments. System 100 illustrates a client-server database environment including application/database server 110, client devices 120 through 123, and data sources 130 through 132. Other system topologies may be used in conjunction with other embodiments.

Server 110 may operate to receive, store, manage and provide data. Such data may be received from sources such as data sources 130 through 132 and/or generated by server 110. The data may be provided to client devices 120 through 123 in response to requests received therefrom. Server 110 of system 100 includes database application 111, database management system (DBMS) 112, database 113, input/output (I/O) buffer cache 114 and cache copy 115.

Database application 111 may provide business monitoring, inventory control, online shopping, and/or any other suitable functions via interactions with other elements of server 110. According to some embodiments, database application 111 communicates with DBMS 112 over one or more interfaces provided by DBMS 112. Database application 111 may, in turn, support client applications executed by client devices 120 through 123. Such a client application may simply comprise a Web browser to access and display reports generated by database application 111. In this regard, server 110 may comprise a Web server to manage interactions with client devices 120 through 123.

DBMS 112 may comprise any system for managing a database instance that is or becomes known. Generally, DBMS 112 may receive requests for data (e.g., Structured Query Language (SQL) requests from database application 111), may retrieve requested data from database 113, and may return the requested data to the requestor. DBMS 112 may also perform start-up, logging, recovery, management, optimization, monitoring and other database-related tasks. DBMS 112 may operate to delete a data volume from database 113 according to some embodiments described herein.
Database 113 may comprise one or more disparate systems for storing data, therefore DBMS 122 may comprise one or more systems for retrieving stored data. According to some embodiments, database 113 is implemented as any suitable collection of data that may be accessed by a computer program to select particular data from the collection.

The data of database 113 may include data records and associated index entries (i.e. application data), as well as configuration files, database parameters, paths, user information and any other suitable information. In some embodiments, database 113 is an element of an Online Transaction Processing (OLTP) database instance. An OLTP database instance may be suited for processing individual transactions quickly within an environment consisting of a large number of users and a large database.

During database execution, various elements of the database are stored in I/O buffer cache 114. These elements may include recently-accessed pages of application data, converter pages, database catalog objects and/or a log queue. Cache copy 115 comprises a copy of all or a portion of cache 114. Cache copy 115 may comprise a LiveCache™ database instance that facilitates object-oriented manipulation of the copied cache data.

Server 110 may include other unshown elements that may be used during operation thereof, such as any suitable program code, scripts, or other functional data that is executable with other elements of system 100, other applications, other data files, operating system files, and device drivers. These elements are known to those skilled in the art, and are therefore not described in detail herein.

Client devices 120, 121, 122 and 123 are illustrated as a laptop computer, a telephone, a desktop computer, and a personal digital assistant, respectively. Generally, each of client devices 120 through 123 may comprise any combination of hardware and/or software for communicating with server 110. This communication may comprise transmitting a request for information to server 110 and receiving a response that includes data stored in database 113. Each of client devices 120 through 123 may provide any suitable client application such as a Web browser or a Java applet. In this regard, client devices 120 through 123 may be connected to server 110 through the Internet or through an Intranet.

Data sources 130 through 132 may comprise any sources of any data that may provide data to server 110. The data may be pushed to server 100 and/or provided in response to queries received therefrom. One or more of data sources 130 through 132 may comprise a back-end data environment employed in a business or industrial context. Data sources 130 through 132 may therefore comprise many disparate hardware and software systems, some of which are not interoperational with one another.

Two or more of the elements of system 100 may be located remote from one another and may communicate with one another via a network and/or a dedicated connection. Moreover, each displayed element of system 100 may comprise any number of hardware and/or software elements, some of which are located remote from each other.

Elements described herein as communicating with one another are directly or indirectly capable of communicating over any number of different systems for transferring data, including but not limited to shared memory communication, a local area network, a wide area network, a telephone network, a cellular network, a fiber-optic network, a satellite network, an infrared network, a radio frequency network, and any other type of network that may be used to transmit information between devices. Moreover, communication between systems may proceed over any one or more transmission protocols that are or become known, such as Asynchronous Transfer Mode (ATM), Internet Protocol (IP), HyperText Transfer Protocol (HTTP) and Wireless Application Protocol (WAP).

FIG. 2 is a detailed block diagram of elements 112 through 114 of server 100 according to some embodiments. Some embodiments will be described below with reference to the details illustrated in FIG. 2 and described below.

Data area 205 of database 113 includes data volumes 210 through 220. Each of data volumes 210 through 220 comprises a logical group of physical memory units. For example, a data volume may comprise a portion of a physical hard disk, an entire physical hard disk, or a storage system composed of several physical hard disks. Data area 205 may include more or fewer data volumes than illustrated in FIG. 2.

Each of data volumes 210 through 220 is logically divided into storage areas known as blocks. According to some embodiments, a block holds eight kilobytes of data. Although twenty-four blocks are illustrated in conjunction with data volume 210, embodiments may define more or fewer blocks per data volume.

Database 113 and cache 114 may manage data in basic units (i.e. pages) having the same size as a block. Accordingly, a page may be accessed by referencing a volume and a block address in which the page is stored.

Data area 205 also includes a database catalog including metadata of objects that are stored within data volumes 210 through 220. These objects may include tables, indexes, views, users and user groups.

Database 113 may also store log volumes in a log area (not shown). Such log volumes store information indicating changes made to stored data. The information may be used for returning database 113 to a consistent state after a system crash.

Configuration files 235 of database 113 store parameters for defining properties of database 113. These parameters may specify a size and physical location of each data volume and log volume, and a maximum number data volumes of data area 205.

I/O buffer cache 114 is used to manage memory that is available for I/O operations. I/O buffer cache 114 includes data cache 250 and converter 255. I/O buffer cache 114 may reside in Random Access Memory of server 110.

Data cache 250 stores pages from data area 205 that have been recently read or write-accessed. If a transaction changes a page, the changed page is initially saved in data cache 250 while the previous version of the page remains in data area 205. At various intervals (e.g., if data cache 250 reaches a threshold fullness or if a savepoint is scheduled), the changed data page is written to a location of one of data volumes 210 through 220. The foregoing process will be described in more detail below.

Converter 255 associates logical page numbers with physical addresses. For a given page number, converter 255 indicates a block address (e.g., a data volume number and an offset) at which an associated page is stored in data area 205. In a case that DBMS 112 cannot find a page in data cache 250, converter 255 is accessed to determine a location of the page in data area 205 based on the page's number.

Converter 255 includes converter map table 265 and converter pages 270 according to some embodiments. Each of
converter pages 270 includes a respective data volume and a block address for each of several logical page numbers. For each logical page number, converter map table 265 specifies a memory address of I/O buffer cache 114 at which an associated converter page 270 is located. Each of converter pages 270 also indicates a data volume and a block address where it is stored in data area 205. Converter map table 265 and converter pages 270 will be discussed in more detail with respect to FIG. 4.

[0048] Data cache 250 and converter 255 are illustrated separately in FIG. 2 for the sake of clarity. According to some embodiments, data cache 250 and converter 255 might not comprise separate, contiguous memory addresses of I/O buffer cache 114. For example, converter pages 270 may be interspersed among data pages 260 throughout I/O buffer cache 114.

[0049] According to some embodiments, a size of I/O buffer cache 114 may be configured but data cache 250 and converter 255 are dimensioned dynamically. For example, if converter 255 grows and requires more pages, converter 255 is allocated more pages from I/O buffer cache 114. If I/O buffer cache 114 does not include any more pages, memory allocated to data cache 260 is decreased and made available to converter 255.

[0050] DBMS 112 is shown in communication with database 113 and I/O buffer cache 114. In some embodiments, DBMS 112 includes a kernel which in turn includes SQL manager 275 and data access manager 280. SQL manager 275 processes received SQL statements and data access manager 280 manages access to stored data.

[0051] FIG. 3 is a flow diagram of process 300 according to some embodiments. Some embodiments of process 300 may provide deletion of a data volume while database 113 is in an online operational state. In some embodiments, server 110 executes program code of DBMS 112 to perform process 300.

[0052] Process 300 and all other processes mentioned herein may be embodied in processor-executable program code read from one or more of a computer-readable medium, such as a floppy disk, a CD-ROM, a DVD-ROM, a Zip™ disk, a magnetic tape, and a signal encoding the process, and then stored in a compressed, uncompiled and/or encrypted format. In some embodiments, hard-wired circuitry may be used in place of, or in combination with, program code for implementation of processes according to some embodiments. Embodiments are therefore not limited to any specific combination of hardware and software.

[0053] Initially, at S301, a plurality of data pages of a data volume is stored into a cache. The data volume of interest is a data volume that is to be deleted. A data volume may be deleted in order to reduce the size of its data area, to free a physical memory unit, to reconfigure a data area, and for other reasons.

[0054] With reference to FIG. 2, it will be assumed that a command to delete data volume 215 is received prior to S301. As described above, data pages as well as converter pages are stored at respective block addresses of data volume 215. Some embodiments may store the data pages of data volume 215 in cache 114 at S301 by reading each of the data pages.

[0055] Next, at S302, writing of data pages to the data volume is prevented. S302 may comprise designating the subject data volume as “read-only” or any other suitable action that prevents writing of data pages to the data volume.

[0056] Each of the plurality of data pages in the cache is designated as modified at S303. Continuing with the present example, each of the data pages of data volume 215 that are stored cache 114 is designated as modified at S303. Cache 114 provides for such a designation in order to support a “shadow memory” feature.

[0057] A brief description of the shadow memory feature follows. To modify a page in accordance with the feature, the page is read from a block address of a data volume; the page is modified, and a log entry is written. The modified page is stored in cache 114, the modified page is designated as modified, and the original “last known good” page remains at the block address of the data volume from which it was read. Once a number of modified pages in cache 114 reaches a threshold amount, or after passage of a designated time interval, all pages designated as modified are written to data area 205.

[0058] The modified pages are not written to the block addresses of the data volumes from which they were read. Rather, the original unmodified page remains designated a “last known good” page at its respective block address and its modified version is written to a new block address of data volumes 210 through 220. To recover from a system crash, the modified pages stored in data area 205 are ignored and data area 205 is reconstructed based on the “last known good”-designated pages and the log entries.

[0059] A savepoint is periodically initiated to convert the modified pages stored in data area 205 to “last known good” pages and to free the blocks used by the existing “last known good” pages for writing pages thereto. At a savepoint, all pages designated as modified in cache 114 are written to data area 205 as described above. Once all modified pages are written, the “last known good” pages associated with the modified pages are released so that their associated block addresses may be overwritten.

[0060] Returning to process 300, the data pages in the cache that are designated as modified are written at S304 to a respective location in one or more other data volumes of the data area. The writing of pages at S304 may be facilitated by the shadow memory feature. More particularly, the shadow memory feature automatically writes modified pages of cache 114 to new locations in data area 205. However, since writing of pages to data volume 215 was prevented in S302, the modified pages are written only to other data volumes 210 and 220.

[0061] For each of the data pages written at S304, a converter page is updated at S305. A converter page is updated at S305 to associate a written data page with its respective location in the one or more other data volumes. As described above, each of converter pages 270 is associated with several logical page numbers, and maps a data volume and a block address to each associated logical page number. The converter pages 270 that are associated with the data pages written at S304 are therefore updated at S305 to map the data pages to the locations in the one or more other data volumes to which the pages were written.

[0062] S304 and S305 occur at a savepoint according to some embodiments. Consequently, each data page of data volume 210 is designated a “last known good” data page and may be released after process 300. Moreover, data volume 210 may be deleted from data area 205 after process 300 by modifying configuration files 235 appropriately. FIGS. 6A through 17B provide a detailed example of such a modification and of some embodiments of process 300.

[0063] FIG. 4 illustrates tabular representations of converter map table 265 and converter pages 270 to provide
background for the forthcoming description. As shown, converter map table 265 specifies several ranges of logical page numbers. Converter map table 265 associates a memory address of I/O buffer cache 114 with each specified range. As also shown, stored at each memory address is a converter page 270 that lists page numbers in the range associated with each address.

[0064] For example, converter page 271 indicates that a data page associated with logical page number 2111 is stored at block 300 of data volume 1. Converter pages 271 and 272 also indicate locations of data area 205 which store “last known good” versions of converter pages 271 and 272. For example, the “last known good” version of converter page 272 is stored at block 40 of data volume 2. The version number specified in converter page 272 represents a last save-point at which the “last known good” version was written to block 40 of data volume 2.

[0065] FIG. 5 illustrates converter index pages 500 and converter pages 510 of data area 205. Converter pages 510 represent the “last known good” converter pages mentioned with respect to FIG. 4. Index pages 500 may be used to locate a converter page 510 and to locate a data page in data area 205 based on the located converter page 510. Each index page 500 includes block addresses of one or more other index pages or of a converter page 510. By virtue of this arrangement, any of converter pages 510 (and any associated data pages) may be located in data area 205 based only on the block address of converter root page 505.

[0066] FIGS. 6A through 6C comprise a flow diagram of process 600 according to some embodiments. Process 600 may be executed to delete a data volume. In some embodiments, server 110 executes program code of DBMS 112 to perform process 600.

[0067] A data volume to be deleted is designated as read-only at S601. DBMS 112 may include a free block management component for determining block addresses of data area 205 to which pages may be written. According to some embodiments of S601, the free block management component is configured so that no pages are written to block addresses of the data volume.

[0068] A plurality of converter pages of a cache is identified at S602. The identified pages consist of pages that are associated with converter pages of the data volume. FIG. 7 illustrates tabular representations of portions of converter pages 270 stored in cache 114. Pages 270 may be located in cache 114 using memory addresses associated therewith in converter map table 265. Converter pages 276, 277 and 278 are associated with respective converter pages stored at blocks 1947, 543 and 30, respectively, of data volume 1. Accordingly, converter pages 276, 277 and 278 may be identified at S602.

[0069] The identified plurality of converter pages are designated as modified at S603. This designation is illustrated in FIG. 7 by an asterisk located on each of converter pages 276, 277 and 278. Any suitable system to designate a converter page as modified may be used at S603.

[0070] Some of the converter pages identified at S602 may have been previously modified and not written to data area 205. Such converter pages would already be designated as modified prior to S603. These modified converter pages would differ from their associated converter pages stored in the data volume, while any of the identified converter pages that were not designated as modified prior to S603 would be identical to their associated converter pages stored in the data volume.

[0071] FIG. 8 illustrates converter pages 276, 277 and 278 and their associated converter pages 276, 274 and 278 of data volume 1. Converter page 277 is a modified version of converter page 274 that has not yet been written to data area 205, while converter pages 276 and 278 of converter pages 270 are identical to their associated converter pages stored in data volume 1.

[0072] Next, at S604, each of the converter pages of the cache that is designated as modified is updated to indicate a respective location in one or more other data volumes. The respective location of an updated converter page indicates where the converter page is to be subsequently written. By virtue of S601, the free block management component may ensure that the converter pages are updated to indicate only locations in other data volumes 210 and 220 of data area 205. According to some embodiments, S604 occurs during execution of a save-point.

[0073] FIG. 9 continues the present example by showing converter pages 976 through 978 of converter pages 270. Converter pages 976 through 978 are versions of converter pages 276 through 278 that have been updated according to S604. As such, each of converter pages 976 through 978 indicates a location in one of data volume 2 or data volume 3. A version number of each of converter pages 976 through 978 has also been updated to reflect execution of the present save-point.

[0074] The converter pages of the cache are written to their indicated locations in the one or more other data volumes at S605. The arrows of FIG. 9 illustrate writing the converter pages to their indicated locations according to some embodiments of S605. FIG. 9 also shows that the blocks of data volume 1 which previously stored the “last known good” versions of the written converter pages have been freed at the completion of the savepoint.

[0075] For each of the converter pages written at S605, a converter index page is updated at S606. The converter index page is updated to associate the written converter page with its new location in the data area. For example, one or more converter index pages 500 of FIG. 5 would be updated in S606 to reflect a changed location of any of converter pages 510 within data area 205.

[0076] A plurality of data pages of the data volume to be deleted is identified at S607. The identification is based on converter pages of the cache that associate each of the data pages with the data volume. According to some embodiments, a location of each of converter pages 270 is determined and S607 based on converter map table 265. Each of converter pages 270 is examined to locate each logical page number that is associated with a block address of data volume 1.

[0077] At S608, it is determined whether each identified data page is stored in the cache. Each identified data page that is not stored in the cache is read from the data volume using its associated block address and stored in the cache. Accordingly, after completion of S608, the cache includes either an identical or a modified version of each data page of the data volume to be deleted. Each data page is then designated as modified at S609, regardless of whether the data page is an identical or modified version of its associated page in the data volume.

[0078] FIG. 10 illustrates data cache 250 of I/O buffer cache 114 after designation of the data pages as modified in
S609. Data cache 250 may include data pages other than those shown in FIG. 10. Also, both data cache 250 and volume 1 data pages 1000 are circumscribed with dotted lines to indicate that they do not necessarily occupy contiguous memory addresses.

[0079] Each data page in the cache that is designated as modified is written at S610 to a respective location in one or more other data volumes of the data area. DBMS 112 may utilize the above-described shadow memory feature and free block management component at S610 to automatically write the modified pages of cache 114 to data volumes 2 or 3 of data area 205. A converter page is then updated at S611 for each of the data pages written at S610. Each of the updated converter pages associates one of the written data pages with the location to which it was written at S610.

[0080] FIG. 11 illustrates S610 and S611 according to some embodiments. Volume 1 data pages 1000 are written to data volume 2 and data volume 3, and I/O buffer cache 114 stores updated converter pages 1100 reflecting the new locations of data pages 1000. FIG. 12 illustrates portions of two of updated converter pages 1100 according to some embodiments.

[0081] Converter page 1276 is an updated version of converter page 976 of FIG. 9. Converter page 976 associates page number 111 with block 300 of data volume 1. Accordingly, page number 111 is written to a location of data volumes 2 or 3 at S610. Next, at S611, converter page 976 is updated to reflect the new location (i.e., block 504 of data volume 2) of page number 111. Updated converter page 1278 corresponds similarly to converter page 976 of FIG. 9. As shown, both of pages 1276 and 1278 are designated as modified due to their updating at S611.

[0082] At S612, each of the updated converter pages of the cache is updated to indicate a respective location in one or more other data volumes. The respective location of an updated converter page indicates where the converter page is to be subsequently written. Again, the free block management component of DBMS 112 may ensure that the converter pages are updated at S612 to indicate only locations in data volumes 2 and 3 of data area 205.

[0083] Converter pages 1376 and 1378 of FIG. 13 are updated versions of converter pages 1276 and 1278 according to some embodiments of S612. Each of converter pages 1376 and 1378 indicates a new block address of data volume 2 or data volume 3. The present example assumes that S612 occurs during a savepoint, therefore a version number of converter pages 1276 and 1278 is also updated to reflect execution of the savepoint.

[0084] The updated converter pages of the cache are written to their indicated locations in the one or more other data volumes at S613. FIG. 14 illustrates writing the converter pages to their indicated locations according to some embodiments of S613. FIG. 14 also shows that the blocks of data area 205 including the “fast known good” versions of the written converter pages have been freed at the completion of the savepoint.

[0085] A converter index page is updated at S614 for each of the converter pages written at S613. The converter index pages are updated to associate the written converter pages with their new locations in the data area. This updating may allow DBMS 112 to locate the converter pages in data area 205 at a next restart.

[0086] Next, at S615, it is determined that the data volume to be deleted includes a restart page. A restart page may store information that a database system requires to restart a database. The restart page may be updated at each savepoint.

[0087] According to some implementations, a restart page is located in a data area at block 1 of data volume 1. FIG. 15A illustrates data volumes 1 through 3 according to some embodiments in which the restart page is located in a data area at block 1 of data volume 1. In such implementations, the determination at S615 may comprise determining that the data volume to be deleted is data volume 1 of the data area. Block 0 of each illustrated data volume includes an IOMan_Info page, to be discussed in detail below.

[0088] The restart page is moved to a location in one of the other data volumes at S616. FIG. 15B shows an example in which the restart page is moved to a block of data volume 3. The database system records the new location of the restart page by modifying a page of a non-deleted data volume at S617 to indicate the new location.

[0089] FIG. 16A illustrates a page to be modified according to some embodiments of S617. IOMan_Info page 1500 is located at block 0 of data volume 2. Prior to S617, variables rstVolumeId and rstBlockNo of page 1500 indicate that the restart page is located at block 1 of data volume 1. FIG. 16B illustrates IOMan_Info page 1510 after S617. As shown, variables rstVolumeId and rstBlockNo of page 1510 indicate that the restart page is located at block 1806 of data volume 3. According to some embodiments, the IOMan_Info page of the “new” first data volume in a data area is modified at S617 to indicate the new location of the restart page.

[0090] A data volume linkage associated with the data area is modified at S618 according to some embodiments. Flow may proceed directly to S618 from S614 if the data volume to be deleted does not include a restart page. Again referring to FIG. 16A, variables prevVolumeId and nextVolumeId of page 1500 specify a data linkage of the data area by indicating a previous and next data volume of the subject data area. The data linkage may be modified by updating variables prevVolumeId and nextVolumeId as shown in page 1510 to reflect the deletion of data volume 1 illustrated in FIG. 15B.

[0091] Next, at S619, a configuration file associated with the data area is modified. The modification reflects deletion of the subject data volume. FIGS. 17A and 17B illustrate such a configuration file before and after S619 according to some embodiments. Configuration file 1700 may be stored among configuration files 235 of database 113.

[0092] As shown, configuration file 1700 specifies a logical identifier DATA_VOLUME_NAME_001 for data volume 1 and associates the identifier with a physical location. After deletion of the data volume according to process 600, configuration file 1700 may be modified at S619 to create configuration file 1710. Configuration file 1710 is identical to file 1700 except for the deletion of information related to the deleted data volume.

[0093] The embodiments described herein are solely for the purpose of illustration. Those skilled in the art will recognize other embodiments may be practiced with modifications and alterations limited only by the claims.

1. A method for managing a data volume of a data area, the method comprising:
   - storing a plurality of data pages into a cache, wherein each of the stored plurality of data pages is a copy of a respective one of a plurality of data pages of the data volume; preventing writing of data pages to the data volume;
   - designating each of the plurality of data pages stored in the cache as modified with respect to a respective data page.
stored in the data volume, wherein each one of a plurality of the data pages stored in the cache is identical to the respective data page stored in the data volume when the designating of that one as modified with respect to the respective data page stored in the data volume is initiated;

writing all data pages in the cache that are designated as modified to a respective location in one or more other data volumes of the data area; and

for each of the written data pages, updating a converter page of the cache to associate the written data page with its respective location in the one or more other data volumes.

2. A method according to claim 1, wherein storing the plurality of data pages comprises:
identifying the plurality of data pages of the data volume based on a plurality of converter pages of the cache that associate each of the plurality of data pages with a respective location in the data volume; and

for each of the plurality of data pages, determining if the data page is stored in the cache, and, if the data page is not stored in cache, reading the data page from the data volume and storing the data page into the cache.

3. A method according to claim 1, further comprising:
identifying a plurality of converter pages of the cache that are associated with respective converter pages of the data volume;

designating the plurality of converter pages as modified;

writing all converter pages in the cache that are designated as modified to a respective location in the one or more other data volumes of the data area; and

updating each of the written converter pages in the cache to indicate its respective location in the one or more other data volumes of the data area.

4. A method according to claim 3, further comprising:
for each of the written converter pages, updating a converter index page of the data area to associate the written converter page with its respective location in the one or more other data volumes.

5. A method according to claim 1, further comprising:
for each of the updated converter pages, further updating the converter page to indicate a respective location in the one or more other data volumes of the cache;

writing each of the updated converter pages to its indicated respective location in the one or more other data volumes; and

designating locations of the plurality of data pages in the data volume as free.

6. A method according to claim 5, further comprising:
for each of the written updated converter pages, updating a converter index page of the data area to associate the written updated converter page with its indicated respective location in the one or more other data volumes.

7. A method according to claim 1, further comprising:
determining that the data volume includes a restart page; moving the restart page to a location in the one or more other data volumes; and

modifying a page of one of the one or more other data volumes to indicate the location to which the restart page was moved.

8. A tangible computer-readable medium storing program code to manage a data volume of a data area, the program code comprising:

code to store a plurality of data pages into a cache wherein each of the stored plurality of data pages is a copy of a respective one of a plurality of data pages of the data volume;
code to prevent writing of data pages to the data volume;
code to designate each of the plurality of data pages stored in the cache as modified with respect to a respective data page stored in the data volume, wherein each one of a plurality of the data pages stored in the cache is identical to the respective data page stored in the data volume when the designation of that one as modified with respect to the respective data page stored in the data volume is initiated;
code to write all data pages in the cache that are designated as modified to a respective location in one or more other data volumes of the data area; and
code to update, for each of the written data pages, a converter page of the cache to associate the written data page with its respective location in the one or more other data volumes.

9. A tangible medium according to claim 8, wherein the code to store the plurality of data pages comprises:
code to identify the plurality of data pages of the data volume based on a plurality of converter pages of the cache that associate each of the plurality of data pages with a respective location in the data volume; and
code to determine, for each of the plurality of data pages, if the data page is stored in the cache, and, if the data page is not stored in cache, code to read the data page from the data volume and store the data page into the cache.

10. A tangible medium according to claim 8, the program code further comprising:
code to identify a plurality of converter pages of the cache that are associated with respective converter pages of the data volume;
code to designate the plurality of converter pages as modified;
code to write all converter pages in the cache that are designated as modified to a respective location in the one or more other data volumes of the data area; and
code to update each of the written converter pages in the cache to indicate its respective location in the one or more other data volumes of the data area.

11. A tangible medium according to claim 10, the program code further comprising:
code to update, for each of the written converter pages, a converter index page of the data area to associate the written converter page with its respective location in the one or more other data volumes.

12. A tangible medium according to claim 8, the program code further comprising:
code to further update, for each of the updated converter pages, the converter page to indicate a respective location in the one or more other data volumes of the cache;
code to write each of the updated converter pages to its indicated respective location in the one or more other data volumes; and
code to designate locations of the plurality of data pages in the data volume as free.

13. A tangible medium according to claim 12, the program code further comprising:
code to update, for each of the written updated converter pages, a converter index page of the data area to associ-
update each of the written converter pages with its indicated respective location in the one or more other data volumes.

14. A tangible medium according to claim 8, the program code further comprising:
code to determine that the data volume includes a restart page;
code to move the restart page to a location in the one or more other data volumes; and
code to modify a page of one of the one or more other data volumes to indicate the location to which the restart page was moved.

15. A system comprising:
a database comprising:
a data area;
a data volume of the data area, the data volume comprising a plurality of data pages; and
one or more other data volumes of the data area;
a cache to store data pages and converter pages; and
a database management system in communication with the database and the cache, the database management system to:
store the plurality of data pages into the cache, wherein each of the stored plurality of data pages is a copy of a respective one of a plurality of data pages of the data volume;
prevent writing of data pages to the data volume;
designate each of the plurality of data pages stored in the cache as modified with respect to a respective data page stored in the data volume, wherein each one of a plurality of the data pages is identical to the respective data page stored in the data volume when the designation of that one as modified with respect to the respective data page stored in the data volume is initiated;
write all data pages in the cache that are designated as modified to a respective location in the one or more other data volumes; and
update, for each of the written data pages, a converter page of the cache to associate the written data page with its respective location in the one or more other data volumes.

16. A system according to claim 15, wherein storage of the plurality of data pages comprises:
identification of the plurality of data pages of the data volume based on a plurality of converter pages of the cache that associate each of the plurality of data pages with a respective location in the data volume; and determination, for each of the plurality of data pages, of whether the data page is stored in the cache, and, if the data page is not stored in cache, reading of the data page from the data volume and storage of the data page into the cache.

17. A system according to claim 15, the database management system further to:
identify a plurality of converter pages of the cache that are associated with respective converter pages of the data volume;
designate the plurality of converter pages as modified;
write all converter pages in the cache that are designated as modified to a respective location in the one or more other data volumes of the data area; and
update each of the written converter pages in the cache to indicate its respective location in the one or more other data volumes of the data area.

18. A system according to claim 17, the database management system further to:
update, for each of the written converter pages, a converter index page of the data area to associate the written converter page with its respective location in the one or more other data volumes.

19. A system according to claim 15, the database management system further to:
update, for each of the updated converter pages, the converter page to indicate a respective location in the one or more other data volumes of the cache;
write each of the updated converter pages to its indicated respective location in the one or more other data volumes; and
designate locations of the plurality of data pages in the data volume as free.

20. A system according to claim 19, the database management system further to:
update, for each of the written updated converter pages, a converter index page of the data area to associate the written updated converter page with its indicated respective location in the one or more other data volumes.

21. A system according to claim 15, the database management system further to:
determine that the data volume includes a restart page;
move the restart page to a location in the one or more other data volumes; and
modify a page of one of the one or more other data volumes to indicate the location to which the restart page was moved.

22. A method for managing a data volume of a data area, the method comprising:
storing a plurality of data pages of the data volume into a cache;
preventing writing of data pages to the data volume;
designating each data page of the stored data pages as modified with respect to a respective data page of the data pages of the data volume regardless of whether the data page of the stored data pages is an identical version or a modified version of the respective data page of the data pages of the data volume;
writing each of the stored data pages that is designated as modified to a respective location in one or more other data volumes of the data area; and
for each data page of the written data pages, updating a converter page of the cache to associate the written data page with its respective location in the one or more other data volumes.

23. A method according to claim 1, wherein the designating each of the plurality of data pages stored in the cache as modified with respect to a respective data page stored in the data volume comprises:
designating, during the preventing writing of data pages to the data volume, each of the plurality of data pages stored in the cache as modified with respect to the respective data page stored in the data volume.

24. A method according to claim 1, wherein the preventing writing of data pages to the data volume comprises:
designating the data volume as read only.
25. A method according to claim 1, further comprising: not writing the data pages designated as modified to the respective data page stored in the data volume.

26. A method according to claim 23, wherein the preventing writing of data pages to the data volume comprises designating the data volume as read only and wherein the method further comprises not writing the data pages designated as modified to the respective data page stored in the data volume.

27. An apparatus according to claim 8, wherein the code to designate each of the plurality of data pages stored in the cache as modified with respect to a respective data page stored in the data volume comprises:

code to designate, during the prevention of writing of data pages to the data volume, each of the plurality of data pages stored in the cache as modified with respect to the respective data page stored in the data volume.

28. A system according to claim 15, wherein the designation each of the plurality of data pages stored in the cache as modified with respect to a respective data page stored in the data volume comprises:

designation, during the prevention of writing of data pages to the data volume, of each of the plurality of data pages stored in the cache as modified with respect to a respective data page stored in the data volume.

29. A method according to claim 22, wherein the designating each data page of the stored data pages as modified with respect to a respective data page of the data pages of the data volume comprises:

designating, during the preventing writing of data pages to the data volume, each data page of the stored data pages as modified with respect to a respective data page of the data pages of the data volume.