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(57)【要約】
　分散型サーバーシステムは、主マネージャ、主マネー
ジャに通信接続された１つまたは複数のバックアップマ
ネージャ、および１つまたは複数のバックアップマネー
ジャに通信接続された１つまたは複数のワーカーを含む
ことができる。１つまたは複数のバックアップマネージ
ャは、分散型サーバーシステムの状態をバックアップす
るコマンドを受信することができる。バックアップマネ
ージャは、ワークタスクを１つまたは複数の通信接続さ
れたワーカーに転送することができる。バックアップマ
ネージャはさらに、１つまたは複数の通信接続されたワ
ーカーから受信した応答を集め、集められた応答を主マ
ネージャに送信することができる。
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【特許請求の範囲】
【請求項１】
　分散型サーバーコンピューターシステムにおいて、
　分散型サーバー管理ソフトウェアサービスを提供する主マネージャと、
　前記主マネージャに通信接続された１つまたは複数のバックアップマネージャであって
、前記主マネージャによって要求された情報をバックアップし、および前記主マネージャ
から受信した要求に応答して少なくとも１要求を転送するバックアップマネージャと、
　前記１つまたは複数のバックアップマネージャに通信接続された１つまたは複数のワー
カーであって、前記１つまたは複数のバックアップマネージャによって前記主マネージャ
から転送された少なくとも１要求を受信するワーカーと
　を備えたことを特徴とする分散型サーバーコンピューターシステム。
【請求項２】
　前記１つまたは複数のバックアップマネージャはさらに、前記１つまたは複数のワーカ
ーからの応答を受信することを特徴とする請求項１に記載の分散型サーバーコンピュータ
ーシステム。
【請求項３】
　前記１つまたは複数のバックアップマネージャはさらに、前記１つまたは複数のワーカ
ーから受信したそれぞれの応答を集めることを特徴とする請求項１に記載の分散型サーバ
ーコンピューターシステム。
【請求項４】
　前記１つまたは複数のバックアップマネージャはさらに、前記１つまたは複数のワーカ
ーから受信したそれぞれの応答を集めること、およびさらに、前記１つまたは複数のワー
カーからのワーカーが応答していない場合、応答に代わって前記１つまたは複数のワーカ
ーからのワーカーの接続状態に関する情報を代用することを特徴とする請求項１に記載の
分散型サーバーコンピューターシステム。
【請求項５】
　前記主マネージャおよび前記１つまたは複数のバックアップマネージャは、物理的コン
ピューターシステム上で実行することを特徴とする請求項１に記載の分散型サーバーコン
ピューターシステム。
【請求項６】
　前記主マネージャおよび前記１つまたは複数のワーカーは、物理的コンピューターシス
テム上で実行することを特徴とする請求項１に記載の分散型サーバーコンピューターシス
テム。
【請求項７】
　前記１つまたは複数のワーカーの１つが前記１つまたは複数のバックアップマネージャ
からの応答しないバックアップマネージャに割り当てられた場合、前記主マネージャはさ
らに、前記１つまたは複数のワーカーの１つを前記１つまたは複数のバックアップマネー
ジャからの応答するバックアップマネージャに再度割り当てることを特徴とする請求項１
に記載の分散型サーバーコンピューターシステム。
【請求項８】
　前記主マネージャはさらに、前記１つまたは複数のワーカーからの応答しないワーカー
に割り当てられたワークを、前記１つまたは複数のワーカーからの応答するワーカーに再
度割り当てることを特徴とする請求項１に記載の分散型サーバーコンピューターシステム
。
【請求項９】
　分散型サーバーシステムのバックアップマネージャによる実行方法であって、
　前記分散型サーバーシステムの状態と関連付けられたＩＤを閉じ始める要求を主マネー
ジャから受信するステップと、
　前記主マネージャに対する応答を送信して前記ＩＤに対応する前記状態が閉じられたこ
とを示すステップと、
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　前記ＩＤと関連付けられたタスクを送信する要求を前記主マネージャから受信するステ
ップと、
　前記ＩＤと関連付けられた前記タスクを１つまたは複数のワーカーに送信するステップ
と
　を備えることを特徴とする方法。
【請求項１０】
　前記分散型サーバーシステムの前記状態を持続するステップをさらに備えることを特徴
とする請求項９に記載の方法。
【請求項１１】
　前記ワークが実行されたことを示す応答を前記１つまたは複数のワーカーから受信する
ステップをさらに備えることを特徴とする請求項９に記載の方法。
【請求項１２】
　前記１つまたは複数のワーカーから応答を集めるステップをさらに備えることを特徴と
する請求項９に記載の方法。
【請求項１３】
　前記ＩＤと関連付けられた前記タスクを前記１つまたは複数のワーカーに送信するステ
ップはさらに、前記分散型サーバーシステムの前記状態と関連付けられた前記ＩＤを閉じ
る要求を含むことを特徴とする請求項９に記載の方法。
【請求項１４】
　実行すべき新しいワークを含む前記１つまたは複数のワーカーから応答を受信するステ
ップをさらに備えることを特徴とする請求項９に記載の方法。
【請求項１５】
　前記分散型サーバーシステムの状態と関連付けられた前記ＩＤが閉じられたことを示す
応答を前記主マネージャに送信するステップをさらに備えることを特徴とする請求項９に
記載の方法。
【請求項１６】
　前記１つまたは複数のワーカーから受信した１つまたは複数の新しいワーク要求を含む
応答を前記主マネージャに送信するステップをさらに備えることを特徴とする請求項９に
記載の方法。
【請求項１７】
　ステップを実行する装置実行可能な命令を記録する１つまたは複数の装置読み取り可能
な媒体であって、
　分散型サーバーシステムの状態と関連付けられたＩＤを閉じるコマンドを１つまたは複
数のバックアップマネージャに送信するステップと、
　第１の既定の時間間隔の間待機し、前記１つまたは複数のバックアップサーバーのそれ
ぞれから応答を受信するステップと、
　応答するバックアップサーバーの数が既定の数よりも多いかどうかを判定するステップ
と、
　応答しなかった１つまたは複数のバックアップサーバーに割り当てられた１つまたは複
数のワーカーを応答した１つまたは複数のバックアップサーバーに再度割り当てるステッ
プと
　を備えたことを特徴とする装置読み取り可能な媒体。
【請求項１８】
　応答に対して応答しなかった前記１つまたは複数のバックアップサーバーのために第２
の既定の時間間隔の間待機するステップをさらに備えたことを特徴とする請求項１７に記
載の１つまたは複数の装置読み取り可能な媒体。
【請求項１９】
　前記１つまたは複数のワーカーの応答性について前記１つまたは複数のバックアップサ
ーバーから情報を受信するステップをさらに備えたことを特徴とする請求項１７に記載の
１つまたは複数の装置読み取り可能な媒体。
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【請求項２０】
　前記バックアップマネージャは、前記分散型サーバーシステムの前記状態と関連付けら
れたＩＤを閉じるコマンドを前記１つまたは複数のワーカーに転送することを特徴とする
請求項１７に記載の１つまたは複数の装置読み取り可能な媒体。
【発明の詳細な説明】
【技術分野】
【０００１】
　本発明は、分散型サーバーシステムにおいてバックアップマネージャを転送するメッセ
ージに関する。
【背景技術】
【０００２】
　分散型サーバーシステムは、ワークタスクを任意の数の通信接続されたコンピューター
システムに分散するセントラルサーバーを含むことができる。セントラルサーバーは、典
型的なサーバークラスソフトウェアアプリケーションまたはソフトウェアサービスを実行
するサーバーコンピューターとすることができる。通信接続されたコンピューターシステ
ムは、ディスクリートサーバークラスコンピューターシステム、パーソナルコンピュータ
ーシステム等とすることができる。通信接続されたコンピューターシステムを、ネットワ
ークによって同じ物理的場所に配置することができ、または異なる物理的場所に分散する
ことができる。
【０００３】
　セントラルサーバーによって分散されるワークタスクは、コンピューターシステムがコ
ンピューターソフトウェアにおいて実行することができる任意の種類のタスク、コマンド
または関数呼び出しとすることができる。例えば、ワークタスクは、計算、データを記憶
するコマンド等とすることができる。セントラルサーバーは、任意の典型的なコンピュー
ター通信方法を使用して、ワークタスクを通信接続されたコンピューターシステムに送信
することができる。例えば、セントラルサーバーは、ＨＴＴＰ(hypertext transport pro
tocol)、ＨＴＴＰ経由のＲＰＣ(remote procedure call)、ＤＣＯＭ(distributed compon
ent object model)システム等を使用して、ワークタスクを送信することができる。
【０００４】
　セントラルサーバーはさらに、ソフトウェアアプリケーションまたはソフトウェアサー
ビスを実行して、分散型サーバーシステムの現在の「状態」を管理および／または維持す
ることができる。より詳細には、セントラルサーバーは、分散型サーバーシステム外部の
エンティティに対して分散型サーバーシステム全体を表すことができる。従って、分散型
サーバーシステムの状態に関する情報を探索する外部エンティティは、セントラルサーバ
ーと通信を行い、セントラルサーバーは、分散型サーバーシステム全体の現在の状態に応
答することができる。通信接続されたコンピューターシステムは、分散型コンピューター
システムの現在の状態を維持することもできるが、現在の状態はセントラルサーバーによ
って管理されるため、通信接続されたコンピューターシステムが分散型コンピューターシ
ステムの現在の状態の維持を行うことは必須ではない。さらに、セントラルサーバーは、
通信接続されたコンピューターシステムが互いに通信接続されたコンピューターシステム
に関してそれぞれが同じ「状態」であることを確保することができる。
【０００５】
　そのような分散型サーバーシステムによって実行されるワークタスク量は、セントラル
サーバーに通信接続されたコンピューターシステムの数に関連することができる。例えば
、各通信接続されたコンピューターシステムは、ワークタスクを実行することができる定
率を有することができる。分散型サーバーシステムに割り当てられたワークタスク総量が
通信接続されたコンピューターシステムが実行することができる量よりも多い場合、分散
型サーバーシステムは、全体のワークタスクを完了させる際に低速化を起こす可能性があ
る。通信接続されたコンピューターシステムを分散型サーバーシステムにさらに追加する
ことによって、分散型サーバーシステムのワークタスク容量を増加させ、全体のワークタ
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スクを完了させる際のそのような低速化を抑制することができる。
【０００６】
　しかし通信接続されたコンピューターシステムを分散型サーバーシステムにさらに追加
した結果、１つまたは複数の通信の問題が起こる場合がある。例えば、セントラルサーバ
ーは、効率的にワークタスクを送信し、少数の通信接続されたコンピューターシステムか
ら受信することができるかもしれない。分散型サーバーシステムの仕事容量は、通信接続
されたコンピューターシステムのそれぞれを追加するにつれて、増加することができる。
従って、セントラルサーバーによって実行される通信量も増加することができる。結果と
して、セントラルサーバーは、増加した数の通信を効率的に管理できないかもしれないし
、そのような分散型サーバーシステムによって実行することができるワークタスク全体の
数が減少するかもしれない。
【０００７】
　そのような分散型サーバーシステムは、冗長的に情報を格納するよう構成された１つま
たは複数のバックアップコンピューターを使用することができる。そのようなバックアッ
プコンピューターシステムは、バックアップマネージャまたはバックアップサーバーとし
ても知られている。バックアップマネージャまたはバックアップサーバーを、セントラル
サーバーを冗長的に格納されてきた特定の「状態」に修復するよう構成することができる
。しかし、１つまたは複数のバックアップマネージャまたはバックアップサーバーに対し
て通信の状態を変更する場合、セントラルサーバーは、実行される通信の総数も増加し、
分散型サーバーシステム内の通信性能を再度低下させる結果となる可能性がある。
【０００８】
　通信接続されたコンピューターシステムの数を、セントラルサーバーの通信容量に悪影
響を与えることなく増加させることができるシステムが有効である。
【発明の概要】
【０００９】
　本開示の簡略化した概要を以下に示し、基本的な理解を読者に提供する。本概要は、本
開示の広範囲の要約ではない。本概要は、本発明の重要な／重大な要素を特定するもので
も、本発明の範囲を明確にするものでもない。本概要の目的は、後に示すより詳細な説明
の前置きとして、本明細書で開示したいくつかの概念を簡略化した形式で示すことである
。
【００１０】
　本実施例は、分散型サーバーシステムにおいてバックアップマネージャを転送するメッ
セージの機構および技術を提供する。サーバーは、他のコンピューターシステムに代わっ
てソフトウェアサービスを実施し、実行するコンピューターシステムとすることができる
。そのような他のコンピューターシステムは、クライアント、他のサーバー等として知ら
れている。サーバーは、他のコンピューターシステムが要求をサーバーに伝えることがで
きるように、典型的なコンピューター通信ネットワークを使用して他のコンピューターシ
ステムに通信接続することができる。サーバーは、要求への適切な応答を準備し、伝える
ことができる。
【００１１】
　分散型サーバーは、１つまたは複数のサーバーのソフトウェアサービスを実行する単一
のコンピューターシステム、またはセントラルサーバーに通信接続された複数のコンピュ
ーターシステム等を含むことができる。分散型サーバーシステムの主マネージャサーバー
は、１つまたは複数の他のコンピューターシステムまたはサーバーに通信接続することが
できる。主マネージャは、クライアント要求を受信し、全体の動作または動作の一部を通
信接続されたコンピューターシステムに委譲することができる。通信接続されたコンピュ
ーターシステムは、動作を実行し、成功または失敗を示す応答メッセージを送信すること
ができる。そのような動作または動作の一部は、「ワーク」として知られている。
【００１２】
　主マネージャは、分散型サーバーシステムの「状態」を維持することもできる。そのよ
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うな状態は、主マネージャによって管理された情報またはソフトウェアアプリケーション
の現在の状態を示すことができる。例えば、セントラルマネージャは、分散型サーバーシ
ステムによって格納されたデータベースの現在の状態を維持することができる。
【００１３】
　任意の数の通信接続されたコンピューターシステムは、バックアップマネージャまたは
バックアップサーバーとして機能するよう指定することができる。主マネージャは、分散
型サーバーシステムの状態に関連している情報を冗長的に格納する命令または情報を、１
つまたは複数のそのようなバックアップマネージャに送信することができる。主マネージ
ャは、他の情報またはデータを１つまたは複数のバックアップマネージャに送信すること
もできる。イベントにおいて状態情報、命令、またはデータのいずれかが主マネージャ上
で失われた、または破損した場合、それらの状態情報、命令、またはデータを、バックア
ップマネージャのいずれかから復旧することができる。そのようなバックアップマネージ
ャは、主マネージャにバックアップ動作が成功したことを知らせる実行可能な命令を含む
こともできる。
【００１４】
　主マネージャを、１つまたは複数のそのようなバックアップマネージャに通信接続する
ことができる。バックアップサーバーのそれぞれを、「ワーカー」とも呼ばれる、１つま
たは複数のワーカーコンピューターシステムに通信接続することができる。主マネージャ
は、コマンドを１つまたは複数のバックアップマネージャに伝え、分散型サーバーシステ
ムの現在の「状態」と関連付けられたＩＤを閉じる動作を開始することができる。コマン
ドはさらに、分散型サーバーシステムの現在の状態を持続、または格納する命令を含むこ
とができる。
【００１５】
　各バックアップサーバーがコマンドと関連付けられた動作を完了した時点で、各バック
アップサーバーは、成功または失敗を示すメッセージを主マネージャに送信することがで
きる。１つまたは複数のバックアップサーバーが応答しない場合、主マネージャは、全て
のバックアップサーバーが応答するまで待機するか、または、主マネージャは、応答しな
いバックアップサーバーに割り当てられた任意のワーカーを応答するバックアップサーバ
ーに再度割り当てるための選択をすることができる。代替的な実施形態において、主マネ
ージャは、バックアップサーバーがまだ応答していないことのみを認めることができ、お
よび、応答しないバックアップサーバーに割り当てられた任意のワーカーを再度割り当て
る後の時間まで待機することができる。
【００１６】
　主マネージャは次に、コマンドを１つまたは複数のバックアップマネージャのそれぞれ
に伝え、「ワーク」を送信することができる。そのような「ワーク」は、現在の状態ＩＤ
（state identifier）によって表された現在のタスクまたは動作と関連付けられたタスク
または動作とすることができる。それぞれのバックアップマネージャは次に、ワークを実
行するコマンドを１つまたは複数の通信接続されたワーカーのそれぞれに転送することが
できる。各ワーカーがワークを完了すると、各ワーカーは、独立して新しいワークを決定
するか、または、他のワーカーと通信を行って実行すべき任意の新しいワークを決定する
ことができる。各ワーカーは次に、ワーカーに割り当てられたバックアップマネージャと
通信を行うことができ、現在の状態ＩＤと関連付けられたワークが完了したことを確認し
、新しいワークを要求することができる。
【００１７】
　１つまたは複数のバックアップマネージャのそれぞれは次に、１つまたは複数のワーカ
ーのそれぞれから受信した情報を集めることができる。ワーカーの１つが応答しなかった
イベントにおいて、バックアップマネージャは、応答しない状態に関する情報を集められ
た情報に追加することができる。１つまたは複数のバックアップサーバーのそれぞれは次
に、主マネージャと通信を行い、現在の状態ＩＤが閉じていることを示すことができる。
１つまたは複数のバックアップマネージャのそれぞれは、ワーカーのいずれかから受信し
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た任意の新しいワーク要求を転送することもできる。
【００１８】
　付随する特徴の多くは、添付図面面に関連して考慮される以下の詳細な説明を参照する
ことによって、より容易に認識されると同時に、より理解されるようになるだろう。
【図面の簡単な説明】
【００１９】
　本説明は、添付図面面を踏まえて読まれる以下の詳細な説明によってより理解されるだ
ろう。
【図１】従来の分散型サーバーシステムを示すブロック図である。
【図２】分散型サーバーシステムにおいてバックアップサーバーを転送する例示的なメッ
セージを示すブロック図である。
【図３】図２に見られる分散型サーバーシステムの状態と関連付けられたＩＤを閉じるこ
とと関連付けられた例示的な通信を示す図である。
【図４】主マネージャが低速化している、または応答しないバックアップマネージャを処
理する例示的な方法を示す図である。
【図５】バックアップマネージャが低速化している、または応答しないワーカーを処理す
る例示的な方法を示す図である。
【図６】説明したシステムおよび方法を実施する例示的なコンピューター装置を示す図で
ある。
【００２０】
　同種の参照数字は、添付図面面の同種の部分を指定するのに使用される。
【発明を実施するための形態】
【００２１】
　添付図面に関連して以下に与えた詳細な説明は、本実施例の説明を意図しており、本実
施例を構成または利用できる唯一の形態を表すことを意図していない。本説明は、本実施
例の機能および本実施例を構成し、動作するステップの順序を示す。しかし、同一のもし
くは同等の機能および順序を、異なる実施例によって達成することができる。
【００２２】
　本実施例を、分散型サーバーシステムにおいてバックアップマネージャを転送するメッ
セージを実施するものとして本明細書に説明し、示すが、説明するシステムは、例示とし
て与えられており、これに限定されない。当業者が理解するように、本実施例は、さまざ
まな異なる種類の動的なフラグメントマッピングシステムのアプリケーションに適してい
る。
【００２３】
　図１は、従来の分散型サーバーシステム１００を示すブロック図である。従来の分散型
サーバーシステム１００は、従来型セントラルサーバー１２０、従来型バックアップサー
バー１４０、従来型バックアップサーバー１５０、従来型サーバー１６０、従来型サーバ
ー１７０、および従来型サーバー１８０を含むことができる。
【００２４】
　例示的な従来の分散型サーバーシステム１００において、従来型バックアップサーバー
１４０と従来型バックアップサーバー１５０のそれぞれを、従来型セントラルサーバー１
２０に通信接続することができる。従来型サーバー１６０、従来型サーバー１７０、およ
び従来型サーバー１８０のそれぞれを、従来型セントラルサーバー１２０に通信接続する
こともできる。そのような従来の分散型サーバーシステム１００は、本来論理的であって
、つまりそのような通信接続は物理的に存在しないので、その代わりに、そのような通信
接続は、従来の分散型サーバーシステム１００において参加者間で通信する順序を示すこ
とができる。
【００２５】
　従来の分散型サーバーシステム１００は、任意の種類の従来の分散型サーバーアーキテ
クチャとすることができる。例えば、従来の分散型サーバーシステム１００は、従来の分
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散型データベースサーバーシステム、従来の分散型媒体サーバーシステム等とすることが
できる。従来型セントラルサーバー１２０は、ソフトウェアサービスを他のコンピュータ
ーシステムに提供するよう構成された任意の種類の従来型サーバーコンピューターシステ
ムとすることができる。従来型セントラルサーバー１２０は、外部エンティティからの要
求を受信することができる。例えば、エラー！参照ソースが見つからない（Ｅｒｒｏｒ！
Ｒｅｆｅｒｅｎｃｅ　ｓｏｕｒｃｅ　ｎｏｔ　ｆｏｕｎｄ．）等で、別のサーバーは、従
来型セントラルサーバー１２０と同じネットワークドメインにおいて実行するワールドワ
イドウェブサーバー、またはインターネットを経由して通信接続された外部クライアント
等とすることができる。
【００２６】
　従来型セントラルサーバー１２０は、要求を任意の従来型サーバー１６０、従来型サー
バー１７０、および／または従来型サーバー１８０に送信し、タスクを実行することがで
きる。従来型サーバー１６０、従来型サーバー１７０、および／または従来型サーバー１
８０のそれぞれは、タスクを実行し、従来型セントラルサーバー１２０に応答してタスク
の完了を示すことができる。さらに、従来型セントラルサーバー１２０は、バックアップ
コマンド、または冗長的に情報を格納するコマンドを任意の従来型バックアップサーバー
１４０および／または従来型バックアップサーバー１５０に送信することができる。
【００２７】
　任意の数の従来型サーバーを従来の分散型サーバーシステム１００に追加し、従来の分
散型サーバーシステム１００の全体のタスク実行容量を増加することができる。より多く
の従来型サーバーが従来型セントラルサーバー１２０に通信接続されるので、従来型セン
トラルサーバー１２０によって送受信される通信量は、従来型セントラルサーバー１２０
に通信の低速化が起こる程度まで増加する可能性がある。
【００２８】
　より多くの従来型サーバーを、付随する通信ボトルネックなしで従来型サーバーシステ
ムに追加することができるシステムが有効である。
【００２９】
　図２は、分散型サーバーシステム２００においてバックアップサーバーを転送する例示
的なメッセージを示すブロック図である。分散型サーバーシステム２００は、主マネージ
ャ２１０、バックアップマネージャ２２０、バックアップマネージャ２３０、ワーカー２
４０、ワーカー２５０、およびワーカー２６０を含むことができる。
【００３０】
　分散型サーバーシステム２００において、主マネージャ２１０を、バックアップマネー
ジャ２２０およびバックアップマネージャ２３０のそれぞれに通信接続することができる
。バックアップマネージャ２２０を、ワーカー２４０およびワーカー２５０のそれぞれに
通信接続することができる。バックアップマネージャ２３０を、ワーカー２６０に通信接
続することができる。このような分散型サーバーシステム２００は、ほんの一例である。
任意の数のバックアップマネージャを、主マネージャ２１０に通信接続することができる
。同様に、任意の数のワーカーを、任意の数のバックアップマネージャに通信接続するこ
とができる。例えば、バックアップサーバーの数は、エージェントサーバーの数の平方根
とすることができる。そのような分散型サーバーシステム２００も、本来論理的であって
、つまりそのような通信接続は物理的に存在しないので、その代わりに、そのような通信
接続は、分散型サーバーシステム２００において参加者間で通信する順序を示すことがで
きる。
【００３１】
　通信接続のそれぞれを、ＷＡＮ(wide area network)、ＬＡＮ(local area network)等
のコンピューターネットワークを使用して行うことができる。代替的な実施例において、
主マネージャ、バックアップマネージャ、およびワーカーのそれぞれは、単一のコンピュ
ーターシステム上で実行するソフトウェアサービスとすることができ、それらの通信接続
のそれぞれを、マイクロソフトＷｉｎｄｏｗｓ（登録商標）等のオペレーティングシステ
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ムに含まれるソフトウェア通信サービスを使用して行うことができる。
【００３２】
　主マネージャ２１０は、サーバークラスオペレーションシステムを実行するサーバーコ
ンピューターシステムおよびそれに関連するソフトウェアサービスとすることができる。
主マネージャ２１０はさらに、分散型サーバーシステム２００の「状態」と関連付けられ
た１つまたは複数のＩＤを作成し、管理するためのソフトウェアサービスを実行すること
ができる。そのような状態は、分散型サーバーシステム２００の代わりに主マネージャ２
１０によって管理し、維持される情報のディスクリートスナップショット、または一時的
な表示を示すことができる。つまり状態は、システムの任意の時点における任意の数のデ
ータ配列、命令等を表すことができる。このように主マネージャ２１０は、特定の時点に
おける分散型サーバーシステム２００の状態を一意的に識別することができる状態に対応
するＩＤを割り当てることができる。
【００３３】
　主マネージャ２１０を、ワーク「タスク」を管理し、分散するよう構成することもでき
る。ワーク「タスク」は、コンピューターシステムによって実行することができる任意の
種類の機能性とすることができる。例えば「ワーク」は、数値計算、データもしくは他の
情報を格納するコマンド、または任意の他の種類のコンピューターソフトウェア機能とす
ることができる。主マネージャ２１０はさらに、ワークを状態ＩＤと関連付けることがで
きる。特に、主マネージャ２１０は、現在の状態および現在の状態ＩＤと実行されたワー
ク総量とを結び付けることができる。より詳細には、分散型サーバーシステム２００の現
在の状態は、分散型サーバーシステム２００の状態が初期化されてから実行された「ワー
ク」のそれぞれのディスクリート装置の累積集計に相当することができる。
【００３４】
　主マネージャ２１０は、要求をバックアップマネージャ２２０およびバックアップマネ
ージャ２３０のそれぞれに送信し、状態ＩＤと関連付けられた状態を持続することができ
る。バックアップマネージャ２２０およびバックアップマネージャ２３０のそれぞれを、
各状態ＩＤおよび主マネージャ２１０から受信した状態ＩＤと関連付けられた状態を冗長
的に格納するよう構成することができる。この方法において、バックアップマネージャ２
２０またはバックアップマネージャ２３０のいずれかは置き換えることができ、主マネー
ジャ２１０の機能は、主マネージャ２１０に主マネージャ２１０が機能停止を引き起こす
障害が起こることを想定することができる。さらに、バックアップマネージャ２２０およ
びバックアップマネージャ２３０のそれぞれが、状態を持続している主マネージャ２１０
に伝えることができるようになった時点で、主マネージャ２１０は、コマンドをバックア
ップマネージャ２２０およびバックアップマネージャ２３０のそれぞれに伝え、現在の状
態ＩＤと関連付けられたワークをワーカー２４０、ワーカー２５０、および／またはワー
カー２６０のそれぞれに送信することができる。
【００３５】
　ワーカー２４０、ワーカー２５０、およびワーカー２６０のそれぞれは、任意のバック
アップマネージャ２２０および／またはバックアップマネージャ２３０から受信したワー
クタスクと関連付けられた機能性を実行することができるコンピューターシステムとする
ことができる。さらに、ワーカー２４０、ワーカー２５０、およびワーカー２６０のそれ
ぞれを、通信接続することもでき、情報、データ等を互いに共有することができる。ワー
カー２４０、ワーカー２５０、およびワーカー２６０のそれぞれが割り当てられたワーク
タスクを完了した時点で、それぞれのワーカーは、それらの情報をバックアップマネージ
ャ２２０、またはバックアップマネージャ２３０のいずれかに返信することができる。
【００３６】
　バックアップマネージャ２２０およびバックアップマネージャ２３０のそれぞれは、ワ
ーカー２４０、ワーカー２５０またはワーカー２６０のいずれかから受信した応答を集め
ることができる。バックアップマネージャ２２０およびバックアップマネージャ２３０の
それぞれは次に、集めた応答を主マネージャ２１０に返信することができる。ワーカー２
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４０、ワーカー２５０、ワーカー２６０のいずれかの応答が低速化しているまたは応答し
ないイベントにおいて、バックアップマネージャ２２０またはバックアップマネージャ２
３０のそれぞれは、集められた応答内に応答が低速化しているまたは機能していないワー
カーの識別を表示する情報を含むことができる。
【００３７】
　上述のように、バックアップマネージャ２２０およびバックアップマネージャ２３０の
それぞれは常に、分散型サーバーシステム２００の状態をバックアップまたは冗長的に格
納し、主マネージャ２１０の役割を担うことができる。従って、分散型サーバーシステム
２００の構成は、動的とすることができ、それらの通信接続は、分散型サーバーシステム
２００に含まれる低速化しているもしくは機能しないマネージャまたはワーカーを反映す
るように変更することができる。つまり、主マネージャ２１０とバックアップマネージャ
２２０とバックアップマネージャ２３０との間の通信接続によって、バックアップマネー
ジャ２２０、またはバックアップマネージャ２３０のいずれかが主マネージャ２１０の機
能的責任を担うことができるように再構成することができる。
【００３８】
　上述のように、主マネージャ２１０は、集めた応答を分析し、ワーカーが低速化してい
るまたは応答していないことを判定することができる。主マネージャ２１０は次に、対応
するバックアップマネージャに通知し、分散型サーバーシステム２００から応答が低速化
しているまたは機能していないワーカーを除去することができる。主マネージャ２１０は
次に、新しい送信メッセージを残ったワーカーのそれぞれに送り、状態と関連付けられた
全てのワークが完了できるように、低速化しているまたは機能していないワーカーに割り
当てられたワークを実行することができる。
【００３９】
　説明した機能性は、任意の数のサーバーコンピューターシステム上で実施することがで
きる。例えば、１コンピューターシステムは、セントラルマネージャ、バックアップマネ
ージャ、ワーカー、またはそれらの任意の組み合わせに関連しているソフトウェアサービ
スを実行することができる。図３の、エラー！参照ソースが見つからない（Ｅｒｒｏｒ！
Ｒｅｆｅｒｅｎｃｅ　ｓｏｕｒｃｅ　ｎｏｔ　ｆｏｕｎｄ．）機能は、図２に見られる主
マネージャ２１０の状態と関連付けられたＩＤを閉じることと関連付けられた例示的な通
信を示す。
【００４０】
　図２の主マネージャ２１０は、コマンドを図２の任意のバックアップマネージャ２２０
または図２のバックアップマネージャ２３０に送信することができる。図２について述べ
たように、そのようなコマンドは、状態ＩＤと関連付けられた状態を閉じる命令を含むこ
とができる。そのようなコマンドはさらに、現在の状態ＩＤと関連付けられた状態を持続
するコマンドを含むことができる。
【００４１】
　バックアップマネージャ２２０およびバックアップマネージャ２３０のそれぞれは次に
、主マネージャ２１０によって要求された状態を持続することができる。バックアップマ
ネージャ２２０およびバックアップマネージャ２３０のそれぞれが現在の状態ＩＤと関連
付けられた状態を持続した時点で、バックアップマネージャ２２０およびバックアップマ
ネージャ２３０のそれぞれは、現在の状態ＩＤと関連付けられた状態が持続していること
を表示する応答３２０を送信することができる。主マネージャ２１０は、次に進む前にバ
ックアップマネージャのそれぞれから受信すべき全ての応答を待つことができる。
【００４２】
　主マネージャ２１０は次に、コマンド３３０をバックアップマネージャ２２０およびバ
ックアップマネージャ２３０のそれぞれに送信し、バックアップマネージャ２２０および
バックアップマネージャ２３０のそれぞれが、ワーカーのそれぞれに対する状態ＩＤと関
連付けられた状態に対応するワークを現在送信することができることを示す。バックアッ
プマネージャ２２０およびバックアップマネージャ２３０のそれぞれは次に、コマンド３
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４０を図２のワーカー２４０、図２のワーカー２５０、および図２のワーカー２６０のそ
れぞれに送信し、現在の状態ＩＤと関連付けられた状態を閉じ、ワーカーに割り当てられ
た現在の状態ＩＤと関連付けられたワークを実行することができる。それぞれのワーカー
に送信されたコマンド３４０は、同一とすることができ、各ワーカーは、コマンド３４０
の一部として送信されたワークが割り当てられていない部分を無視することができる。代
替的な実施例において、コマンド３４０は、それぞれのワーカーに対して個々に作成する
ことができ、コマンド３４０が送信されたワーカーに割り当てられたワークのみを含むこ
とができる。
【００４３】
　ワーカー２４０、ワーカー２５０、およびワーカー２６０のそれぞれがワークを完了し
た時点で、それぞれのワーカーは、現在の状態ＩＤと関連付けられた状態を局所的に閉じ
ることができる。ワーカー２４０、ワーカー２５０、およびワーカー２６０のそれぞれは
次に、実行すべき任意の追加のワークを決定することができる。そのような決定は、ワー
カー２４０、ワーカー２５０、およびワーカー２６０のそれぞれが互いに通信する時に行
うことができる。代替的な実施例において、ワーカー２４０、ワーカー２５０、およびワ
ーカー２６０のそれぞれは、独立して、現在の状態ＩＤと関連付けられた状態を分析し、
実行すべき任意の追加のワークを決定することができる。ワーカー２４０、ワーカー２５
０、およびワーカー２６０のそれぞれは、メッセージ３５０をそれらに割り当てられたバ
ックアップマネージャ２２０またはバックアップマネージャ２３０のいずれかのバックア
ップマネージャに送信することができ、ワーカー２４０、ワーカー２５０、およびワーカ
ー２６０のそれぞれが、現在の状態ＩＤと関連付けられた状態を閉じたことを示す。その
ようなメッセージは、実行すべき任意の追加の新しいワークに対する要求を含むこともで
きる。
【００４４】
　バックアップマネージャ２２０およびバックアップマネージャ２３０のそれぞれは次に
、メッセージ３６０を主マネージャ２１０に送信することができ、現在の状態ＩＤと関連
付けられた状態が閉じられたことを示す。また、メッセージ３６０は、ワーカーから受信
した時に実行すべき任意の新しいワークを含むことができる。
【００４５】
　図４に、低速化しているまたは応答しないバックアップマネージャを処理する主マネー
ジャの例示的な方法４００を示す。そのような主マネージャは、図２の主マネージャ２１
０とすることができる。
【００４６】
　ブロック４１０では、現在の状態ＩＤと関連付けられた状態を閉じるコマンドを１つま
たは複数のバックアップマネージャに送信する動作を示すことができる。そのようなバッ
クアップマネージャは、図２のバックアップマネージャ２２０および図２のバックアップ
マネージャ２３０とすることができる。そのような現在の状態ＩＤを閉じるコマンドは、
図３のコマンド３１０または図３のコマンド３３０とすることができる。
【００４７】
　ブロック４２０では、既定の時間間隔内に応答が受信されたかどうかを判定する動作を
示すことができる。そのような時間間隔は、任意の長さとすることができる。あるいは、
そのような時間間隔を、分散型サーバーシステムの予想される実行の全レベルと関連付け
ることができる。肯定的な判定に応じて、フローはブロック４３０に続く。否定的な判定
に応じて、フローはブロック４４０に続く。
【００４８】
　ブロック４３０では、主マネージャの標準動作を継続する動作を示すことができる。標
準動作は、主マネージャの機能に従って実行される任意の動作を示すことができる。
【００４９】
　ブロック４４０では、応答の最小数が受信されたかどうかを判定する動作を示すことが
できる。最小数は、分散型サーバーシステムに含まれるバックアップマネージャの全数、
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バックアップマネージャに接続されたワーカーの数等を含む任意の情報に基づいて判定す
ることができる。肯定的な判定に応じて、フローはブロック４５０に続く。否定的な判定
に応じて、フローはブロック４６０に続く。
【００５０】
　ブロック４５０では、低速化しているまたは応答しないバックアップマネージャを回避
する動作を示すことができる。そのような回避を、低速化しているまたは応答しないバッ
クアップマネージャに割り当てられた任意のワーカーを、応答するバックアップマネージ
ャに一時的に再度割り当てることによって実行することができる。
【００５１】
　ブロック４６０では、バックアップマネージャの数が少なすぎて既定の実行レベルを分
散型データベースシステム内に確保できないこと、または分散型データベースシステムに
対するバックアップマネージャの数が少なすぎて正確に機能できないことを判定された動
作を示すことができる。その動作は、一定時間待機している動作を含むこともできる。追
加のバックアップマネージャが待機時間内に応答しなければ、分散型データベースシステ
ムは、例えば追加の応答するバックアップマネージャが追加される時間まで機能を停止す
ることができる。フローは４２０に戻って継続することができる。
【００５２】
　図５に低速化しているまたは応答しないワーカーを処理するバックアップマネージャの
例示的な方法５００を示す。そのようなバックアップマネージャは、図２のバックアップ
マネージャ２２０または図２のバックアップマネージャ２３０とすることができる。その
ようなワーカーは、バックアップマネージャ２３０とすることができ、ブロック５１０で
は、状態に対応するワークを実行するコマンドを１つまたは複数のワーカーに送信する動
作を示すことができる。代替的な実施形態において、コマンドが送信され、ワーカーが現
在の状態ＩＤと関連付けられた状態を閉じなければならないことを示す。しかし、その動
作は、ワーカーからの応答を要求することができる任意のコマンドを含むことができる。
【００５３】
　ブロック５２０では、ブロック５１０のコマンドが送信された各ワーカーが既定の時間
間隔内に応答しているかどうかを判定する動作を示すことができる。そのような時間間隔
は、任意の時間間隔とすることができ、分散型サーバーシステムと関連付けられた実行の
全レベルと関連付けることができる。肯定的な判定に応じて、フローはブロック５３０に
続く。否定的な判定に応じて、フローはブロック５４０に続く。
【００５４】
　ブロック５３０では、バックアップマネージャが全てのワーカーの応答を集めて単一メ
ッセージを形成し、その集められたメッセージをセントラルマネージャに送信する動作を
示すことができる。
【００５５】
　ブロック５４０では、バックアップマネージャが全てのワーカーの応答を集めて単一メ
ッセージを形成し、その集められたメッセージをセントラルサーバーに送信する動作を示
すことができる。集められたメッセージは、ブロック５２０において識別された任意の低
速化しているまたは機能しないワーカーの身元を示す情報を含むことができる。
【００５６】
　図６に、任意の前述したサーバーコンピューターシステムまたはクライアントコンピュ
ーターシステム等の説明したシステム、方法、およびソフトウェアサービスを実施する例
示的なコンピューター装置６００を示す。それらの最も基本的な構成において、コンピュ
ーター装置６００は典型的に、少なくとも１つのＣＰＵ(central processing unit)およ
びメモリー６１０を含む。
【００５７】
　正確な構成およびコンピューター装置の種類に依存する場合、メモリー６１０は、揮発
性（ＲＡＭ等）、不揮発性（ＲＯＭ、フラッシュメモリー等）、またはそれら２つのある
組み合わせとすることができる。さらに、コンピューター装置６００は、追加の機能／機



(13) JP 2010-509677 A 2010.3.25

10

20

30

40

能性を有することもできる。例えば、コンピューター装置６００は、複数のＣＰＵを含む
ことができる。説明した方法を、コンピューター装置６００の任意の処理装置による任意
の方法で実行することができる。例えば、説明したプロセスを、同時に複数のＣＰＵによ
って実行することができる。
【００５８】
　コンピューター装置６００は、磁気もしくは光ディスクまたは磁気もしくは光テープを
含む付加的な記憶装置（取り外し可能および／または取り外し不可能）を含むこともでき
るがこれらに限定されない。そのような付加的な記憶装置を、図６の記憶装置６１５に示
す。コンピューター記憶媒体は、コンピューター読み取り可能な命令、データ構造、プロ
グラムモジュールもしくは他のデータ等の情報を格納する任意の方法または技術において
実施される揮発性および不揮発性媒体、取り外し可能および取り外し不可能媒体を含む。
メモリー６１０および記憶装置６１５は、コンピューター記憶媒体の全ての例である。コ
ンピューター記憶媒体は、ＲＡＭ、ＲＯＭ、ＥＥＰＲＯＭ、フラッシュメモリーもしくは
他のメモリー技術、ＣＤ－ＲＯＭ、ＤＶＤ(digital versatile disk)もしくは他の光記憶
装置、磁気カセット、磁気テープ、磁気ディスク記憶装置もしくは他の磁気記憶装置、ま
たは所望の情報を記憶するために使用でき、コンピューター装置６００によってアクセス
することができる任意の他の媒体を含むが、これらに限定されない。そのような任意のコ
ンピューター記憶媒体は、コンピューター装置６００の一部とすることができる。
【００５９】
　コンピューター装置６００は、通信装置６４０を含むこともでき、当該装置が他の装置
と通信することを可能とする。通信装置６４０は、通信媒体の一例である。通信媒体は、
典型的には、コンピューター読み取り可能な命令、データ構造、プログラムモジュール、
または他のデータを、搬送波または他の転送機構等の変調データ信号として具現化したも
のであり、また、任意の情報配信媒体を含む。用語「変調データ信号」は、１つまたは複
数のそれらの特徴セットを有するか、または情報を信号にエンコードするような方法で変
更された信号を意味する。一例として通信媒体には、有線ネットワークまたは直接有線接
続、および音響、ＲＦ、赤外線ならびに他の無線媒体等の無線媒体を含むが、これらに限
定されない。本明細書で使用されている用語コンピューター読み取り可能な媒体または装
置読み取り可能な媒体は、コンピューター記憶媒体および通信媒体の両方を含む。説明し
た方法を、データ、コンピューター実行可能な命令等の任意の形態の任意のコンピュータ
ー読み取り可能な媒体にエンコードすることができる。
【００６０】
　コンピューター装置６００は、キーボード、マウス、ペン、音声入力装置、タッチ入力
装置等の入力装置６３５を有することもできる。ディスプレイ、スピーカー、プリンター
等の出力装置６３０も含むことができる。これら全ての装置は、当技術分野で周知であり
、詳細に説明する必要はない。
【００６１】
　当業者は、プログラム命令を格納するのに利用される記憶装置を、ネットワーク上に分
散することができることを認識するだろう。例えばリモートコンピューターは、ソフトウ
ェアとして説明した例示的なプロセスを格納することができる。ローカルコンピューター
またはターミナルコンピューターは、リモートコンピューターにアクセスし、ソフトウェ
アの一部または全てをダウンロードしてプログラムを実行することができる。あるいはロ
ーカルコンピューターは、必要に応じてソフトウェアの一部をダウンロードすることがで
き、またはローカル端末におけるいくつかのソフトウェアの命令およびリモートコンピュ
ーター（またはコンピューターネットワーク）におけるいくつかのソフトウェアの命令を
実行することによって、分散して処理することができる。当業者は、当業者に周知である
従来を用いて、ソフトウェアの命令の全てまたは一部を、ＤＳＰ、プログラム可能な論理
アレイ等の専用回線で実行することができることも認識するだろう。



(14) JP 2010-509677 A 2010.3.25

【図１】 【図２】

【図３】 【図４】



(15) JP 2010-509677 A 2010.3.25

【図５】 【図６】



(16) JP 2010-509677 A 2010.3.25

10

20

30

40

【国際調査報告】



(17) JP 2010-509677 A 2010.3.25

10

20

30

40



(18) JP 2010-509677 A 2010.3.25

10

フロントページの続き

(81)指定国　　　　  AP(BW,GH,GM,KE,LS,MW,MZ,NA,SD,SL,SZ,TZ,UG,ZM,ZW),EA(AM,AZ,BY,KG,KZ,MD,RU,TJ,TM),
EP(AT,BE,BG,CH,CY,CZ,DE,DK,EE,ES,FI,FR,GB,GR,HU,IE,IS,IT,LT,LU,LV,MC,MT,NL,PL,PT,RO,SE,SI,SK,TR),OA(
BF,BJ,CF,CG,CI,CM,GA,GN,GQ,GW,ML,MR,NE,SN,TD,TG),AE,AG,AL,AM,AT,AU,AZ,BA,BB,BG,BH,BR,BW,BY,BZ,CA,CH,
CN,CO,CR,CU,CZ,DE,DK,DM,DO,DZ,EC,EE,EG,ES,FI,GB,GD,GE,GH,GM,GT,HN,HR,HU,ID,IL,IN,IS,JP,KE,KG,KM,KN,K
P,KR,KZ,LA,LC,LK,LR,LS,LT,LU,LY,MA,MD,ME,MG,MK,MN,MW,MX,MY,MZ,NA,NG,NI,NO,NZ,OM,PG,PH,PL,PT,RO,RS,RU
,SC,SD,SE,SG,SK,SL,SM,SV,SY,TJ,TM,TN,TR,TT,TZ,UA,UG,US,UZ,VC,VN,ZA,ZM,ZW

(72)発明者  トーマス　ジェイ．ミラー
            アメリカ合衆国　９８０５２　ワシントン州　レッドモンド　ワン　マイクロソフト　ウェイ　マ
            イクロソフト　コーポレーション　インターナショナル　パテンツ内
Ｆターム(参考) 5B082 DE06  HA08 


	biblio-graphic-data
	abstract
	claims
	description
	drawings
	search-report
	overflow

