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RESOURCE MANAGEMENT BASED ON DEVICE-SPECIFIC OR USER-
SPECIFIC RESOURCE USAGE PROFILES

BACKGROUND
[0001] Today’s mobile devices, especially today’s low-end mobile devices, are severely
challenged by multi-tasking scenarios. It is often the case that, in order to be competitive at
scale, mobile devices must be manufactured using low-end and/or low-powered parts. This
is true in particular for the memory used to implement mobile devices, which includes both
random access memory (RAM) and MultiMediaCards (MMCs). The net effect of this is
that conventional mobile devices that rely on paging for memory management fall over very
quickly when trying to concurrently run multiple processes. This leads to a very poor user
experience and handicapped multi-tasking scenarios. This problem is becoming especially
relevant as the applications and operating systems being developed for mobile devices
become larger and larger while the marketplace demands reduced manufacturing costs.
[0002] Previously, the issue of having insufficient memory to support the concurrent
execution of multiple processes on a mobile device was handled in one or more of the
following ways: the use of paging for memory management; providing more memory on
the mobile device; and placing limits on the size of applications and operating systems. As
noted above, paging can lead to a very poor user experience and handicapped multi-tasking
scenarios. Providing more memory drives up mobile device cost, complexity and power
consumption. Placing size limits on applications and operating systems makes developing
and delivering desired functionality to users extremely difficult. For at least these reasons,
existing memory management solutions for mobile devices are deficient. Better memory
management techniques are needed to enable today’s mobile devices to concurrently
execute multiple processes in a manner that does not adversely impact user experience and
that enables a wide variety of multi-tasking scenarios.
SUMMARY

[0003] Systems, methods, apparatuses, and computer program products are described
herein that enable the tracking of the usage of various resources, such as volatile and non-
volatile memory, central processing unit (CPU), input/output (I/O), network, power, and
sensors, by applications executing on a computing device, such as a mobile computing
device. The techniques described herein advantageously track resource usage for an
application by tracking both the resources used by a foreground process associated with the

application (e.g., a process that is currently providing a user interface for the application and
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occupying at least a portion of a display associated with the computing device) as well as
one or more background tasks associated with the application that are running as separate
processes on the computing device. Historical data relating to resource usage by the
application is utilized to predict a resource usage amount for the application which is then
stored. A subsequent launch of the application can be conditioned upon whether the
predicted resource usage amount is available. If the predicted resource usage amount is
available, it can be allocated to the application and the application can be launched. If the
application then exceeds the predicted resource usage amount, other processes executing
concurrently therewith may be terminated to free up the resource. Regardless of how the
application performs, new resource usage data is obtained for the application, which is then
used to adjust the predicted resource usage amount. In this manner, the allocation of
resources for the application can be automatically fine-tuned for a user over time based on
his/her usage patterns and the computing device is enabled to provide a better user
experience and improved performance particularly during multi-tasking scenarios. For a
computing device that supports multiple users, predicted resource usage amounts may be
stored for each user/application combination

[0004] The systems, methods, apparatuses and computer program products described herein
are also capable of tracking other information related to resource usage by an application
and/or user, such as times, locations, and events associated with particular resource usage
behaviors. Such information can advantageously be used to predictively allocate resources
of the computing device to an application even before a user has attempted to launch it.
Furthermore, applications and/or application data may be loaded into memory at a point in
time before the user is expected to access them.

[0005] In particular, a method implemented by a computing device for managing a resource
thereof is described herein. The resource may comprise, for example, at least one of a
volatile or non-volatile memory resource, a CPU resource, an 1/O resource, a network
resource, a power resource, and a sensor resource. In accordance with the method, a first
amount of the resource that is used by a first instance of an application while being executed
by the computing device is determined. Determining the first amount may include
determining an amount of the resource that is used by a foreground process associated with
the first application and one or more background tasks associated with the first instance of
the application. A first predicted resource usage amount for the application is calculated
based at least on the first amount. The first predicted resource usage amount is stored in a

data store. Then, a second amount of the resource to be allocated to a second instance of
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the application to be executed by the computing device is determined based at least on the
first predicted resource usage amount stored in the data store.

[0006] In one embodiment of the foregoing method, calculating the first predicted resource
usage amount for the application based on at least the first amount includes obtaining a
maximum resource usage amount for the application by comparing the first amount to one
or more previously-determined amounts associated with one or more previously-executed
instances of the application, and calculating the first predicted resource usage amount based
on the maximum resource usage amount.

[0007] In an alternative embodiment, calculating the first predicted resource usage amount
for the application based on at least the first amount includes obtaining an average resource
usage amount for the application based on the first amount and one or more previously-
determined amounts associated with previously-executed instances of the application, and
calculating the first predicted resource usage amount based on the average resource usage
amount. In further accordance with this embodiment, obtaining the average resource usage
amount for the application may include multiplying the first amount by a first weighting
factor to obtain a first product, multiplying a running average amount obtained based
on at least the one or more previously-determined amounts by a second weighting factor to
obtain a second product, and summing the first product and the second product. The first
weighting factor may be larger than, smaller than, or equal to the second weighting factor
depending upon the implementation.

[0008] The foregoing method may also include determining that the second amount of the
resource is not currently available and, in response thereto, performing certain actions such
as preventing execution of the second instance of the application, and/or terminating one or
more processes that are currently executing on the computing device.

[0009] The foregoing method may further include determining that an amount of the
resource used by the second instance of the application while being executed by the
computing device exceeds the second amount, and in response thereto, terminating one or
more processes that are concurrently executing on the computing device.

[0010] In another embodiment of the foregoing method, the determining, calculating and
storing steps include determining the first amount of the resource that is used by the first
instance of the application while being executed by the computing device on behalf of a first
user, calculating the first predicted resource usage amount for the application and the first
user based at least on the first amount, storing the first predicted resource usage amount in

the data store, and determining the second amount of the resource to be allocated to the
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second instance of the application to be executed by the computing device on behalf of the
first user based at least on the first predicted resource usage amount stored in the data store.
In accordance with this embodiment, the method further includes determining a third
amount of the resource that is used by a third instance of the application while being
executed by the computing device on behalf of a second user, calculating a second predicted
resource usage amount for the application and the second user based at least on the third
amount, storing the second predicted resource usage amount in the data store, and
determining a fourth amount of the resource to be allocated to a fourth instance of the
application to be executed by the computing device on behalf of the second user based at
least on the second predicted resource usage amount stored in the data store.

[0011] A computer program product is also described herein. The computer program
product includes a computer-readable memory having computer program logic recorded
thereon that when executed by at least one processor of a computing device causes the at
least one processor to perform operations. The operations include receiving a request to
launch an application, obtaining a predicted resource usage amount for the application, the
predicted resource usage amount being based on a monitored usage of a resource of the
computing device during one or more prior executions of the application by the computing
device, determining whether a sufficient amount of a resource is available by comparing the
predicted resource usage amount to an amount of the resource that is currently available,
and allowing the application to launch in response to at least determining that a sufficient
amount of the resource is available. The resource may comprise one of a volatile or non-
volatile memory resource, a CPU resource, an 1/O resource, a network resource, a power
resource, and a sensor resource. The monitored usage of the resource for the application
may entail monitored usage of the resource by a foreground process associated with the
application and one or more background tasks associated with the application.

[0012] In one embodiment of the foregoing computer program product, the operations
further include not allowing the application to launch in response to at least determining that
a sufficient amount of the resource is not available.

[0013] In another embodiment, the operations further include causing one or more
processes to be terminated in response to at least determining that a sufficient amount of the
resource is not available.

[0014] In yet another embodiment, the operations further include, in response to

determining that an amount of the resource used by the application after being launched
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exceeds the predicted resource usage amount, terminating one or more processes that are
concurrently executing on the computing device.
[0015] In still another embodiment, the receiving step includes receiving the request to
launch the application on behalf of a first user and the obtaining step includes obtaining a
predicted resource usage amount for the application and the first user.
[0016] A system implemented on a computing device is also described herein. The system
includes at least one processor and memory that is accessible by the at least one processor.
The memory stores components for execution by the at least one processor. The
components include a resource manager operable to monitor a pattern of usage of at least
one resource of the computing device by one or more of an application and a user, to store
information associated with the pattern of usage, and to use the stored information to
predictively allocate at least a portion of the resource to at least one process prior to
execution thercof by the at least one processor. The at least one resource may include a
volatile or non-volatile memory resource, a CPU resource, an 1/O resource, a network
resource, a power resource, and a sensor resource.
[0017] In one embodiment of the foregoing system, the resource manager is operable to
predictively allocate the at least a portion of the resource to an application prior to a user of
the computing device or any other entity launching the application. In another embodiment
of the foregoing system in which the at least one resource comprises memory, the resource
manager is further operable to load at least a portion of an application or data associated
with an application into the predictively-allocated memory prior to a user of the computing
device or any other entity launching the application.
[0018] This Summary is provided to introduce a selection of concepts in a simplified form
that are further described below in the Detailed Description. This Summary is not intended
to identify key features or essential features of the claimed subject matter, nor is it intended
to be used to limit the scope of the claimed subject matter. Moreover, it is noted that the
claimed subject matter is not limited to the specific embodiments described in the Detailed
Description and/or other sections of this document. Such embodiments are presented herein
for illustrative purposes only. Additional embodiments will be apparent to persons skilled
in the relevant art(s) based on the teachings contained herein.

BRIEF DESCRIPTION OF THE DRAWINGS
[0019] The accompanying drawings, which are incorporated herein and form part of the

specification, illustrate embodiments of the present invention and, together with the
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description, further serve to explain the principles of the invention and to enable a person
skilled in the relevant art(s) to make and use the invention.

[0020] FIG. 1 is a block diagram of a computing device that performs resource management
based on device-specific or user-specific resource usage profiles in accordance with an
embodiment.

[0021] FIG. 2 depicts a flowchart of a method implemented by a computing device for
managing a resource thereof in accordance with a device-specific or user-specific resource
usage profile in accordance with an embodiment.

[0022] FIG. 3 depicts a flowchart of a method for calculating a predicted resource usage
amount for an application in accordance with one embodiment.

[0023] FIG. 4 depicts a flowchart of a method for calculating a predicted resource usage
amount for an application in accordance with another embodiment.

[0024] FIG. 5 depicts a flowchart of a method of obtaining an average resource usage
amount for an application in accordance with an embodiment.

[0025] FIG. 6 depicts a flowchart of additional steps that may be performed in accordance
with the method of the flowchart shown in FIG. 2.

[0026] FIG. 7 depicts a flowchart of additional steps that may be performed in accordance
with the method of the flowchart shown in FIG. 2.

[0027] FIG. 8 depicts a flowchart of additional steps that may be performed in accordance
with the method of the flowchart shown in FIG. 2.

[0028] FIG. 9 depicts a flowchart of a method implemented by a computing device for
managing a resource thereof in accordance with a user-specific resource usage profile in
accordance with an embodiment.

[0029] FIG. 10 depicts a flowchart of a method for managing the launching of an application
in accordance with a device-specific or user-specific resource usage profile in accordance
with an embodiment.

[0030] FIG. 11 depicts a flowchart of a method for using monitored resource usage patterns
of a user with respect to the resources of a computing device and information derived
therefrom to predictively allocate resources to processes.

[0031] FIG. 12 depicts a flowchart of one method for enabling an application executing on
a computing device to assist in managing an allocation of resources of the computing device
to a foreground process and one or more background tasks associated with the application.
[0032] FIG. 13 depicts a flowchart of another method for enabling an application executing

on a computing device to assist in managing an allocation of resources of the computing



10

15

20

25

30

WO 2015/138152 PCT/US2015/017892

device to a foreground process and one or more background tasks associated with the
application.
[0033] FIG. 14 is a block diagram of an example mobile device that may be used to
implement various embodiments.
[0034] FIG. 15 is a block diagram of an example processor-based computer system that may
be used to implement various embodiments.
[0035] The features and advantages of the present invention will become more apparent
from the detailed description set forth below when taken in conjunction with the drawings,
in which like reference characters identify corresponding elements throughout. In the
drawings, like reference numbers generally indicate identical, functionally similar, and/or
structurally similar elements. The drawing in which an element first appears is indicated by
the leftmost digit(s) in the corresponding reference number.

DETAILED DESCRIPTION
L. Introduction
[0036] The following detailed description refers to the accompanying drawings that
illustrate exemplary embodiments of the present invention. However, the scope of the
present invention is not limited to these embodiments, but is instead defined by the appended
claims. Thus, embodiments beyond those shown in the accompanying drawings, such as
modified versions of the illustrated embodiments, may nevertheless be encompassed by the

present invention.

[0037] References in the specification to "one embodiment,” "an embodiment,” "an
example embodiment," or the like, indicate that the embodiment described may include a
particular feature, structure, or characteristic, but every embodiment may not necessarily
include the particular feature, structure, or characteristic. Moreover, such phrases are not
necessarily referring to the same embodiment. Furthermore, when a particular feature,
structure, or characteristic is described in connection with an embodiment, it is submitted
that it is within the knowledge of persons skilled in the relevant art(s) to implement such
feature, structure, or characteristic in connection with other embodiments whether or not
explicitly described.

[0038] Systems, methods, apparatuses, and computer program products are described
herein that enable the tracking of the usage of various resources, such as volatile and non-
volatile memory, CPU, 1I/O, network, power, and sensors, by applications executing on a

computing device, such as a mobile computing device. The techniques described herein

advantageously track resource usage for an application by tracking both the resources used
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by a foreground process associated with the application (e.g., a process that provides the
user interface to the application and may exclusively occupy a display associated with the
computing device) as well as one or more background tasks associated with the application
that are running as separate processes on the computing device. Historical data relating to
resource usage by the application is utilized to predict a resource usage amount for the
application which is then stored. A subsequent launch of the application can be conditioned
upon whether the predicted resource usage amount is available. If the predicted resource
usage amount is available, it can be allocated to the application and the application can be
launched. If the application then exceeds the predicted resource usage amount, other
processes executing concurrently therewith may be terminated to free up the resource.
Regardless of how the application performs, new resource usage data is obtained for the
application, which is then used to adjust the predicted resource usage amount. In this
manner, the allocation of resources for the application can be automatically fine-tuned for a
user over time based on his/her usage patterns and the computing device is enabled to
provide a better user experience and improved performance particularly during multi-
tasking scenarios. For a computing device that supports multiple users, predicted resource
usage amounts may be stored for each user/application combination.

[0039] The systems, methods, apparatuses and computer program products described herein
are also capable of tracking other information related to resource usage by the application
and/or user, such as times, locations, and events associated with particular resource usage
behaviors. Such information can advantageously be used to predictively allocate resources
of the computing device to an application even before a user has attempted to launch it.
Furthermore, applications and/or application data may be loaded into memory at a point in
time before the user is expected to access them.

[0040] Section II describes an example computing device that performs resource
management based on device-specific or user-specific resource usage profiles in accordance
with an embodiment, as well as associated methods. Section III describes how the example
computing device of Section II may also enable dynamic resource management for multi-
process applications. Section IV describes an example mobile device that may implement
the resource management features described herein. Section V describes an example
desktop computer that may implement the resource management features described herein.

Section VI provides some concluding remarks.
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IL Example System and Methods for Performing Resource Management Based on
Device-Specific or User-Specific Resource Usage Profiles

[0041] FIG. 1 is a block diagram of a computing device 100 that performs resource
management based on device-specific or user-specific resource usage profiles in accordance
with an embodiment. Computing device 100 is generally intended to represent a processor-
based electronic device that is capable of running applications on behalf of a user. In one
embodiment, computing device 100 comprises a mobile computing device such as a mobile
phone (e.g., a smart phone), a laptop computer, a tablet computer, or a netbook. Computing
device 100 may conceivably comprise other types of mobile computing devices such as a
wearable computer (e.g., a head-mounted computer), a portable media player, a personal
digital assistant, a personal navigation assistant, a handheld game console, or any other
mobile device capable of running applications on behalf of a user. One example of a mobile
device that may incorporate the functionality of computing device 100 will be discussed
below in reference to FIG. 14. In another embodiment, computing device 100 comprises a
desktop computer or other non-mobile computing platform that is capable of running
applications on behalf of a user. An example desktop computer that may incorporate the
functionality of computing device 100 will be discussed below in reference to FIG. 15.
[0042] As shown in FIG. 1, computing device 100 includes an application 102, an operating
system 104, and a data store 106. In one embodiment, ecach of application 102 and operating
system 104 comprise software components that are stored in memory of computing device
100 and executed therefrom by a processor (e.g., a microprocessor or other circuit operable
to execute software instructions) that is communicatively connected to the memory. Such
memory and processor comprise part of computing device 100 but have not been shown in
FIG. 1 for simplicity’s sake only. In further accordance with such an embodiment,
application 102 and operating system 104 may each be persistently stored in non-volatile
memory of computing device 100 and then temporarily transferred to volatile memory of
computing device 100 for execution therefrom by the processor during powered operation
of computing device 100.

[0043] Application 102 is intended to represent any one of a wide variety of computer
programs that may be installed and executed upon computing device 100 to perform
functions and/or provide features on behalf of a user therecof.  Application 102 may
represent, for example and without any limitation whatsoever, a telephony application, an
e-mail application, a messaging application, a Web browsing application, a calendar

application, a utility application, a game application, a social networking application, a
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music application, a productivity application, a lifestyle application, a reference application,
a travel application, a sports application, a navigation application, a healthcare and fitness
application, a news application, a photography application, a finance application, a business
application, an education application, a weather application, an e-reader application, a
medical application, or the like.

[0044] Operating system 104 comprises a set of computer programs that collectively
manage resources and provide common services for applications executing on computing
device 100. As shown in FIG. 1, operating system 104 includes drivers 110, a kernel 120,
and system services 130. Drivers 110 comprise components that enable operating system
104 to interact with various hardware resources of computing device 100, such as CPU,
system memory, and 1/0 devices. Kernel 120 utilizes drivers 110 to manage such hardware
resources and other resources of computing device 100 and to allow other programs to run
and use these resources. Kernel 120 may perform such operations as allocating processes
to a CPU, allocating system memory to a particular process, and allocating I/O requests to
appropriate devices. System services 130 are components that operate to service requests
from applications for the various resources that may be allocated by kernel 120.

[0045] As shown in FIG. 1, kernel 120 includes a memory manager 122. Memory manager
122 controls how system memory of computing device 100 is utilized and performs
operations that enable other processes to access system memory as they require it. Among
other operations, memory manager 122 may maintain a virtual addressing scheme and
perform paging so that processes can use more system memory than is physically available.
To manage system memory, memory manager 122 interacts with a memory driver 112,
which is one of drivers 110.

[0046] As further shown in FIG. 1, system services 130 include a resource manager 132.
As will be discussed in more detail herein, resource manager 132 is a component that
operates to determine an amount of a resource to be allocated to an application wherein such
determination may be based on a resource usage profile for the application and to allocate
the amount of the resource if it is available. In the description that follows, it will be
assumed that the resource to be allocated to the application is system memory—however, it
is to be understood that the resource management techniques described herein can be readily
extended to any other resource of computing device 100, including but not limited to CPU,
volatile memory other than system memory, non-volatile memory, a network resource, an
I/O resource, a power resource (e.g., battery power or power from some other power

supply), and a sensor resource (€.g., a camera or microphone).
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[0047] Data store 106 comprises a collection of data that is stored in volatile or non-volatile
memory of computing device 100. As will be explained herein, data store 106 is used by
resource manager 132 to store resource usage profiles for applications that may be installed
and executed on computing device 100. In accordance with certain example
implementations, data store 106 may comprise a register or a database.

[0048] When application 102 is to be launched (e.g., in response to user activation thereof
or some other event), one or more system service calls are placed on behalf of application
102 to system services 130 to request that application 102 be allocated the resources that are
necessary for application 102 to properly execute. In response to the call(s), resource
manager 132 operates to determine if the necessary resources are available and, if such
resources are available, to cause them to be allocated to application 102.

[0049] In the case of system memory, resource manager 132 determines the amount of
system memory to allocate to application 102 by attempting to access a resource usage
profile for application 102 that may be stored in data store 106. In an embodiment, such
resource usage profile for application 102 includes a predicted resource usage amount that
specifies an amount of system memory that application 102 is expected to use during
execution. Alternatively, the resource usage profile application 102 may include data from
which such a predicted resource usage amount can be derived. In a further embodiment, if
no resource usage profile exists for application 102 in data store 106, a default predicted
resource usage amount may be assigned to application 102. Such default predicted resource
usage amount may be the same for all applications, or may vary by application type.

[0050] Once resource manager 132 determines the predicted resource usage amount for
application 102, resource manager 132 then communicates with memory manager 122 to
determine if the predicted resource usage amount is currently available. If the predicted
resource usage amount is currently available, then resource manager 132 will allocate the
predicted resource usage amount to application 102 and application 102 may be permitted
to execute. However, if the predicted resource usage amount is not currently available, then
resource manager 132 may prevent application 102 from executing. Furthermore, if the
predicted resource usage amount is not currently available, resource manager 132 may also
terminate one or more other processes that are currently executing on computing device in
order to free up system memory for application 102. Such other processes may be processes
that have been assigned a lower priority than application 102 in accordance with a process
priority scheme. Once sufficient system memory has been recaptured in this manner, then

resource manager 132 may permit application 102 to execute.
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[0051] After application 102 has begun executing, resource manager 132 will monitor how
much system memory application 102 is actually using. In this way, resource manager 132
may determine that application 102 is utilizing more system memory than was originally
allocated to it in accordance with the predicted resource usage amount. In this case, resource
manager 132 may attempt to terminate one or more processes that are concurrently
executing on computing device 100 in order to ensure that sufficient system memory is
available for application 102 to execute properly. Resource manager 132 may also terminate
the execution of application 102 if it determines that application 102 is exceeding a
predefined upper limit on system memory usage or if it otherwise determines that the
amount of system memory usage by application 102 is unacceptable.

[0052] Resource manager 132 will also utilize the information it obtains by monitoring how
much system memory is being used by application 102 to update the predicted resource
usage amount stored in data store 106 for application 102. Various algorithms for updating
the predicted resource usage amount will be described in detail below. In this manner,
resource manager 132 can automatically fine-tune the allocation of resources for application
102 over time in a way that responds to how application 102 behaves and is being utilized
by a user of computing device 100. This beneficially enables computing device 100 to
provide a better user experience and improved performance particularly during multi-
tasking scenarios.

[0053] The manner in which resource manager 132 operates to manage a resource of
computing device 100 in accordance with a device-specific or user-specific resource usage
profile will now be described in reference to flowchart 200 of FIG. 2. Although the steps
of flowchart 200 will be described with continued reference to the components of computing
device 100 of FIG. 1, it is to be understood that the method may be performed by other
components entirely.

[0054] As shown in FIG. 2, the method of flowchart 200 begins at step 202 in which
resource manager 132 determines a first amount of the resource that is used by a first
instance of an application while being executed by computing device 100. For example, as
mentioned above, resource manager 132 may determine a first amount of system memory
that is being used by a first instance of application 102 while the first instance of application
102 is being executed by computing device 100.

[0055] In an embodiment, resource manager 132 determines the first amount by
determining an amount of the resource that is used by a foreground process associated with

the first instance of the application and one or more background tasks associated with the
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first instance of the application. The foreground process may be a process that is currently
providing a user interface for the first instance of the application and occupying at least a
portion of a display associated with computing device 100. However, execution of many
modern applications also entails the execution of one or more background processes (also
referred to herein as background tasks). Such background tasks may be executed
concurrently with the foreground process and in some cases may be initiated by the
foreground process. Examples of such background tasks include but are by no means
limited to generating background audio, conducting a Voice over Internet Protocol (VoIP)
call, synchronizing e-mails, content sharing, or the like. Like the foreground process, these
background tasks consume system resources. However, conventional notions of application
resource usage do not typically encompass resources consumed by such background tasks.
An embodiment advantageously addresses this by tracking resource usage by both a
foreground process associated with an executing application and one or more background
tasks associated with the same application and combining both types of resource usage to
obtain a total resource usage amount for the application.

[0056] At step 204, resource manager 132 calculates a first predicted resource usage amount
for the application based at least on the first amount. For example, resource manager 132
may calculate a first predicted system memory usage amount for application 102 based at
least on the first amount. Various example algorithms will be provide below to demonstrate
how this step may be performed.

[0057] At step 206, resource manager 132 stores the first predicted resource usage amount
in data store 106. For example, resource manager 132 may store the first predicted system
memory usage amount for application 102 in data store 106.

[0058] At some time after the performance of step 206, resource manager 132 is notified
that a second instance of the application is to be executed on computing device 100. In step
208, resource manager 132 determines a second amount of the resource to be allocated to
the second instance of the application based at least on the first predicted resource usage
amount stored in data store 106. For example, resource manager 132 may determine a
second amount of system memory to be allocated to a second instance of application 102
based at least on the first predicted system memory usage amount stored for application 102
in data store 106. Determining the second amount of system memory may comprise, for
example, setting the second amount of system memory to the first predicted system memory
usage amount.

[0059] Various methods may be used to calculate the first predicted resource usage amount
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for the application in step 204. For example, in one embodiment, the first predicted resource
usage amount is calculated based on the maximum resource amount that was used by the
application over a certain number of executions. This approach is represented by flowchart
300 of FIG. 3.

[0060] In particular, FIG. 3 depicts a flowchart 300 of a method for calculating a predicted
resource usage amount for an application in accordance with an embodiment. As shown in
FIG. 3, the method of flowchart 300 begins at step 302, in which resource manager 132
obtains a maximum resource usage amount for the application by comparing the first
amount determined during step 202 to one or more previously-determined amounts
associated with one or more previously-executed instances of the application. At step 304,
resource manager 132 calculates the first predicted resource usage amount based on the
maximum resource usage amount.

[0061] An example of'this approach will now be provided. In accordance with this example,
resource manager 132 tracks system memory usage by application 102 during five distinct
executions thereof and selects the maximum system memory usage by application 102 over
such executions as the predicted resource usage amount. For example, assume that during
the last four executions of application 102, application 102 used 100 MB, 120 MB, 160 MB
and 140 MB of system memory, respectively. Then during step 202, resource manager 132
determines that the currently-executing instance of application 102 is using 150 MB of
system memory. In this case, resource manager 132 may set the first predicted resource
usage amount to 160 MB (or perhaps 160 MB plus some buffer amount), since that is the
maximum system memory usage by application 102 over the last five executions thereof.
[0062] In another embodiment, the first predicted resource usage amount is calculated based
on average resource amount used by the application over a certain number of executions.
This approach is represented by flowchart 400 of FIG. 4.

[0063] In particular, FIG. 4 depicts a flowchart 400 of a method for calculating a predicted
resource usage amount for an application in accordance with an embodiment. As shown in
FIG. 4, the method of flowchart 400 begins at step 402, in which resource manager 132
obtains an average resource usage amount for the application based on the first amount
determined during step 202 and one or more previously-determined amounts associated with
one or more previously-executed instances of the application. At step 404, resource
manager 132 calculates the first predicted resource usage amount based on the average
resource usage amount.

[0064] An example of'this approach will now be provided. In accordance with this example,
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resource manager 132 tracks system memory usage by application 102 during five distinct
executions thereof, calculates an average of those values, and then uses the average value
as the predicted resource usage amount. For example, assume that during the last four
executions of application 102, application 102 used 100 MB, 120 MB, 160 MB and 140 MB
of system memory, respectively. Then during step 202, resource manager 132 determines
that the currently-executing instance of application 102 is using 150 MB of system memory.
In this case, resource manager 132 will determine that the average resource usage amount
for application 102 is ((100 MB + 120 MB + 160 MB + 140 MB + 150 MB) / 5), which
equals 134 MB. Consequently, resource manager 132 may set the first predicted resource
usage amount to 134 MB (or perhaps 134 MB plus some buffer amount).
[0065] Another method by which the average resource usage amount described in step 402
may be obtained will now be described. In accordance with this approach, a running average
of the resource usage amount is combined with the most recent resource usage amount to
obtain a new long-term running average. The combination may be weighted such that a
greater weight is applied to either the old long-term running average or the most recent
resource usage amount. Alternatively, both amounts may be equally weighted. This
approach may be represented using the following equation:

Ryve new = @Rav oo + (1 — @)Rypw
wherein Ruy ypw represents the new running average of the resource usage amount,
R4y orp represents the old running average of the resource usage amount, Ry, represents
the most recently observed resource usage amount, and « is the variable that determines the
weighting.
[0066] For example, assume that the old running average of the resource usage amount,
Rave orp» 18 equal to 130 MB, the most recently observed resource usage amount,
Rave new, 15 160 MB, and the weighting factor a is .25. In this case, the new running
average of the resource usage amount, R,y yew, would be equal to ((.25 * 130 MB) + (.75
* 160 MB)), which is 152.5 MB. Consequently, resource manager 132 may set the first
predicted resource usage amount to 152.5 MB (or perhaps 152.5 MB plus some buffer
amount).
[0067] The foregoing method of obtaining an average resource usage amount for an
application using running averages is depicted in flowchart 500 of FIG. 5. As shown in
FIG. 5, the method of flowchart 500 begins at step 502, in which resource manager 132

multiplies the first amount obtained during step 202 (i.e., the most recently observed
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resource usage amount) by a first weighting factor. During step 504, resource manager 132
multiplies a running average resource usage amount that was obtained based on at least the
one or more previously-determined amounts (i.e., the previously observed resource usage
amounts) by a second weighting factor to obtain a second product. At step 506, resource
manager 132 sums the first product and the second product to obtain the new average
resource usage amount.

[0068] As noted above in reference to FIG. 2, at step 208 of flowchart 200, resource
manager 132 determines a second amount of a resource (e.g., system memory) to be
allocated to a second instance of the application to be executed by computing device 100
based at least on the first predicted resource usage amount. Since the second amount is an
estimate based on a predictive algorithm, it is always possible that the second instance of
the application may consume more than the allocated second amount. To address this
scenario, resource manager 132 may be configured to determine that the second instance of
the application is consuming more than its allocated share of resources and, in response,
may terminate other processes that are concurrently executing on computing device 100 to
free up resources. For example, resource manager 132 may cause certain processes that
have been assigned a lower priority than the application in accordance with a process
priority scheme to be terminated.

[0069] This process is depicted in flowchart 600 of FIG. 6. In particular, as shown in FIG.
6, the method of flowchart 600 begins at step 602, in which resource manager 132
determines that an amount of the resource used by the second instance of the application
while being executed by computing device 100 exceeds the second amount. In response to
this determination, at step 604, resource manager 132 terminates one or more processes that
are concurrently executing on the computing device. Additionally or alternatively, resource
manager 132 may communicate with one or more processes that are concurrently executing
on computing device 100 and instruct those processes to reduce their consumption of the
resource.

[0070] It is also possible that resource manager 132 may determine via communication with
memory manager 122 or some other means that the second amount of the resource to be
allocated to the second instance of the application is not currently available. In this case,
resource manager 132 may prevent execution of the second instance of the application.
[0071] This process is depicted in flowchart 700 of FIG. 7. In particular, as shown in FIG.
7, the method of flowchart 700 begins at step 702, in which resource manager 132

determines that the second amount of the resource is not currently available. In response to
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this determination, at step 704, resource manager 132 prevents execution of the second
instance of the application.

[0072] In the case where resource manager 132 determines that the second amount of the
resource to be allocated to the second instance of the application is not currently available,
resource manager 132 may also terminate one or more processes that are executing on
computing device 100 to free up the resource. For example, resource manager 132 may
cause certain processes that have been assigned a lower priority than the application in
accordance with a process priority scheme to be terminated. After the resource consumption
by such other processes has been reduced resource manager 132 may then allow the second
instance of the application to execute.

[0073] This process is depicted in flowchart 800 of FIG. 8. In particular, as shown in FIG.
8, the method of flowchart 800 begins at step 802, in which resource manager 132
determines that the second amount of the resource is not currently available. In response to
this determination, at step 804, resource manager 132 terminates one or more processes that
are currently executing on computing device 100. Additionally or alternatively, resource
manager 132 may communicate with one or more processes that are currently executing on
computing device 100 and instruct those processes to reduce their consumption of the
resource.

[0074] For many computing devices, such as smartphones, the typical usage model is one
user per computing device. In this case, storing resource usage profiles for the computing
device is essentially the same as storing resource usage profiles for a particular user.
However, computing devices may also be used to support multiple users. For example, a
number of different members of the same household may each use the same tablet computer,
desktop computer, or gaming console to run applications. Each of these users may use
different applications or may use the same application in different ways, resulting in varying
levels of resource consumption. To address this scenario, certain embodiments store
resource usage profiles on a computing device by both application and user, so that the
predictive allocation of resources can be tailored to the particular user that is currently using
the computing device. These resource usage profiles may be thought of as user-specific
resource usage profiles (as opposed to the previously described device-specific resource
usage profiles).

[0075] FIG. 9 depicts a flowchart 900 of a method implemented by a computing device for
managing a resource thereof in accordance with a user-specific resource usage profile in

accordance with an embodiment. The method of flowchart 900 will now be described with
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continued reference to the components of computing device 100 as described above in
reference to FIG. 1. However, the method is not limited to that embodiment.

[0076] As shown in FIG. 9, the method of flowchart 900 begins at step 902 in which
resource manager 132 determines a first amount of the resource that is used by a first
instance of an application while being executed by computing device 100 on behalf of a first
user. For example, resource manager 132 may determine a first amount of system memory
that is being used by a first instance of application 102 while the first instance of application
102 is being executed by computing device 100 on behalf of the first user. The fact that the
first instance of application 102 is being executed on behalf of the first user may be
determined in any of a wide variety of ways. In an embodiment in which a user may log
into computing device 100, the current login information may be used to make the
determination. However, this example is not intended to be limiting, and any suitable
method for determining the identity of a user of a computing device may be used.

[0077] At step 904, resource manager 132 calculates a first predicted resource usage amount
for the application and the first user based at least on the first amount. For example, resource
manager 132 may calculate a first predicted system memory usage amount for application
102 and the first user based at least on the first amount. Various example algorithms were
previously provided to demonstrate how this step may be performed.

[0078] At step 906, resource manager 132 stores the first predicted resource usage amount
in data store 106. For example, resource manager 132 may store the first predicted system
memory usage amount for application 102 and the first user in data store 106.

[0079] At some time after the performance of step 906, resource manager 132 is notified
that a second instance of the application is to be executed on computing device 100 on behalf
of the first user. In step 908, resource manager 132 determines a second amount of the
resource to be allocated to the second instance of the application based at least on the first
predicted resource usage amount stored in data store 106. For example, resource manager
132 may determine a second amount of system memory to be allocated to a second instance
of application 102 based at least on the first predicted system memory usage amount stored
for application 102 and the first user in data store 106. Determining the second amount of
system memory may comprise, for example, setting the second amount of system memory
to the first predicted system memory usage amount.

[0080] At step 910, resource manager 132 determines a third amount of the resource that is
used by a third instance of the application while being executed by computing device 100

on behalf of a second user, wherein the second user is different than the first user. For
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example, resource manager 132 may determine a third amount of system memory that is
being used by a third instance of application 102 while the third instance of application 102
is being executed by computing device 100 on behalf of the second user. The fact that the
third instance of application 102 is being executed on behalf of the second user may be
determined in any of a wide variety of ways. In an embodiment in which a user may log
into computing device 100, the current login information may be used to make the
determination. However, this example is not intended to be limiting, and any suitable
method for determining the identity of a user of a computing device may be used.

[0081] At step 912, resource manager 132 calculates a second predicted resource usage
amount for the application and the second user based at least on the third amount. For
example, resource manager 132 may calculate a first predicted system memory usage
amount for application 102 and the second user based at least on the third amount. Various
example algorithms were previously provided to demonstrate how this step may be
performed.

[0082] At step 914, resource manager 132 stores the second predicted resource usage
amount in data store 106. For example, resource manager 132 may store the second
predicted system memory usage amount for application 102 and the second user in data
store 106.

[0083] At some time after the performance of step 914, resource manager 132 is notified
that a fourth instance of the application is to be executed on computing device 100 on behalf
of the second user. In step 916, resource manager 132 determines a fourth amount of the
resource to be allocated to the fourth instance of the application based at least on the second
predicted resource usage amount stored in data store 106. For example, resource manager
132 may determine a fourth amount of system memory to be allocated to a fourth instance
of application 102 based at least on the second predicted system memory usage amount
stored for application 102 and the second user in data store 106. Determining the fourth
amount of system memory may comprise, for example, setting the fourth amount of system
memory to the second predicted system memory usage amount.

[0084] FIG. 10 depicts a flowchart 1000 of a method for managing the launching of an
application in accordance with a device-specific or user-specific resource usage profile in
accordance with an embodiment. The method of flowchart 1000 will now be described with
continued reference to the components of computing device 100 as described above in
reference to FIG. 1. However, the method is not limited to that embodiment.

[0085] As shown in FIG. 10, the method of flowchart 1000 begins at step 1002 in which a
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request is received to launch an application. For example, a request to launch application
102 may be received, for example, by system services 130 and/or by resource manager 132.
[0086] At step 1004, resource manager 132 obtains a predicted resource usage amount for
the application. For example, resource manager 132 may obtain a predicted resource usage
amount for application 102. The predicted resource usage amount is based on a monitored
usage of a resource of computing device 100 during one or more prior executions of the
application by computing device 100. The predicted resource usage amount, or the
information required to calculate such predicted resource usage amount, may be obtained
from a resource usage profile for the application, which may be stored in data store 206.
The resource may include one or more of a volatile or non-volatile memory resource, a CPU
resource, an 1/0O resource, a network resource, a power resource, and a sensor resource. The
predicted resource usage amount may be based on monitoring the usage of resource of
computing device 100 by both a foreground process associated with an application and one
or more background tasks associated with the application.

[0087] At decision step 1006, resource manager 132 determines whether a sufficient
amount of the resource is available by comparing the predicted resource usage amount to an
amount of the resource that is currently available. For example, in an embodiment in which
the resource is system memory, resource manager 132 may obtain the amount of system
memory that is currently available from memory manager 122, and then compare the
predicted system memory usage amount for the application to the currently available system
memory to determine if a sufficient amount of system memory is available.

[0088] If resource manager 132 at least determines that a sufficient amount of the resource
is available, then resource manager 132 will allow the application to launch as shown at step
1008. For example, if resource manager 132 at least determines that sufficient system
memory is available, then resource manager 132 will allow application 102 to launch. It is
noted that there may be other conditions that must be fulfilled in order for resource manager
132 to allow the application to launch.

[0089] If resource manager 132 determines that a sufficient amount of the resource is not
available, then resource manager 132 will not allow the application to launch as shown at
step 1010. For example, if resource manager 132 determines that sufficient system memory
is not available, then resource manager 132 will not allow application 102 to launch.
Additionally, resource manager 132 may seck to free up resources by causing one or more
currently executing processes to terminate or otherwise reduce their resource usage.

[0090] In an embodiment, resource manager 132 is also capable of tracking other
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information related to resource usage by an application and/or user, such as times, locations,
and events associated with particular resource usage behaviors. Such information can
advantageously be used to predictively allocate resources of the computing device to an
application even before a user has attempted to launch it. Furthermore, applications and/or
application data may be loaded into memory at a point in time before the user is expected
to access them.

[0091] For example, if it can be determined that a user is likely to launch a particular
application at a particular time, a particular place, or in association with a particular event,
then resource manager 132 can operate to ensure that sufficient resources are available to
be allocated to the application before, and perhaps immediately before, the user is expected
to launch the application. Furthermore, such a predictive analysis can actually be used to
load an application or application content into system memory so that the user can obtain
immediate access to the application and its features.

[0092] To help illustrate this, FIG. 11 depicts a flowchart 1100 of a method for using
monitored resource usage patterns of a user with respect to the resources of a computing
device and information derived therefrom to predictively allocate resources to processes.
The method of flowchart 1100 will now be described with continued reference to the
components of computing device 100 as described above in reference to FIG. 1. However,
the method is not limited to that embodiment.

[0093] As shown in FIG. 11, the method of flowchart 1100 begins at step 1102, in which
resource manager 132 monitors a pattern of usage of at least one resource of computing
device 100 by an application and/or user. As previously discussed, monitoring the pattern
of usage may entail monitoring resource usage by an application and/or user as well as
monitoring other information associated with such resource usage, such as times, locations,
and events associated with particular resource usage behaviors.

[0094] At step 1104, resource manager 132 stores information associated with the pattern
of usage. Resource manager 132 may store such information, for example, in data store
106.

[0095] At step 1106, resource manager 132 uses the stored information to predictively
allocate at least a portion of the at least one resource to at least one process prior to execution
thereof by computing device 100. In one example embodiment, during step 1106, resource
manager 132 predictively allocates at least a portion of the resource to an application prior
to a user of computing device 100 or any other entity launching the application. In another

example embodiment in which the at least one resource includes system memory, resource
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manager 132 may load at least a portion of an application or data associated with the
application into the predictively-allocated system memory prior to a user of computing
device 100 or any other entity launching the application. These examples are provided by
way of illustration only and are not intended to be limiting. Persons skilled in the relevant
art(s) will appreciate that still other techniques may be used to leverage the resource usage
pattern information for performing additional resource management tasks.
III.  Example System and Methods for Dynamic Resource Management for Multi-
Process Applications
[0096] In an embodiment, computing device 100 of FIG. 1 enables an application executing
thereon (e.g., application 102) to dynamically control how an allocated portion of a resource
of computing device 100 is to be divided among multiple processes associated with the
application. For example, application 102 executing on computing device 100 may interact
with resource manager 132 to dynamically control how an allocated portion of a resource
of computing device 100 is to be divided among a foreground process associated with the
application and one or more background processes associated with the application. By
providing an application with this ability, embodiments described herein advantageously
allow applications to adapt to changing resource allocations and better coexist with other
processes that may be executing on the computing device, thereby better enabling a wide
variety of multi-tasking scenarios.
[0097] One manner in which application 102 and resource manager 132 may interact to
conduct such dynamic resource management will now be described in reference to flowchart
1200 of FIG. 12. As shown in FIG. 12, the method of flowchart 1200 begins at step 1202,
in which resource manager 1202 sends to a foreground process associated with application
102 a notification that the application is executing in the foreground.
[0098] At step 1204, resource manager 132 receives from the foreground process at least
one message specifying a first portion of a first resource usage budget that is to be allocated
to the foreground process and a second portion of the first resource usage budget that is to
be allocated to at least one background task associated with the application.
[0099] At step 1206, resource manager 132 allocates a portion of the resource that is equal
to the first portion of the first resource usage budget to the foreground process and allocates
a portion of the resource that is equal to the second portion of the first resource usage budget
to the at least one background task. The resource may comprise, for example and without
limitation, volatile or non-volatile memory, CPU, an I/O resource, a network resource, a

PoOwer resource, a SCnsor réesource.
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[0100] At step 1208, resource manager 132 sends to the foreground process a notification
that the application will be suspended or terminated.

[0101] At step 1210, resource manager 132 receives from the foreground process at least
one message specifying a first portion of a second resource usage budget that is to be
allocated to the foreground process and a second portion of the second resource usage
budget that is to be allocated to at least one background task associated with the application.
The second resource usage budget may be smaller than the first resource usage budget.
[0102] At step 1212, resource manager 132 allocates a portion of the resource that is equal
to the first portion of the second resource usage budget to the foreground process and
allocates a portion of the resource that is equal to the second portion of the second resource
usage budget to the at least one background task. After a predetermined time period,
resource manager 132 may then determine whether a sum of an amount of the resource
being used by the foreground process and an amount of the resource being used by the at
least one background process exceeds the second resource usage budget. In response to
determining that the sum exceeds the second resource usage budget, resource manager 132
may cause one or more of the foreground process and the at least one background process
to be terminated.

[0103] In one embodiment, the communications exchanged between resource manager 132
and the foreground process in the foregoing method are exchanged via a shared API. Such
API may be exposed to developers of applications so such developers can develop
applications that can take advantage of these features.

[0104] FIG. 13 depicts a flowchart 1300 of another method for enabling an application
executing on a computing device to assist in managing an allocation of resources of the
computing device to a foreground process and one or more background tasks associated
with the application.

[0105] Asshown in FIG. 13, flowchart 1300 begins at step 1302, in which resource manager
132 sends to a foreground process associated with an application at least one message that
is indicative of a resource usage budget.

[0106] At step 1304, resource manager 132 receives from the foreground process at least
one message specifying a first portion of the resource usage budget that is to be allocated to
the foreground process and second portion of the resource usage budget that is to be
allocated to at least one background task associated with the application.

[0107] At step 1306, resource manager 132 allocates a portion of a resource that is equal to

the first portion of the resource usage budget to the foreground process and allocates a
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portion of the resource that is equal to the second portion of the resource usage budget to
the at least one background task.

[0108] In an embodiment, the at least one message sent to the foreground process and the
at least one message sent to the resource manager are sent via a shared API.

[0109] In another embodiment, the resource usage budget comprises a resource usage
budget for an application that is executing in the foreground and the at least one message
that is indicative of the resource usage budget comprises a notification that the application
is executing in the foreground.

[0110] In yet another embodiment, the resource usage budget comprises a resource usage
budget for an application that is suspended or terminated and the at least one message that
is indicative of the resource usage budget comprises a notification that the application will
be suspended or terminated.

[0111] In a further embodiment, resource manager 132 determines after a predetermined
time period whether a sum of an amount of the resource being used by the foreground
process and an amount of the resource being used by the at least one background process
exceeds the resource usage budget and, in response to determining that the sum exceeds the
resource usage budget, causes one or more of the foreground process and the at least one
background process to be terminated.

IV.  Example Mobile Device Implementation

[0112] FIG. 14 is a block diagram of an exemplary mobile device 1402 that may implement
embodiments described herein. As shown in FIG. 14, mobile device 1402 includes a variety
of optional hardware and software components. Any component in mobile device 1402 can
communicate with any other component, although not all connections are shown for ease of
illustration. Mobile device 1402 can be any of a variety of computing devices (e.g., cell
phone, smartphone, handheld computer, Personal Digital Assistant (PDA), etc.) and can
allow wireless two-way communications with one or more mobile communications
networks 1404, such as a cellular or satellite network, or with a local arca or wide arca
network.

[0113] The illustrated mobile device 1402 can include a controller or processor 1410 (e.g.,
signal processor, microprocessor, ASIC, or other control and processing logic circuitry) for
performing such tasks as signal coding, data processing, input/output processing, power
control, and/or other functions. An operating system 1412 can control the allocation and
usage of the components of mobile device 1402 and provide support for one or more

application programs 1414 (also referred to as “applications” or “apps”). Application
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programs 1414 may include common mobile computing applications (e.g., e-mail
applications, calendars, contact managers, Web browsers, messaging applications) and any
other computing applications (e.g., word processing applications, mapping applications,
media player applications).

[0114] The illustrated mobile device 1402 can include memory 1420. Memory 1420 can
include non-removable memory 1422 and/or removable memory 1424. Non-removable
memory 1422 can include RAM, ROM, flash memory, a hard disk, or other well-known
memory devices or technologies. Removable memory 1424 can include flash memory or a
Subscriber Identity Module (SIM) card, which is well known in GSM communication
systems, or other well-known memory devices or technologies, such as "smart cards.”
Memory 1420 can be used for storing data and/or code for running operating system 1412
and applications 1414. Example data can include Web pages, text, images, sound files,
video data, or other data to be sent to and/or received from one or more network servers or
other devices via one or more wired or wireless networks. Memory 1420 can be used to
store a subscriber identifier, such as an International Mobile Subscriber Identity (IMSI), and
an equipment identifier, such as an International Mobile Equipment Identifier IMEI). Such
identifiers can be transmitted to a network server to identify users and equipment.

[0115] Mobile device 1402 can support one or more input devices 1430, such as a touch
screen 1432, a microphone 1434, a camera 1436, a physical keyboard 1438 and/or a
trackball 1440 and one or more output devices 1450, such as a speaker 1452 and a display
1454. Touch screens, such as touch screen 1432, can detect input in different ways. For
example, capacitive touch screens detect touch input when an object (e.g., a fingertip)
distorts or interrupts an electrical current running across the surface. As another example,
touch screens can use optical sensors to detect touch input when beams from the optical
sensors are interrupted. Physical contact with the surface of the screen is not necessary for
input to be detected by some touch screens.

[0116] Other possible output devices (not shown) can include piezoelectric or other haptic
output devices. Some devices can serve more than one input/output function. For example,
touch screen 1432 and display 1454 can be combined in a single input/output device. The
input devices 1430 can include a Natural User Interface (NUI).

[0117] Wireless modem(s) 1460 can be coupled to antenna(s) (not shown) and can support
two-way communications between the processor 1410 and external devices, as is well
understood in the art. The modem(s) 1460 are shown generically and can include a cellular

modem 1466 for communicating with the mobile communication network 1404 and/or other
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radio-based modems (e.g., Bluetooth 1464 and/or Wi-Fi 1462). At least one of the wireless
modem(s) 1460 is typically configured for communication with one or more cellular
networks, such as a GSM network for data and voice communications within a single
cellular network, between cellular networks, or between the mobile device and a public
switched telephone network (PSTN).

[0118] Mobile device 1402 can further include at least one input/output port 1480, a power
supply 1482, a satellite navigation system receiver 1484, such as a Global Positioning
System (GPS) receiver, an accelerometer 1486, and/or a physical connector 1490, which
can be a USB port, IEEE 1394 (FireWire) port, and/or RS-232 port. The illustrated
components of mobile device 1402 are not required or all-inclusive, as any components can
be deleted and other components can be added as would be recognized by one skilled in the
art.

[0119] In an embodiment, certain components of mobile device 1402 are configured to
perform the functions described herein relating to performing resource management based
on device-specific or user-specific resource usage profiles and enabling dynamic resource
management for multi-process applications. For example, in one embodiment, operating
system 1412 includes the features of operating system 104 that enable operating system 104
to perform resource management based on device-specific or user-specific resource usage
profiles. As a further example, operating system 1412 and at least one of applications 1414
may include the features of operating system 104 and application 102 that enable those
components to perform dynamical resource management for multi-process applications.
However, this is only an example and different functions may be performed by different
components.

[0120] Computer program logic for performing the functions described herein relating to
performing resource management based on device-specific or user-specific resource usage
profiles and enabling dynamic resource management for multi-process applications may be
stored in memory 1420 and executed by processor 1410. By executing such computer
program logic, processor 1410 may be caused to implement any of the features of any of the
components of computing device 100 as described above in reference to FIG. 1. Also, by
executing such computer program logic, processor 1410 may be caused to perform any or
all of the steps of any or all of the flowcharts depicted in FIGS. 2-13.

V. Example Computer System Implementation

[0121] FIG. 15 depicts an example processor-based computer system 1500 that may be used

to implement various embodiments described herein. For example, system 1500 may be
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used to implement any of the components of computing device 100 as described above in
reference to FIG. 1. System 1500 may also be used to implement any or all of the steps of
any or all of the flowcharts depicted in FIGS. 2-13. The description of system 1500 provided
herein is provided for purposes of illustration, and is not intended to be limiting.
Embodiments may be implemented in further types of computer systems, as would be
known to persons skilled in the relevant art(s).

[0122] As shown in FIG. 15, system 1500 includes a processing unit 1502, a system
memory 1504, and a bus 1506 that couples various system components including system
memory 1504 to processing unit 1502. Processing unit 1502 may comprise one or more
microprocessors or microprocessor cores. Bus 1506 represents one or more of any of
several types of bus structures, including a memory bus or memory controller, a peripheral
bus, an accelerated graphics port, and a processor or local bus using any of a variety of bus
architectures. System memory 1504 includes read only memory (ROM) 1508 and random
access memory (RAM) 1510. A basic input/output system 1512 (BIOS) is stored in ROM
1508.

[0123] System 1500 also has one or more of the following drives: a hard disk drive 1514
for reading from and writing to a hard disk, a magnetic disk drive 1516 for reading from or
writing to a removable magnetic disk 1518, and an optical disk drive 1520 for reading from
or writing to a removable optical disk 1522 such as a CD ROM, DVD ROM, BLU-RAY™
disk or other optical media. Hard disk drive 1514, magnetic disk drive 1516, and optical
disk drive 1520 are connected to bus 1506 by a hard disk drive interface 1524, a magnetic
disk drive interface 1526, and an optical drive interface 1528, respectively. The drives and
their associated computer-readable media provide nonvolatile storage of computer-readable
instructions, data structures, program modules and other data for the computer. Although a
hard disk, a removable magnetic disk and a removable optical disk are described, other types
of computer-readable memory devices and storage structures can be used to store data, such
as flash memory cards, digital video disks, random access memories (RAMs), read only
memories (ROM), and the like.

[0124] A number of program modules may be stored on the hard disk, magnetic disk, optical
disk, ROM, or RAM. These program modules include an operating system 1530, one or
more application programs 1532, other program modules 1534, and program data 1536. In
accordance with various embodiments, the program modules may include computer
program logic that is executable by processing unit 1502 to perform any or all of the

functions and features of computing device 100 as described above in reference to FIG. 1.
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The program modules may also include computer program logic that, when executed by
processing unit 1502, performs any of the steps or operations shown or described in
reference to the flowcharts of FIGS. 2-13.

[0125] A user may enter commands and information into system 1500 through input devices
such as a keyboard 1538 and a pointing device 1540. Other input devices (not shown) may
include a microphone, joystick, game controller, scanner, or the like. In one embodiment,
a touch screen is provided in conjunction with a display 1544 to allow a user to provide user
input via the application of a touch (as by a finger or stylus for example) to one or more
points on the touch screen. These and other input devices are often connected to processing
unit 1502 through a serial port interface 1542 that is coupled to bus 1506, but may be
connected by other interfaces, such as a parallel port, game port, or a universal serial bus
(USB). Such interfaces may be wired or wireless interfaces.

[0126] A display 1544 is also connected to bus 1506 via an interface, such as a video adapter
1546. In addition to display 1544, system 1500 may include other peripheral output devices
(not shown) such as speakers and printers.

[0127] System 1500 is connected to a network 1548 (e.g., a local area network or wide area
network such as the Internet) through a network interface or adapter 1550, a modem 1552,
or other suitable means for establishing communications over the network. Modem 1552,
which may be internal or external, is connected to bus 1506 via serial port interface 1542.

[0128] As used herein, the terms "computer program medium,” "computer-readable
medium," and “computer-readable storage medium” are used to generally refer to memory
devices or storage structures such as the hard disk associated with hard disk drive 1514,
removable magnetic disk 1518, removable optical disk 1522, as well as other memory
devices or storage structures such as flash memory cards, digital video disks, random access
memories (RAMs), read only memories (ROM), and the like. Such computer-readable
storage media are distinguished from and non-overlapping with communication media (do
not include communication media). Communication media typically embodies computer-
readable instructions, data structures, program modules or other data in a modulated data
signal such as a carrier wave. The term “modulated data signal” means a signal that has one
or more of its characteristics set or changed in such a manner as to encode information in
the signal. By way of example, and not limitation, communication media includes wireless
media such as acoustic, RF, infrared and other wireless media. Embodiments are also

directed to such communication media.
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[0129] As noted above, computer programs and modules (including application programs
1532 and other program modules 1534) may be stored on the hard disk, magnetic disk,
optical disk, ROM, or RAM. Such computer programs may also be received via network
interface 1550, serial port interface 1542, or any other interface type. Such computer
programs, when executed or loaded by an application, enable computer 1500 to implement
features of embodiments of the present invention discussed herein. Accordingly, such
computer programs represent controllers of the system 1500.

[0130] Embodiments are also directed to computer program products comprising software
stored on any computer useable medium. Such software, when executed in one or more
data processing devices, causes a data processing device(s) to operate as described herein.
Embodiments of the present invention employ any computer-useable or computer-readable
medium, known now or in the future. Examples of computer-readable mediums include,
but are not limited to memory devices and storage structures such as RAM, hard drives,
floppy disks, CD ROMs, DVD ROMs, zip disks, tapes, magnetic storage devices, optical
storage devices, MEMs, nanotechnology-based storage devices, and the like.

[0131] In alternative implementations, system 1500 may be implemented as hardware
logic/electrical circuitry or firmware. In accordance with further embodiments, one or more
of these components may be implemented in a system-on-chip (SoC). The SoC may include
an integrated circuit chip that includes one or more of a processor (¢.g., a microcontroller,
microprocessor, digital signal processor (DSP), etc.), memory, one or more communication
interfaces, and/or further circuits and/or embedded firmware to perform its functions.

VI.  Conclusion

[0132] While various embodiments have been described above, it should be understood that
they have been presented by way of example only, and not limitation. It will be apparent to
persons skilled in the relevant art(s) that various changes in form and details can be made
therein without departing from the spirit and scope of the invention. Thus, the breadth and
scope of the present invention should not be limited by any of the above-described
exemplary embodiments, but should be defined only in accordance with the following

claims and their equivalents.
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CLAIMS

1. A method implemented by a computing device for managing a resource thereof,
comprising:

determining a first amount of the resource that is used by a first instance of an
application while being executed by the computing device, the determining including
determining an amount of the resource that is used by a foreground process associated with
the first instance of the application and one or more background tasks associated with the
first instance of the application;

calculating a first predicted resource usage amount for the application based at least
on the first amount;

storing the first predicted resource usage amount in a data store;

determining a second amount of the resource to be allocated to a second instance of
the application to be executed by the computing device based at least on the first predicted

resource usage amount stored in the data store.

2. The method of claim 1, wherein the resource comprises at least one of:
a volatile or non-volatile memory resource;
a central processing unit (CPU) resource;
an input/output (I/O) resource;
a network resource;
a power resource; and

a SE€Nsor resource.

3. The method of claim 1, wherein calculating the first predicted resource usage
amount for the application based on at least the first amount comprises:

obtaining a maximum resource usage amount for the application by comparing the
first amount to one or more previously-determined amounts associated with one or more
previously-executed instances of the application; and

calculating the first predicted resource usage amount based on the maximum

résource usage amount,

4. The method of claim 1, wherein calculating the first predicted resource usage

amount for the application based on at least the first amount comprises:
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obtaining an average resource usage amount for the application based on the first
amount and one or more previously-determined amounts associated with previously-
executed instances of the application; and

calculating the first predicted resource usage amount based on the average resource

usage amount.

5. The method of claim 4, wherein obtaining the average resource usage amount for
the application based on the first amount and the one or more previously-determined
amounts associated with previously-executed instances of the application comprises:
multiplying the first amount by a first weighting factor to obtain a first product;
multiplying a running average amount obtained based on at least the one or more
previously-determined amounts by a second weighting factor to obtain a second product;
and

summing the first product and the second product.

6. The method of claim 1, further comprising:

in response to determining that an amount of the resource used by the second
instance of the application while being executed by the computing device exceeds the
second amount, terminating one or more processes that are concurrently executing on the

computing device.

7. The method of claim 1, further comprising:
in response to determining that the second amount of the resource is not currently

available, preventing execution of the second instance of the application.

8. The method of claim 1, further comprising:
in response to determining that the second amount of the resource is not currently
available, terminating one or more processes that are currently executing on the computing

device.

9. The method of claim 1, wherein the determining, calculating and storing steps
comprise:
determining the first amount of the resource that is used by the first instance of the

application while being executed by the computing device on behalf of a first user;
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calculating the first predicted resource usage amount for the application and the first
user based at least on the first amount;

storing the first predicted resource usage amount in the data store; and

determining the second amount of the resource to be allocated to the second instance
of the application to be executed by the computing device on behalf of the first user based
at least on the first predicted resource usage amount stored in the data store;

the method further comprising;:

determining a third amount of the resource that is used by a third instance of the
application while being executed by the computing device on behalf of a second user;

calculating a second predicted resource usage amount for the application and the
second user based at least on the third amount;

storing the second predicted resource usage amount in the data store; and

determining a fourth amount of the resource to be allocated to a fourth instance of
the application to be executed by the computing device on behalf of the second user based

at least on the second predicted resource usage amount stored in the data store.

10. A system implemented on a computing device, comprising:

at least one processor; and

memory that is accessible by the at least one processor, the memory storing
components for execution by the at least one processor, the components including:

a resource manager operable to monitor a pattern of usage of at least one
resource of the computing device by one or more of an application and a user, to
store information associated with the pattern of usage, and to use the stored
information to predictively allocate at least a portion of the resource to at least one

process prior to execution thercof by the at least one processor.
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