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FLICKER DETECTION AND MITIGATION IN VIDEQ CODING

{8061} This application claims priority to U.S. Provisional Application No. 61/948,469,

filed March 5, 2014, the entivety of which is incorporated herein by refercnce.

TECHNICAL FIELD
16062) This disclosure relates to video coding and/or video processing, such as

encoding and decoding of video data.

BACKGROUND
(8083} Digital video capabilities can be fucorporated inte a wide range of devices,
melading digital televisions, digital direct broadceast systems, wireless broadcast
systems, personal digital assistants (PDAs), laptop or desktop computers, digital
cameras, digital recording devices, digital media players, video gaming devices, video
game consoles, cellular or satellite radio telephounes, video teleconforencing devices, and
the like. Digital video devices implement video compression technigues, such as those
described in the standards defined by MPEG-2, MPEG-4, ITU-T H.263, [TU-T
H.264/MPEG-4, Part 10, Advanced Video Coding (AV(C), the High Efficiency Video
Coding (HEVC) standard presently under development, and extensions of such
standards, to transmit, receive and store digital video information more efficiently.
18804} Video compression technigues include spatial prediction and/or temporal
prediction to reduce or remove redundancy inberent in video sequences. For block-
based video coding, a video frame or slice may be partitioned into blocks. Each block
can be further partitioned. Blocks in an intra-coded (1) frame or slice are encoded using
spatial prediction with respect to reforence samples in neighboring blocks in the same
frame or slice. Blocks in an inter-coded (P or B) frame or slice may use spatial
prediction with respect to reference samples in neighboring blocks in the same frame or
slice or temporal prediction with respect to reference samples in other reference frames,
Spatial or temporal prediction resulis in g predictive block for a block o be coded.
Residual data represents pixel differences between the original block to be coded and
the predictive block.
[8085] An inter-coded block is encoded according to a motion vector that poinds to a

block of reference samples forming the predictive block, and the residual data indicating
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the difference between the coded block and the predictive block. An intra-coded block
is encoded according to an intra-coding mode and the residual data. For fixther
compression, the residual data may be transformed from the pixel domain to a transform
domain, resulting in residual transform coefficients, which then may be quantized. The
quantized transform coefficients, initially arranged in a two-dimensional array, may be
scamned in a particelar order to produce a one-dimensional vector of transform

coefficients for entropy coding.

(80066} In goneral, this disclosure describes techniques for detecting and mitigating
flickering in video data. Flickering is a visual artifact, which may arise in video coding
due to the choice of coding modes and temporal characteristics. For example, flickering
i typically observed when the video sequence is coded at low bit-rates using only I-
slices, ¢.g. in intra-prediction mode. A video coder (i.e. a video encoder or a video
decoder) configured in accordance with the technigues of this disclosure may use
various metrics that compare a block of a current frame with a block of a previous frame
to determine whether the block will flicker after being decoded by a video decoder.
{88871 The techniques of this disclosure may be performed by a video coder to mitigate
flickering. A video coder may attempt to mitigate flickering by constraining coding
tools, such as coding modes, for 2 block of video data that the video coder determines
will flicker. As an example, a video encoder or decoder may counstrain a flickering
block to an intra-prediction mode, or may prohibit the use of intra-block coding (intra-
BC} for the block. In some cases, the techniques of this disclosure mercly identify a
flickering (or potentially flickering block) so that additional video processing steps can
be taken, if desired.

[8008] Additional techniques of this disclosure relate to techniques for coding (i.c.
encoding or decoding) information that indicates that a particular region of a picture will
flicker. The coded information may coroprise, for example, a flickering tlag that
indicates that a flickering region. A video encoder may encode the flickering flag
and/or a decoder may infer the value of the flickering flag in various examples.
Additionally, this disclosure describes techniques for improving the coding efficiency of

the flickering flag.
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186691 In one example, a method of coding video data includes: coding information
mdicating whether a block from a current picture will flicker, wherein a determination
of whether the block from the current picture will flicker is based on the block i the
current picture in a display order and a collocated block from a next picture in the
display order.

[8818] In another example, a device configured to code video data inclodes: a memory
configured to store video data, and at least one processor configured to: code
nformation mdicating whether a block from a current picture will flicker, wherein a
determination of whether the block from the corrent picture will flicker is based on the
block in the current picture in a display order and a collocated block from a next picture
in the display order.

(8011} In another example, a device contigured to code video data includes: means for
coding information indicating whether a block from a current picture will flicker, and
means for determining whether the block from the current picture will flicker based on
the block in the current picture in a display order and a collocated block from a next
picture in the display ovder.

(8612} In another cxample, a non-transitory computcr-readable storage medium
includes instructions that, when executed, cause at least one processor 1o: code
mformation indicating whether a block from a current picture will flicker, wherein a
determination of whether the block from the current picture will flicker is based on the
block in the current picture in a display order and a collocated block from a next picture
in the display order.

18613} The detils of one or more aspects of the disclosure are set forth in the
accompanying drawings and the description below, Other features, objects, and
advantages of the techuiques described in this disclosure will be apparent from the

description and drawings, and from the claims.
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16614} FIG. 1 1s a block diagram illustrating an example video encoding and decoding
systern that may utilize the techniques described in this disclosure.
(8015} FIQG. 2 15 a block diagram illustrating an cxample videe encoder that may

mplement the techniques described in this disclosure.
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16616} FIG. 3 1s a block diagram illustrating an example video decoder that may
implement the techniques described in this disclosuore.

18017} FiG. 4 is a flowchart illustrating a process for performing flicker detection in
accordance with the techniques of this disclosure.

(8018} FIQG. § is a tlowchart illustrating a process for performing flicker detection in

accordance with the techniques of this disclosure.

DETALLED DESCRIPTION
{8619} Video coding standards inchude FTU-T H.261, ISO/AEC MPEG-1 Visual, ITU-T
H.262 or ISQ/IEC MPEG-2 Visual, ITU-T H.263, ISO/IEC MPEG-4 Visual and ITU-T
H.264 (aiso koown as ISO/IEC MPEG-4 AV, including its Scalable Video Coding
{(SVC) and Multiview Video Coding (MVC) extensions. The latest joint draft of MVC
18 deseribed in “Advanced video coding for generie andiovisual services,” ITU-T
Recommendation H.264, Mar, 2010,
160268] In addition, there is 2 new developed video coding standard, namely High
Efficiency Video Coding (HEVC), developed by the Joint Collaboration Team on Video
Coding (JCT-VC) of ITU-T Video Coding Experts Group (VCEG) and ISG/IEC
Motion Picture Experts Group (MPEG). A recent draft of HEVC, referred to as “HEVC
Working Draft 107 or “WD Y, deseribed in document JCTVC-L1003v34, Bross et al,,
“High efficiency video coding (HEVC) text specification draft 10 {for FDIS & Last
Call},” Joint Collaborative Team on Video Coding (JCT-VC) of ITU-T SG16 WP3 and
ISO/MEC JTCH/SC29/WG1T, 12th Meeting: Gengva, CH, 14-23 January, 2013,
available from: http:/phenix.int-
evry. fi/jct/doc_end user/documents/12 Geneva/wgl VICTVC-L1003-v34.z1p.
(8021} The techoiques of this disclosure are related 1o video coding, and may alleviate
visual artifacts or visual diserepancics, which appear to a viewer of the video as
“fHckering.” Flckering artifacts appear out of place to viewers of coded video data, and
should be reduced or climinated 1o order to improve the subjective quality of video to s
viewer.
186221 As discussed in greater detail below, the techniques of this disclosure may
enable a video coder to reduce or eliminate flickering artifacts. A video encoder
configured in accordance with the techniques of this disclosure may attempt to identify

a region of a picture of video data that will flicker. A video encoder may identify the
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potentially flickering region based on differences between a block of a current picture,
and a collocated block of another pictare.

(8623} If the video encoder determines that a particular region may flicker, the video
encoder may encode information, such as a syniax clement, that indicates the flickering
region, The encoded information may indicate that video decoder configured to
perform a generally reciprocal decoding process should apply certain constraints to the
current block o order to reduce flickering, as will be described in greater detall below.
16624} FIG. | 1s a block diagram illustrating an example video encoding and decoding
systern 10 that may be configured to utilize techniques for flicker detection and flicker
mitigation in accordance with examples of this disclosure. As shown in FIG. 1, system
10 mcludes source device 12 that transmits encoded video to destination device 14 via
communication channel 16, Encoded video data may also be stored on storage medium
34 or file server 36 and may be aceessed by destination device 14 as desired. When
stored to a storage medium or file server, video encoder 20 may provide coded video
data to another device, such as a network interface, a compact disc (CD}, Blu-ray or
digital video disc (DVD) burner or stamping facility device, or other devices, for storing
the coded video data to the storage medium. Likewise, a device separate from video
decoder 30, such as a network interface, CD or DVD reader, or the like, may retriove
coded video data from a storage medivm and provided the retrieved data to video
decoder 30.

18025} Source device 12 and destination device 14 may comprise any of a wide varicty
of devices, including deskiop coraputers, notehook (1., laptop) computers, tablet
computers, set-top boxes, telephone handsets such as so-called smartphones, televisions,
cameras, display devices, digital media players, video gaming consoles, or the like. Tn
many cases, such devices may be equipped for wireless conumunication. Hence,
communication channel 16 may comprise a wireless channel, 8 wired chanmel, or a
combination of wireless and wired channels suitable for transmission of encoded video
data. Similarly, file server 36 may be accessed by destination device 14 through any
standard data connection, including an Toteroet connection. This may nclude a wireless
channel (e.g., a Wi-Fi connection), a wired connection {e.g., DSL, cable modem, etc.},
or a combination of both that is suitable for accessing encoded video data stored on a

file server,
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18626} Techmiques, in accordance with examples of this disclosure, may be applied to
video coding in support of any of a varigty of multimedia applications, such as over-the-
air television broadcasts, cable television transmissions, satellite television
transmissions, streanung video transmissions, €.g., via the Internet, encoding of digual
video for storage on a data storage mediom, decoding of digital video stored on a data
storage mediom, or other applications. In some examples, system 10 may be configured
10 support oue-way or two-way video transmission to support apphcations such as video
streaming, video playback, video broadeasting, and/or video telephony.

(8627} In some examples, the techrigues described in this disclosure may be
particularly uscful in video coding according to HEVC. However, the technigues
described 1o this disclosure should not be considered Hmited to any particular video
coding standard. The techniques described in this disclosure may be applicable to non-
standards based video coding as well,

18828} In the cxample of FIG. 1, source device 12 includes video source 18, video
encoder 20, modulator/demodulator 22 and transmitier 24, In source device 12, video
source 1 may include a source such as a video capture device, such as a video camera,
a video archive containing previcusly captured video, a video feed interface to receive
video from a video content provider, and/or a computer graphics system for generating
computer graphics data as the source video, or 4 combination of such sources. As one
example, if video source 18 is a video camera, source device 12 and destination device
14 may form so-called camera phones or video phones, which may be provided, e.g.,
within smartphounes or tablet computers. However, the technigues described in this
disclosure may be applicable to video coding in general, and may be applied to wircless
and/or wired applications, or application in which encoded video data is stored on a
local disk.

(88281 The caprured, pre-captured, or computer-generated video may be encoded by
video encoder 20. The encoded video mformation may be modulated by modem 22
according to a comumumnication standard, such as a wired or wireless conununication
protocol, and transoitted fo destination device 14 via transoutter 24, Modem 22 may
mchide various mixers, filiers, amplifiers or other components designed for signal
moduelation. Transmitter 24 may inchude circuits designed for transmitting data,
including amplificrs, filters, and, in the case of wircless communication, one or more

anennas.
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186381 The captured, pre-captured, or computer-generated video that is encoded by
video encoder 2{ may also be stored onto storage medivm 34 or file server 36 fur later
consumption. Siorage medium 34 may inclode Bluo-ray discs, DVDs, UD-ROMs, flash
memory, or any other suitable digital storage media for storing encoded video. The
encoded video stored on the storage medium 34 may then be accessed by destination
device 14 for decoding and playback. Althoogh not shown in FIG. 1, in some
exaraples, storage medium 34 and/or file server 36 may store the output of transmitter
24.

{8631} Also, while storage medium 34 and file server 36 are ilhustrated as receiving
video data from video encoder 20, in some examples, storage medium 34 and file server
36 may receive video data from fransmaiiter 24 or some other unit, rather than video
encoder 20. Similarly, while storage mediim 34 and file server 36 are illustrated as
cuiputting video data to video decoder 30, in some examples, storage medium 34 and
file server 36 may output video data to receiver 26 or some other unit, rather than video
decoder 30. In these examples, video decoder 30 may receive video data from roceiver
26 or some other unit.

18032} File server 36 may be any type of server capable of storing encoded video and
transmitting that encoded video to destination device 14, Example file servers include a
web server (e.g., for a website), an FTP server, network attached storage (NAS) devices,
a local disk drive, or any other type of device capable of storing encoded video data and
transmitling it {0 a destination device. The ransmission of encoded video data from file
server 36 may be a streaning transmission, a download transoussion, or a combination
of both, File server 36 may be accessed by destination device 14 through any standard
data connection, including an Intornet connection. This may include a wircless channel
{e.g., a Wi-Fi connection), a wired connection {(e.g., DSL, cable modem, Ethernet, USE,
ete. ), or a combination of both that is suitable for accessing encoded video data stored
on a file server.

1868331 Destination device 14, in the example of FIG., 1, includes receiver 26, modem
28, video decoder 30, and display device 32, Receiver 26 of destination device 14
recetves information over channet 16, and modem 28 demodulates the information to
produce a demodulated bitsiream for video decoder 30, The information communicated
over channel 16 may fnclude 2 variety of syntax information generated by video encoder

28 for use by video decoder 30 in decoding video data. Such syntax may also be
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included with the encoded video data stored on storage medium 34 or file server 36.
Each of video encoder 20 and video decoder 30 may form part of a respective encoder-
decoder (CODEC) that is capable of encoding or decoding video data.

18034} Display device 32 may be integrated with, or external o, destination device 14,
In some examples, destination device 14 may include an integrated display device and
also be configured to interface with an external display device. In other examples,
destination device 14 may be a display device. In general, display device 32 displays
the decoded video data to a uscr, and may comprise any of a variety of display devices
such as a liquid crystal display (LCD), a plasma display, an organic Hght emitiing diode
{OLED) display, or another type of display device.

(8035} In the example of FIG. 1, conununication channel 16 may comprise any wireless
or wired communication medium, such as a radio frequency (RF) spectrum or one or
more physical transmission lines, or any combination of wireless and wired media.
Communication channel 16 may form part of a packet-based network, such as a local
arca network, a wide-area network, or a global network such as the Interoet.
Comnuwmication channel 16 gencrally represents any suitable communication medivm,
or collection of differcnt communication media, for transmitiing video data from source
device 12 to destination device 14, meluding any suttable combination of wired or
wireless media. Communication channel 16 may include routers, switches, base
stations, or any other equipment that may be useful to facilitate communication from
source device 12 to destination device 14,

188636} Video encoder 20 and video decoder 30 may operate according to a video
compression standard, such as the High Efficiency Video Coding (HEVC) standard
developed by the Joint Collaboration Team on Video Coding (JCT-VC) of ITU-T Video
Coding Experts Group (VCEG) and ISQ/THC Motion Picture Experts Group (MPEG),
and/or extensions of the HEVC standard. HEVC range extensions are presently under
development. A recent draft of the HEVC standard, referred to as “HEVC Working
Draft 10”7 or “WDHQ,” is described in document JCTVC-L103(03v34, Bross et al., “High
cfficiency video coding (HEVC) text specification dratt 10 (for FDIS & Last Call),”
Joint Collaborative Team on Video Coding (JCT-VC) of TTU-T SG16 WP3 and
ISO/EC JTCU/SC29/WGHT, 12th Meeting: Geneva, CH, 14-23 January, 2013, which,

as of February 23, 2015, is downloadable from http://phenix. fot-
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evry. fr/jct/doc_end user/documents/12_Geneva/wgl VICTVC-L10603-v34.7ip. The
entire content of HEVC WD is hereby incorporated herein by reference.

(8637} Although not shown in FIG. 1, in some aspects, video encoder 20 and video
decoder 30 may cach be integrated with an audio encoder and decoder, and may include
appropriate MUX-DEMUX units, or other hardware and software, to handle encoding
of both andio and video in a common data stream or separate data streams. If
applicable, in some examples, MUX-DEMUX units may conform to a nwltiplexer
protocol. Examples include the ITU H.223 multiplexer protocol, or other protocols
such as the user datagram protocol (UDP).

{8038} Video encoder 20 and video decoder 30 cach may be implemented as any of a
variety of suttable encoder circutiry, such as one or more mricroprocessors, digital signal
processors {DSPs), application specific integrated circuits (ASICs), field programmable
gate arrays (FPGAs), discrete logic, software, hardware, firmware or any combinations
thereof. When the techuiques are tplemented partially in software, a device may store
instructions for the software in a suitable, non-transitory computer-readable medium and
execute the instructions in hardware using one or more processors to perform the
techniques of this disclosure. Each of video encoder 20 and video decoder 30 may be
included in one or more encoders or decoders, cither of which may be fotegrated as part
of a combined encoder/decoder (CODEC) n a respective device.

[8638] Examples of a device that inchides video decoder 30 include a wireless
communication device, an integrated circait (1C), and a microprocessor. Similarly,
exaraples of a device that inclades video encoder 20 include a wireless communication
device, an integrated circuit (JC), and & microprocessor.

(8648} In some examples, video sncoder 20 and video decoder 30 may cach include one
or meere processors that are configured to implement the technigues described n this
disclosure. The device that includes video encoder 20 or video decoder 30 may also
mclede memory that stores video data that video encoder 20 and video decoder 30
utilize, In examples where the device that includes video encoder 20 and video decoder
30 1s an 1C chip ot a moicroprocessor, the memory may be local memory of the IC chip
or microprocessor, of may be the system memory of the apparatas (e.g., the wireless
communication device such as a smart-phone or tablet) that inclades the IC chip or
BHCroprocessor, or a combination of the local and system memory. In exanples where

the device that includes video encoder 20 and video decoder 30 is a wireless
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communication device {or other such device), the memory may be the local memory of
video encoder 20 or video decoder 30, the system memory of the device that includes
video encoder 20 or video deceder 30, or 2 combination of the local and system
MEmoTy.

8041} Video encoder 20 may mmplement any or all of the techniques of this disclosure
for flicker detection and mitigation. Likewise, video decoder 30 may troplement any or
all of these techniques for flicker detection and mitigation. A videe coder, as described
in this disclosure, may refer to a video encoder or a video decoder. Similarly, a video
coding unit may refer to a video encoder or a video decoder. Likewise, video coding
may refer to video encoding or video decoding.

(8042} Digital video dovices foplement video compression techniques 1o cocode and
decode digital video information more efficiently. Video compression may apply spatial
{(intra-frame) prediction and/or temporal (inter-frame} prediction technigues to reduce or
remove redundancy inherent in video sequences.

[8043] The JCT-VC has developed the HEVC standard, e.g., as described in the HEVC
W10 discussed above. The HEVC standardization efforts are based on a model of a
video coding device referred to as the HEVC Test Model (HM). The HM prasumes
several additional capabilitics of video coding devices relative to existing devices
according to, ¢.g., ITU-T H.264/AVC. For example, whereas H.264 provides nine intra-
prediction encoding modes, the HEVC HM may provide as many as thirty-three intra-
prediction encoding modes. The following section will discuss certain aspects of the
HM in more detail.

16044} For video coding according to the HEVC standard, a video frame may be
partitioned into coding units. A coding unit {CU) generally refers to an image region
that serves as a basic unit to which various coding tools are applied for video
compression. A CU usoally has a lominance component, denoted as Y, and two chroma
components, denoted as U and V. Depending on the video sampling format, the size of
the U and V components, in terms of number of samples, may be the same as or
difterent from the size of the Y component.

16045] A CU is typically square, and may be considered to be stmilar to a so-called
macroblock, e.g., under other video coding standards such as ITU-T H.264. Coding
according to some of the presently proposed aspects of the HEVC standard will be

described in this application for purposes of illustration. However, the techniques
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described n this disclosure may be usetul for other video coding processes, such as
processes defined according to range extensions of HEVC, H.264 or other standard or
proprictary video coding processes.

[8046] According to the HM, a CU may include one or more prediction units (PUs}
and/or one or more transform amits (TUs). Syntax data within a bitstream may define a
largest coding onit {LCU), which is a largest CU i terms of the number of pixels. In
general, a CU has a stmilar purposce 1o a roacroblock of H.264, except that a CU does
not have a size distinction. Thus, a CU may be split into sub-Cls, In general,
references in this disclosure to a CU may refer to a largest coding unit of a pictwre or a
sub-CU of an LCU. An LCU may be split into sub-CUs, and cach sub-CU may be
further split into sub-CUs. Syutax data for a bitstream may detine & maxiroum numsber
of times an LCU may be split, referred to as CU depth. Accordingly, a bitstream may
also defing a smallest coding unit {SCUY. This disclosure also uses the term “block™ or
“portion” to refer to any of a CU, PU, or TU. In general, “portion” may refer to any
sub-set of a video frame.

160471 An LCU may be associated with a quadtree data structure. In gencral, a
quadtree data structure includes one node per CU, where a root node corresponds to the
LCU. fa CU is split into four sub-CUs, the node corresponding to the CU includes
four leaf nodes, cach of which corresponds to one of the sub-ClUs. Each node of the
guadtree data structure may provide syntax data for the corresponding CU, For
example, a node in the quadtree may inchide a split flag, indicating whether the CU
corresponding o the node is split into sub-Clis. Syntax clements for a CU may be
defined recursively, and may depend on whether the CU is split into sub-CUs, Ifa CU
is not split further, it is referred as a leat-CU. In this disclosure, 4 sub-CUs of g leaf-CU
will also be referred 1o as [eaf-CUs although there 15 no explicit splitting of the original
leat-CU. For example if a CU at 16x16 size 15 not split further, the four 8x8 sub-Cls
will also be referred to as leat-CUs although the 16x16 CU was never split.

188481 A leafCU may inchude one or more prediction uaits (PUs). In general, a PU
represents all or a portion of the corresponding CU, and may include data for retrieving
a reference sample for the PU. For example, when the PU is inter-mode encoded, the
PU may inchide data defining a motion vector for the PU. The data defining the motion
vector may describe, for example, a horizoutal componcut of the motion vector, a

vertical component of the motion vector, a resolution for the motion vector {e.g., one-
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quarter pixel precision or one-eighth pixel precision), a veference frame to which the
motion vector points, and/or a reference list (e.g., list & or Hst 1} for the motion vector,
Data for the leaf-CU defining the PU(s) may also describe, for example, partitioning of
the CU into one or more PUs. Partiioning modes may differ depending on whether the
CU s uncoded, intra-prediction mode encoded, or mter-prediction mode encoded. For
mntra coding, a PU may be treated the same as a leaf transform anit described below.
18049} The HEVC standard allows for transformations according to transform units
{TUs), which may be different for different CUs. The TUs are typically sized based on
the size of PUs within a given CU defined for a partitioned LCU, although this may not
always be the case. The TUs are typically the same size or smaller than the PUs. In
some examples, residual saroples corresponding to 2 CU may be subdivided into smaller
umits using a quadiree structure known as "residoal quad tree” (RQT). The leaf nodes of
the RQT may be referred to as transform onits (TUs). Pixel difference values associated
with the TUs may be transformed to produce transform coefficients, which may be
quantized. A TU includes a luma transform block and two chroma transform blocks. As
such, any coding process discussed below that is apphied to a TU, may be, in actuality,
applied to the loma and chroma transform blocks.

[8058] In geveral, a PU refers to data related to the prediction process. For example,
when the PU is intra-mode encoded, the PU may melade data describing an intra-
prediction mode for the PU. As another example, when the PU is inter-mode encoded,
the PU may include data defining a motion vector for the PU.

16051} In general, a TU is used for the transform and quantization processes. A given
CU having one or more PUs may also include one or more transform wnits (TUs).
Following prediction, video encoder 20 may calculate residual values from the video
block identified by the coding node in accordance with the PU. The coding node 1s then
updated to reference the residual values rather than the original video block. The
residual values comprise pixel difference values that may be transformed into transform
coefficienis, quantized, and scanned using the transforms and other transform
information specified n the TUs to produce serialized transtorm coefficients for cutropy
coding. The coding node may once again be updated to refer to these serialized
transform cocfficients. This disclosure typically uses the term “video block™ o refer to

a coding node of a CU. To some specific casces, this disclosure may alse use the term
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“video block™ to refer to a treeblock, e, LCU, or a CU, which includes a coding node
and PUs and TUs.

[8652] A video sequence typically includes a series of video frames or pictures. A
group of pictures {GOP)Y generally comprises a series of one or more of the video
pictures. A GOP may fnclude syntax data in a header of the GOP, a header of one or
more of the pictures, or elsewhere, that describes a number of pictures included in the
GOP. Each slice of a picture may include slice syntax data that describes an encoding
maode for the respective slice. Video encoder 20 typically operates on video blocks
within individual video shices in order to encode the video data. A video block may
correspond to a coding node within a CU. The video blocks may have fixed or varying
sizes, and may differ in size according o0 a specified coding standard.

(8853 To code a block {e.g., a prediction unit of video data), a predictor for the block 1s
first derived. The predictor, alse referred to as a8 predictive block, can be denved cither
through intra (1) prediction {i.c., spatial prediction) or inter {P or B) prediction (i.c.
temporal prediction). Hence, some prediction units may be tnira-coded (1) using spatial
prediction with respect to reference samples in neighboring reference blocks n the same
frame (or slice), and other prediction units may be uni-directionally inter-coded (P) or
bi-directionally inter-coded (B) with respect to blocks of reference sampies 1o other
previously-coded frames (or shices). In each case, the reference samples may be used to
form a predictive block for a block to be coded.

18654} Upon identification of a predictive block, the difference between the pixels in
the original video data block and the pixels in its predictive block 1s determined. This
difference may be referred to as the prediction residual data, and indicates the pixel
differences between the pixel values in the block to the coded and the pixel values in the
predictive block selected to represent the coded block. To achieve better compression,
the prediction residual data may be transformed, e.g., using a discrete cosine transform
{(BCT), an integer transform, a Karhunen-Logve (K-L) transform, or another transform
to produce {ransform coefficionts.

18055} The residual data in a transform block, such as a TU, may be arranged i a two-
dimensional (2D) array of pixel difference valoes residing in the spatial, pixel domam.
A transform converts the residual pixel values into a two-dimensional array of transform

coefficients in a transforny domain, such as a frequency domain,
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16086} For further compression, the transform cocfficients may be quantized prior to
entropy coding. An entropy coder then applies entropy coding, such as Context
Adaptive Variable Length Coding (CAVLC), Context Adaptive Binary Arithmetic
Coding (CABAC), Probability interval Partitioning Entropy Coding (PIPE), or the like,
to the quantized transform coefficients. In some examples, video encoder 20 may
utilize a predefined scan order o scan the quantized transform cocfficients to produce a
serialized vector that can be entropy encoded. T other exaraples, video encoder 20 may
perform an adaptive scan. After scanning the quantized transform coefficients to form a
one-dimensional vector, video encoder 20 may entropy encode the one-dimensional
vector, Video encoder 20 may also entropy encode syntax clements associated with the
encoded video data for use by video decoder 38 in decoding the video data.

{8087} Arithmetic coding is a form of entropy coding used in many compression
algorithms that have high coding efficiency, because it s capable of mapping symbols
to non-integer length codewords. CABAC coding may be applied to some information
and bypassed for other information.

188588} As described above, when video encoder 20 or video decoder 30 performs
motion estimation, flickering artifacts may result. The process by which flickering
artifacts can be detected will now be discussed. In HEVC, when coding I-slices, a video
coder performs prediction based on previously reconstructed samples from the current
slice. Forinter-prediction of P or B-slices, the video coder may perform prediction
based on previously coded pictures {past or future in display order). Although the
techniques of this disclosure are described assuming that all the shices are I-slices, the
techniques of this disclosure may be applicable when a video sequence is a mixture of 1,
P and B slices.

(8059} The difference in prediction from the current shee versus prediction based on
previously-coded pictures has very different effects on the prediction residual and
gquantization characteristics for an I-slice as compared to quantization and prediction
residuals for P and B-slices. Similarly, the prediction residual and quantization
characteristics between two conseentive 1-slices may also be very different because of
fack of temporal prediction. The prediction residual and quantization characteristics
between two consecotive I-shices being different may resolt in 8 visoal artifact for I-

>

shices, referred to as “thickering”
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186681 This disclosure proposes several technigues to address the problems described
above. A video coder, such as video encoder 20, configured in accordance with the
techniques of this disclosure may perform flicker detection, as well as flicker mitigation
to address flickering artifacts. General flicker detection techniques of this disclosure
will now be discussed.

180861} Video encoder 20 may be configured in accordance with the techmiques of this
disclosure to detect the flickering of a block from a current picture (ie. the picture of
video data that is currently being coded) based on a coliocated block from the previous
coded picture in display order.

18062} Video encoder 20 may determine that a video coding mode of a determined
flickering block of the collocated block from a previous picture must be constrained or
changed to mitigate the flickering artifact associated with the flickering block of the
current pictire. This is normally very difficult to achieve in a video encoder. Rather
than changing the video coding moedes of a previously-coded collocated block, the
techniques of this disclosure may configure video enceder 20 1o use an original block
from the current picture and a collocated original block from a next picture in the
display order of video data to determine and mitigate flickering. This disclosure refers
to the current and next block in the display order as Boymen and Buex, respectively,
(88631 Video encoder 20 may determine the differences between a block of a current
frame and a collocated block of the next frame in the display order, Based on the
differences between a block, Boyren, and the collocated block, Buen, Video encoder 20
may determine that the block of the current frame, Bogren, Will flicker. Video encoder
28 may determine {(e.g., calculate a difference between) metrics of the block of Boyrent
and the collocated block of By, Examples of metrics that video encoder 20 may
compare include: gradients, sum of absolute differences (SAD), and mean squared crroy
{MSE). Based on the metrics, and as will be discussed in greater detail below, video
encoder 20 may determine that flicker mitigation should be performed, and code
information indicating that a block, Boyren, the current picture, will flicker.

16064] In some examples, the cocoded information may conprise a syntax clement,
such as a flag that indicates a thckering region. Upon generating or setting the syntax
clement, video encoder 20 or video decoder 30 may perform any type of additional

video processing based on the syntax clement being set. Examples of additional video
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processing may include various types of filtering, anti-aliasing, deblocking, artifact
removal, and/or any other type of video processing not explicitly deseribed herein.
{8065} The region may include the block from the current picture, Berens, 10 s0me
examples. The information indicating that the block will flicker may indicate that a
certain vegion, such as a LCU, CTU (coding tree unity, CU, PU ora block, is a
fhickering region. In such regions, video encoder 20 and video decoder 30 may
counstrain some coding modes and/or tools, such as spatial fotra prediction and totra
block copy (Intra BC), in order to mitigate the flickering artifact. Additional examples
of thcker mitigation techriques in accordance with the technigues of this disclosure will
now be discussed.

(8066 In one example, video encoder 20 and video decoder 30 may disable spatial intra
prediction in flickering regions. Video encoder 26 may indicate that spatial intra
prediction is disabled by marking spatial neighboring blocks of the flickering region as
unavailable for intra prediction. In another example, video encoder 20 and video
decoder 30 may mark the blocks tuside the flickering region as unavailable for intra
prediction so that a flickering artifact caused by different transform sizes and the
resuliing predictions is further mitigated.

(8867 In cases where video encoder 20 marks a block as unavailable for intra-
prediction, video encoder 20 and video decoder 30 may use the HEVC reference sample
substitution process for intra sample prediction to fill in the umavailable samples, for
example according to Section 8.4.4.2.2 of HEVC, Padding the unavailable samples
may witigate flickering at the expense of bitstream complexity. In some other
examples, video encoder 20 may mark only blocks in non-thickering regions as available
for intra prediction.

[8068] Various techmiques related to coding the information to identify a region of
flickering will now be discussed. As described above, video coding data comprises
multiple different levels. Example levels of the bitstream may comprise: an LCU, CU,
PU, or TU. Video encoder 2{ and video deceder 30 may code the information
indicating a flickering region, ¢.g. a tlickering flag in any level of the bitstream.

18669} In some examples of this disclosure, video encoder 20 and video decoder 30
may not perform prediction for g block marked as flickering. In such a case, the
original samples are coded using transform or transform-skip reode. Inthis case, and if

the flickering flag is coded at the CU level, video encoder 20 and video decoder 30 may
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code the fliickering tlag at the CU level, and video encoder 20 may not signal an intra-
prediction mode for that CUL

(8678} In addition, ifa CU is in a flickering region, video encoder 20 and video decoder
30 may apply further constraints, for example such that a CU canmnot be coded as a
certain mode or with certain tools, such as intra block copy, palette mode and color
transform, if the CU is 1 a flickering region. If such constraints apply, video encoder
20 and video decoder 30 adjust the related CU/PU mode/intformation and sigoaling
accordingly. Additionally, in various examples, video decoder 30 may apply additional
back end processing post-decoding to further remove flickering in regions where flicker
is identified.

(8071 Also as described above, video encoder 20 and video decoder 30 may be
configured to code information, such as syntax elements, indicating a fhckering region,
using CABAC encoding and CABAC decoding, respectively. In examples in
accordance with the techniques of this disclosure, video encoder 20 and video decoder
30 may CABAC coede the flickering flag. Video encoder 20 and video decoder 30 may
use the values of flickering flags of spatially neighboring blocks as contexts for the
CABAC coding of a flickering flag.

(8072} Video encoder 20 and video decoder 30 may mchuade a line buffer, which may
comprise 4 memory configured to store information, such as syntax elements, associated
with the CUs above the current CU. To reduce the size in momory of the ling buffer,
video encoder 20 may mark, and video decoder 30 may determine that the spatially
neighboring blocks outside the current LU (or CTU) are unavailable to be used as
context.

(8673} In some examples, the techniques described in this disclosure may also be used
in other applications, for example to increase ervor resilicnce. The technigues described
n this disclosure may reduce or eliminate compounded prediction errors, as one
example. In such cases, the name of the flag syntax clement may be changed.
However, the general techniques of this disclosure stilf apply.

164774} F1G. 2 is a block diagram illustrating an example of a video encoder 20 that may
use techniques for flicker detection and mitigation as described in this disclosure. The
video encoder 20 will be described in the context of HEVC coding for purposes of
illustration, but without limitation of this disclesure as to other coding standards or

methods that may require fhicker detection and mitigation. The video encoder 20 may
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perform fntra- and inter-coding of CUs within video frames. Intra-coding relics on
spatial prediction to reduce or remove spatial redundancy in video data within a given
video frame. Inter-coding relics on temporal prediction to reduce or remove temporal
redundancy between a current frame and proviously coded frames of a video sequonce.
Intra-mode (F-mode) may refer to any of several spatial-based video compression
modes. Inter-modes sach as vni-divectional prediction (P-mode) or bi-directional
prediction {B-mode} may refer 1o any of several temporal-based video compression
modes.

{8673} As shown in FIG. 2, video data memory 39 receives video data that is used for
encoding a current video block within a video frame. Video data memory 39 may store
video data to be encoded by the comaponents of video encoder 20 (e.g., configured to
store video data). The video data stored in video data memory 39 may be obtained, for
example, from video source 18. Reference frame baffer 64 {(also referred to as reference
picture buffer 64} is one cxample of a decoding picture buffer (DPB that stoves
reference video data for use in encoding video data by video encoder 20 {e.g., i indra or
inter-coding modes, also referred to as ntra- or inter-prediction coding modes). Video
data memory 39 and refercnce frame buffer 64 may be formed by any of a varniety of
memory devices, such as dynamdic random access memory {RDRAM), including
synchronous DRAM (SDRAM), magnetoresistive RAM (MRAM), resistive RAM
{RRAM), or other types of memory devices. Video data memory 39 and reference
frame buffer 64 may be provided by the same memory device or separate memory
devices. Tn various exaraples, video data memory 39 may be on-chip with other
components of video encoder 20, or off-chip relative to those components,

18676} In the example of FIG. 2, video encoder 20 includes a motion compensation unit
44, a motion estimation unit 42, a flicker detection unit 43, an intra-prediction
processing unit 46, a reference frame buffer 64, a sumnmer 62, a transtorm processing
unit $2, a quantization onit 54, and an entropy encoding unit 56. Transform processing
unit 52 illustrated in FIG. 2 is the voit that applics the actual transform or combinations
of transform 1o a block of residual data, and 1s not to be confused with a block of
transform coefficients, which also may be referred to as a transform unit (TU) of a CU.
For video block reconstruction, video encoder 20 also includes an inverse quantization
unit 38, an inverse transform processing unit 60, and a suoumer 62, A deblocking filter

{not shown i FIG. 2) may also be included to filter block boundaries to remove
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blockiness artifacts from reconstructed video. If desired, the deblocking filter would
typically filter the output of summer 62.

18677} During the encoding process, video encoder 20 receives a video frame or slice to
be coded. The frame or slice may be divided into multiple video blocks, e.g., largest
coding units {(LCUs), Motion estimation unit 42 and motion compensation unit 44
perform inter-predictive coding of the received video block relative to one or more
blocks in one or more reference frames to provide temporal compression. Intra-
prediction processing unit 46 may perform intra-predictive coding of the received video
block relative to one or more neighboring blocks in the same frame or slice as the block
to be coded to provide spatial compregsion,

[8078] Mode select unit 40 may sclect one of the coding modes, intra or ey, ¢.g.,
based on ervor (1.e., distortion) results for each mode, and provides the resulting intra- or
mter-predicted block (e.g., a prediction unit (PU}) to sumumer SO to generate residual
block data and to sumamer 62 o reconstruct the cucoded block for use in a reference
frame. Summer 62 combines the predicted block with inverse guantized, fnverse
transformed data from mverse transform processing unit 60 for the block to reconstruct
the encoded block, as described in greater detail below. Some video frames may be
designated as {-framaes, where all blocks in an I-frame are encoded v an intra-prediction
mode. [n some cases, intra-prediction processing unit 46 may perform ntra-prediction
encoding of a block ina P- or B-frame, ¢.g., when the motion search performed by
motion estimation unit 42 does not result in a sufficient prediction of the block.

164779] Motion estimation unit 47 and muotion compensation unit 44 may be highly
integrated, but are iHustrated separately for conceptual purposes. Motion cstimation (or
motion search) is the process of generating motion veciors, which estimate motion for
video blocks., A motion vector, for example, may indicate the displacement of a
prediction unit n a current frame relative to a reference sample of a reference frame.
Muotion estimation unit 42 calculates a motion vector for a prediction unit of an inter-
coded frame by comparing the prediction unit to reference samples of a reference frame
stored in reference frame buffer 64, A reference sample may be a block that is found to
closely match the portion of the CU including the PU being coded in terms of pixel
difference, which may be determined by sum of absclute difference (SAD), sum of
squared ditference (SSD), or other difference metrics. The reference sample may occur

anywhere within a reference frame or reference shice, and not necessarily at a block
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(e.g., coding unit) boundary of the reference frame or slice. In some examples, the
reference sample may ocour at a fractional pixel position.

(8088} Motion estimation unit 42 sends the calcolated motion vector to entropy
encoding unit 56 and motion compensation unit 44, The portion of the refercoce frame
identified by a motion vector may be referred to as a reference sample. Motion
compensation unit 44 may calculate a prediction value for a prediction unit of a current
CU, e.g., by retricving the reference sample identified by a motion vector for the PU.
16081} Intra-prediction processing unit 46 may intra-predict the received block, as an
alternative to inter-prediction performed by motion estimation unit 42 and mwotion
compensation unit 44. Intra-prediction processing unit 46 may predict the received
block relative to neighboring, previously coded blocks, e.g., blocks above, above and 1o
the right, above and to the left, or to the left of the current block, assuming a left-to-
right, top-to-bottom encoding order for blocks. Intra-prediction processing unit 46 may
be configured with a variety of different intra-prediction modes. For example, intra-
prediction processing vnit 46 may be configured with a certain number of directional
prediction modes, e.g., thirty-three directional prediction modes, based on the size of the
CU being encoded.

(8082} Intra-prediction processing unit 46 may sclect an intra-prediction mode by, for
example, calculating errov values for various intra-prediction modes and selecting a
mode that yields the lowest error value., Directional prediction modes may inchude
functions for combining valucs of spatially neighboring pixels and applying the
combined values to one or more pixel positions in a PU. Once values for all pixel
positions in the PU have been calculated, intra-prediction processing unit 46 may
calculate an error value for the prediction mode based on pixel differences between the
PU and the reccived block to be encoded. Tntra-prediction processing unit 46 may
continue testing intra-prediction modes until an intra-prediction mode that yields an
acceptable orror value s discovered. Intra-prediction processing unit 46 may then send
the PU to summer 30,

16083) Video encoder 20 forms a residual block by subtracting the prediction data
calculated by motion compensation unit 44 or the intra-prediction processing unit 46
from the original video block being coded. Summer 50 represeuts the component of
components that perform this subtraction operation. The residual block may correspond

to a two-dimensional matrix of pixel difference valucs, where the number of values m
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the residual block is the same as the number of pixels 1n the PU corresponding to the
residual block. The values in the residual block may correspond to the differences, 1.¢.,
error, betwoeen values of co-located pixels in the PU and in the original block to be
coded. The differences may be chroma or luma differences depending on the type of
block that is coded.

[8084] Transform processing onit 52 may form one or more transform euits (TUs) from
the residual block. Transform processing unit 52 selects a transform from among a
plurality of transforms. The transtorm may be selected based on one or more coding
characteristics, such as block size, coding mode, or the like. Transform processing unit
52 then applies the selected transform to the TU, producing a video block comprising a
two~dimensional array of transform cocfficiouts.

[B085] Transform processing unit 52 may send the resulting transform coetficients to
guantization unit 54. Quantization unit 54 may then quantize the transform cocfficients.
Entropy encoding unit 56 may then perform a scan of the quantized transform
coefficients in the matrix according to a scanning mode. This disclosure describes
entropy encoding unit 56 as performing the scan. However, it should be understood
that, in other examples, other processing uaiis, such as quantization unit 54, could
perform the scan.

[8886] Once the transform coefficients are scanned into the one-dimensional array,
entropy encoding unit 56 may apply entropy coding such as CABAC, syntax-based
context-adapiive binary arithmetic coding (SBAC), Probability Tuterval Partitioning
Eutropy (PIPE), or another entropy coding methodelogy to the coefficients. Eutropy
encoding unit $6 may be contigured to code the fransform cocfficients. To perform
CABAC, entropy encoding unit 36 may select a context model to apply 0 a certain
context to encode symbols 1o be transmitted. Following the entropy coding by entropy
encoding unit 56, the resulting encoded video may be transmitted to another device,
such as video decoder 30, or archived for later transmission or retrieval.

188871 In some cases, catropy encoding unit 56 or ancther unit of video encoder 20 may
be configured to perform other coding functions, 1 addition to eotropy coding. For
exanple, entropy encoding unit 56 may be configured to determine coded block pattern
{(CBP) values for CU’s and PU’s. Also, in some cases, entropy encoding unit 56 may

perform ran length coding of cocfticients.
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16088} Inverse quantization unit 38 and inverse transform processing unit 60 apply
mverse quantization and tnverse transformation, respectively, to reconstruct the residual
block in the pixel domain, e.g., for later use as a reference block. Motion compensation
unit 44 may calculate a reference block by adding the residual block to 2 predictive
block of one of the frames of reference frame buffer 64. Motion compensation unit 44
may also apply one or more interpolation filters to the reconstructed residual block to
calculate sub-integer pixel values for use tn rootion estimation. Summer 62 adds the
reconstructed residual block to the motion compensated prediction block produced by
motion compensation unit 44 to produce a reconstructed video block for storage in
reference frame buffer 64. The reconsiructed video block may be used by motion
estimation unit 42 and motion compensation unit 44 as a reference block to inter-code a
block in a subsequent video frame.

[8089] Flicker detection unit 43 is configared to perform flicker detection and/or
mitigation techniques in accordance with any of the techniques of this disclosure.
Flicker detection unit 43 may access a current picture and a next picture in the display
order from reference frame butfer 64 or from video data memory 39, Fhicker detection
unit 43 may also be configured to indicate or restrict a particular video coding mode or
coding tools by signaling mode select unit 40,

68096} Fhcker detection umit 43 may also be configured to signal entropy encoding unit
56 to CABAC encoede information, such as syntax elements, to entropy encoding unit
56. Such information may include a flag syntax clement, indicating whether a particelar
region will flicker, as some exampies. In other examples, flicker detection unit 43 may
signal context information for CABAC encoding of syntax clements to entropy
encoding unit 45.

(8091 As described above, flicker detection unit 43 may use different metrics to
determine that a block of Boyrens may flicker. Examples of flicker detection technigues
that video encoder 20 may use will now be described in greater detail.

18492} In some examples, to detect a flickering artifact, flicker detection unit 43 may
calculate the gradient (edge information) for cach luminance sample of Bagren. 1T the
samnples of the current picture are in RGB {(red, green, blue) format, flicker detection
vnit 43 may convert the picture to Y CbCr format and store the picture in video data
memory 39, Alternatively, flicker detection unit 43 may usc the G component as a

proxy for the lominance component. In some examples, flicker detection unit 43 may
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use a Sobel edge detector to determine the gradient. However, fhcker detection umit 43
may use any other gradient calculator to determing a gradient. Based on the gradient
magaitudes, flicker detection unit 43 may calculate the average of the gradient
magoitude (avgGradMag) and the standard deviation of the gradient eagnitude
{stdDevGradMag) for the block.

[8083] Additionally, flicker detection unit 43 may calculate the percentage of samples
in the block with the gradient maguoitude above a given threshold

(EDGE _THRESHOLD). The percentage of samples above the threshold is denoted
edgePixelPercentage in these examples. Flicker detection unit 43 may then classify the
block as either an edge block or a texture block based on the percontage of samples
above or below the threshold.

(8894} Flhicker detection umit 43 classifies the block as an edge block if the
edgePixelPercentage is above a threshold (EDGE PERCENT THRESHOLD). Flicker
detection unit 43 classifies the block as a texture block if avgGradMag is greater than a
threshold (TEXTURE _LOW THRESHOLD), stdDevGradMag is less than a threshold
(TEXTURE HICGH THRESHOLD) and the ratio between the stdDevGradMag and
avgradMag is less than a threshold (RATIO TEXTURE THRESHOLD).

(8095} Fhcker detection unit 43 may also determine a palette size for the block, and use
the paletie size as part of a flicker determination process in accordance with the
techniques of this disclosure. The paletie size for a block is defined as the number of
distinct pixel values in a block. Flicker detection unit 43 may consider all the
components of the pixel {e.g. RGB or YUV} when determining whether the pixel values
are distinet. Some deviation from a pixel value in the palette may be possible. For
example, if two pixels are such that the individual components differ by less than a
threshold value, or the overall sum of absolute differcnces differs by less than another
threshold value, flicker detection unit 43 may consider those pixels as identical and
corresponding to a single entry in the palette. The criterion includes both a threshold on
individual component differences as well as a threshold on the overali sum of absoluie
differences.

160961 A process for encoding the tlickering flag based on the sum of absolute
differences, and paletie size will now be described. As a first step, flicker detection unit

43 may calculate the SAD between original blocks Buren: and Byewr. If the SAD is
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greater than a threshold (SAD_THRESHOLD), flicker detection unit 43 marks the
block as non-flickering.

18097} If the cumulative SAD for the current picture up (o the current block is less than
a threshold (CUM_SAD THRESHOLD), thcker detection unit 43 marks the block as
non-flickering. 1fthe SAD is less than SAD THRESHOLD and either: (1) the palette
size is greater than a threshold palette size (PALETTE THRESHOLD), and the block is
an cdge block; or (2) the block is a texture block, flicker detection unit 43 marks the
block as a flickering block. Otherwise, 1.e. if the above conditions are not met, motion
estimation unit 42 marks the block as a non-tlickering block.

18698} In the above examples, flicker detection unit 43 may use other measures of
distortion, such as MSE instead of SAD. In some cases, motion estimation unit 42 may
apply SAD or other measures of distortion to pixel values, such as lama or chroma
values, RGB, or YUYV vahies, as examples. Even though the technigques above
technigues for flicker detection use criteria based on the palette size and measures 1o
determine whether the block is an edge block and a texture biock, it 18 possible o use
only some of the above criteria. Flicker detection unit 43 may also use other measures
to determine whether a block is a texture biock or an edge block based on gradient or
other criteria.

68099} Furthermore, flicker detection unit 43 may apply additional constraints to
mitigate flickering. In one example, video encoder 20, and in particadar flicker
detection unit 43, may disable REDGQ (rate-distortion optimized quantization} for the
flickering region.

161668] In other examples of flicker mitigation, flicker detection unit 43 may signal
entropy encoding unit 56 to perform bypass the encoding of a flickering region, and
may encode the information, such as block mode, transform size, and cocfficient levels,
of the same region in the previous I -frame so that the reconstraction of the flickering
region in the current frame is exactly the same as that in the previous I-frame.

18181} Flicker detection unit 43 may also be configured to modify CABAC encoding
processes to perform flicker mitigation. As an example, thicker detection unit 43 may
signal entropy encoding unit 56 to reset the status of certain CABAC context models,
such as contexts related to cocfficient coding, for the flickering region. Flicker

detection unit 73 and entropy decoding unit 70 of video decoder 30, dhustrated in FIG.
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3, may be configured to perform a generally reciprocal process of resetting CABAC
context models during CABAC decoding.

(8162} In some examples of flicker mitigation involving CABAC, flicker detection unit
43 may signal entropy encoding unit 56 roay use the flickering tlag of a left spatially-
neighboring block relative to the block of the current picture as the only context for
CABAC coding. Flicker detection unit 73 and entropy decoding unit 70 of video
decoder 30 may perform a generally reciprocal process for CABAC decoding. Insome
aliernatives, the context for the fhickering flag may comprise other information signaled
in the bitstream. Examples of the other information ased as the CABAC context may
comprise values such as CU depih, block type, transform size, or QP (quantization
parameter),

(81831 In accordance with the techniques of this disclosure, video encoder 20 and
video decoder 30 may be configured to: code information indicating whether a block
from a current picture will flicker, wherein a determination of whether the block from
the current picture will flicker is based on the block 1 the current picture in a display
order and a coliocated block from a next picture in the display ovder.

(8134} FIG. 3 is a block diagram illustrating an cxample of a video deceder 30, which
decodes an encoded video sequence. Video decoder 30 represents an cxample of a
device configured to perform methods for flicker detection and mitigation. In the
example of FIG. 3, video data memory 69 receives encoded video. Video data memory
69 may store video data (¢.g., configured to store video data), such as an ¢ncoded video
bitstream, to be decoded by the components of video decoder 30. The video data stered
in video data memory 69 may be obtained from a local video source, such as a camera,
via wired or wirgless network communication of video data, or by accessing physical
data storage media. Video data memory 69 may form a coded picture buffer (CPB) that
stores encoded video data from an encoded video bitstream.

[8165] Reference frame buffer 82 (also referred to as reference picture memory 82} is
one example of a decoded picture buffer {DPB) that stores reference video data for use
in decoding video data by video decoder 30 (e.g., in indra- or inter-coding modes).
Video data memory 69 and reference picture memory 82 may be formed by any of a
variety of memory devices, such as dypamic random access memory (DRAM),
including synchronous DRAM (SDRAM), maguoetoresistive RAM (MRAM), resistive

RAM {(RRAM), or other types of memory devices. Video data memory 69 and reference
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picture memory 82 may be provided by the same memory device or separate memory
devices. Invarious examples, video data memory 69 may be on-chip with other
components of video decoder 30, or off-chip relative to those components,

(8186} Video decoder 30 jncludes an entropy decoding unit 70, a motion compensation
umit 72, a fhicker detection anit 73, an intra-prediction processing unit 74, an inverse
guantization unit 76, an imverse transformation processing unit 78, a reference frame
buffer 82 and a suouner 80, The video decoder 30 of FIG. 3 may, in some cxamples,
perform a decoding pass generally reciprocal to the encoding pass described with
respect to the video encoder 20 (see FIG. 2).

(81847} The entropy decoding unit 70 performs an entropy decoding process on the
encoded bit stream to retricve a onc-dimensional array of fransform coefficients. The
entropy decoding process used depends on the entropy coding used by the video
encoder 20 {e.g., CABAC). The entropy coding process used by the encoder may be
signaicd in the encoded bitsiream or may be a predetermined process. Entropy
decoding unit 70 may be configured to code the transform cocfficients,

16138} In some examples, the entropy decoding unit 70 {(or the inverse quantization umit
76) may scan the received values using a scan mirroring the scanning mode used by the
entropy encoding unit 56 (or the quantization unit 34) of the video encoder 20.
Although the scanning of coefficients may be performed in the inverse guantization unit
76, scanning will be deseribed for purposes of illastration as being performed by the
entropy decoding unit 70, In addition, although shown as separate functional units for
case of illustration, the structure and functionality of the entropy decoding unit 70, the
mverse quantization unit 76, and other units of the video decoder 30 may be highly
integrated with one anothet.

(8189} The inverse quantization unit 76 inverse quantizes, .., de-quantizes, the
quantized transform coefficients provided in the bitstream and decoded by the entropy
decoding unit 70. The inverse quantization process may mchide 8 conventional process,
¢.g., similar to the processes proposed for HEVC or defined by the H.264 decoding
standard. The taverse quantization process may inchude use of a quantization parameter
QP calculated by the video encoder 20 for the CU to determine a degree of quantization
and, likewise, a degree of inverse quantization that should be applied. The inverse

quantization unit 76 may inverse quantize the transform cocfficients either before or
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after the coefficients are converted from a one-dimensional array to a two-dimensional
array.

(8118} The inverse transform processing unil 78 applics an inverse transform to the
imverse quantized transtorm coefficiends. In some examples, the inverse transform
processing unit 78 may determine an inverse transform based on signaling from the
video encoder 20, or by inferring the transform from one or more coding characteristics
such as block size, coding mode, or the like. In some examples, the inverse transform
processing unit 78 may determine a transform to apply to the current block based on a
signaled transform at the root node of a quadtree for an LCU including the current
block. Alternatively, the transform may be signaled at the root of a TU quadtree for a
leat-node CU 1o the LCU guadtree. In some examples, the inverse transform processing
umit 78 may apply a cascaded inverse transform, in which foverse transform processing
unit 78 applies two or more imverse transforms to the transform coefficients of the
current block being decoded. The intra-prediction processing vnit 74 may gencrate
prediction data for a current block of a current frame basced on a signaled intra-
prediction mode and data from previously decoded blocks of the current frame.

{8111} The motion compensation unit 72 may retrieve the motion vector, motion
prediction direction and reference index from the encoded bitstream. The reference
prediction direction indicates whether the fnter-prediction mode is uni-directional {e.g.,
a P frame) or bi-directional {a B frame). The reference index mdicates which reference
frame the candidate motion vector is based on.

16112} Based on the retrieved motion prediction divection, reference frame index, and
motion vector, the motion compensation unit produces a motion compensated block for
the corrent portion. These motion compensated blocks essentially recreate the
predictive block used fo produce the residual data.

{68113} The motion compensation unit 72 may produce the motion compensated blocks,
possibly performing interpolation based on interpolation filters. Identifiers for
interpolation filters to be used for motion estimation with sub-pixel precision may be
ncluded in the syntax clements. The motion compensation unit 72 may use
mterpolation filters as used by the video encoder 20 during encoding of the video block
to calculaie interpolated values for sub-integer pixels of a reference biock. The motion

compensation unit 72 may determine the tderpolation filters used by the video encoder
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predictive blocks.

(8114} Additionally, the motion compensation unit 72 and the intra-prediction
processing unit 74, in an HEVC example, may use some of the syntax information (e.g.,
provided by a quadtree) to determine sizes of LCUs used to encode frame(s) of the
encoded video sequence. The motion compensation unit 72 and the intra-prediction
processing unit 74 may also use syntax information to determine sphit mformation that
describes how each CU of a frame of the encoded video sequence is split {and hkewise,
how sub-CUs are split). The syntax information may also inclode modes indicating
how each split is encoded {e.g., intra- or inter-prediction, and for intra-prediction an
intra-prediction encoding mode), one or more reference frames (and/or reference lists
containing identifiers for the reference frames) for cach inter-encoded PU, and other
information to decode the encoded video sequence.

14115} The summer 80 combines the residual blocks with the corresponding prediction
blocks generated by the motion compensation unit 72 or the intra-prediction processing
unit 74 to form decoded blocks. 1f desired, a deblocking filter may also be applied to
filter the decoded blocks in order to remove blockiness artifacts. The decoded video
blocks are then stored in the reference frame buffer 82 (also referred to as a decoded
picture buffer), which provides reference blocks for subsequent motion compensation
and also proeduces decoded video for presentation on a display device (such as the
display device 32 of FIG. 1),

16116} Flicker detection unit 73 is configured to perform any combination of the
flickering detection and/or flickering mitigation techniques n accordance with the
techniques of this disclosure. Flicker detection unit 73 may access a current picture and
& nexi picture in the display order from reference frame buffer 82 or from video data
memory 69, Flicker detection unit 73 may also be configured to indicate or restrict a
particular video coding mode or coding tools by signaling motion compensation unit 72
and/or intra-prediction processing unit 74.

16317} Flicker detection unit 73 may also be configured to signal entropy decoding unit
70 to CABAC decode information, such as syntax elements, to entropy decoding unit
70. Such information may include a flag syntax element, indicating whether a particular

region will flicker, as some exampies. In other examples, flicker detection unit 73 may
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signal context information for CABAC decoding of syntax clements to entropy
decoding unit 70,

(8118} As described above, video decoder 30 may apply various flickering mitigation
techniques. As an exarople, flicker detection unit 73 may only decode the flickering
flag for CUs with a specified ninimuom size, such as 16716 or sbove. In this case, for
CUs smaller than 16x16, e.g., CUs of size 8%, flicker detection unit 73 may not decode
the flickering flag. For CUs loss than the miniowm size, video decoder 30, and in
particular flicker detection unit 73 and entropy decoding unit 70, may infer that the
flickering flag is false (i.e. cqual to zero). Inferring, rather than signaling the value of
the flickering flag reduces the bitstream complexity and/or saves bits in some cases. In
addition, video encoder 20 may encode a high-level control flag may at a sequence,
picture, or slice level to indicate whether flicker mitigation 1s enabled for that particular
level of the video data, e.g. whether flicker mitigation is enabled for the picture, shice, or
sequence. In this case, flicker detection unit 73 may similarly infer the value of the
flickering flag CUs, PUs, TUs, blocks, or other clements of the bitstream.

16119} Examples described above with respect to FIG. 2 described that video encoder
20 may determine and encode value of the flickering flag. However, video decoder 30
may alse determing the value of the flickering tlag. For example, flicker detection unitt
73 may perform the process of flicker detection to determine whether a block will
flicker for every block size under certain conditions. For example, if video encoder 20
signais the flickering flag at the CU level, flicker detection unit 73 may perform
flickering detection on each CU size from 64%64 to 8x8 to determine the value of the
flickering flag for each block of the CU.

(8128} In still other examples, flicker detection unit 73 may also determine whether
cach 16x16 block is flickering. For a larger block size such as 32x32 and 64764 block
sizes, if any of the 16716 blocks within the larger block s marked as flickering either
by video encoder 20 or video decoder 30, flicker detection unit 73 may consider the
larger encompassing block fo also be flickering. In yet another example, it may be
possible for flicker detection unit 73 to mark a 32x32 or 64#64 block as tlickering only
when a mumber of 16x16 blocks within the larger encompassing block that are
flickering is above a threshold.

(8121} As described elsewhere, and in accordance with the techniques of this

disclosure, flicker detection umit 73 of video decoder 30 may be configured to: code
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nformation indicating whether a block from a current picture will flicker. A
determination of whether the block from the current picture will flicker may be based on
the block in the current picture in a display order and a collocated block from a next
picture o the display order.

(8122} FIG. 4 18 a tlowchart illustrating a process for performing flicker detection in
accordance with the techniques of this disclosure. It should be understood for the
purposes of example that a video encoder or decoder, such as flicker detoction unit 43 of
video encoder 20 or flicker detection umit 73 of video decoder 30 may perform any of
the technigues described herein.

(8123} In the example of FIG. 4, flicker detection unit 43 of video cocoder 20 may
determine a SAD {or another difference metric) between a block of a current picture and
a collocated block of a next picture in display order (200). If flicker detection unit 43
determines that the SAD 1is greater than a threshold (YES branch of decision block 204},
flicker detection unit 43 marks the current block as non-flickering (202).

18124} If flicker detection unit 43 determings that the SAD is less than or equal to the
threshold, (NG branch of decision block 2043, tlicker detection unit 43 determines a
cumulative SAD of the current picture up to the current block (206). If the cumulative
SAD is less than or equal to a threshold comulative SAD (NO branch of 208), motion
estimation unit marks the block as non-flickering (202).
[8125] If the cumuilative SAD is greater than the threshold (YES branch of 208), flicker
detection unit 43 determines a paletic size of the block, and if the block is an edge block
(210). Flicker detection unit 43 also deterovines if the block is a texture block (216). i
the palette size of the block of the current picture 1s Icss than or equal to a threshold

paletic size or the block is an edge block (NG branch of 212}, flicker detection unit 43

size threshold and the block is not an edge block (YES branch of 212), flicker detection
unit 43 marks the block as flickering (Z14).

18126} If flicker detection unit 43 determines that the block is a texture block (YES
branch of 218), flicker detection unit 43 marks the block as flickering (214). It flicker
detection unit 43 determines that the block is not a texture block, (NG branch of 218},
fhcker detection unit 43 marks the block as non-flickering (202).

(8127} FIQG. 5 15 a flowchart illustrating a process for performing flicker detection and

flicker mitigation i accordance with the techniques of this disclosure. It should be
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understood for the purposes of example that a video encoder or decoder, such as video
encoder 20 or video decoder 30 may perform any of the techniques described herein.
(8128} In the example of FIG. §, flicker detection unit 43 and entropy encoding unit 56
of video eocoder 20, or entropy decoding untt 70, and flicker detection unit 73 of video
decoder 30, may code mformation, such as a flickering flag, indicating whether a block
from a current picture will flicker (240). Flicker detection unit 43 or flicker detection
unit 73 may code the information indicating whether the block from the current picture
will flicker based on the block in the curvent picture in a display order and a colioeated
block from a next picture in the display order. In some examples, to code the
information indicating whether the block will #licker, video encoder 20 or video decoder
30 may code a syntax cloment in a bitstroam that indicates a certain region of the current
picture is a fhickering region (242).

(81291 Video encoder 20 and video decoder 30 may store carrent picture and the next
picture in the display order in video data memory 39, video data memory 69, reference
frame buffer 69, and/or or reference frame buffer 82, In some examples, flicker
detection unit 43 or fhicker detection unit 73 may be further configured to code the block
based on the mformation indicating whether the block will flicker.

(8138} For example, flicker detection unit 43 may determine whether a block from a
current pictire will flicker. Flicker detection unit 43 may generate, and entropy
encoding vnit 56 may encede information indicating whether the block from the current
picture will flicker based on the block in the current picture in 3 display orderand a
collocated block from a next picture in the display order. Flicker detection unit 43 and
entropy encoding unit 56 may encode the block based on the information indicating
whether the block will flicker. To encode the information indicating whether the block
from the current picture will flicker, entropy encoding unit 56 may perform CABAC
encoding responsive to flicker detection unit 43 generating the information.

(#1311 As another example, entropy decoding unit 70 may receive information
indicating whether a block from a current picture will flicker. Entropy decoding omit 7
may perform CABAC decoding on the received information responsive to receiving the
nformation. Fhicker detection unit 73 may further determine whether the block will
flicker bascd on the block in the cusrent picture in a display order and a collocated block

from a next picture in the display order. Flicker detection unit 73 and video decoder 30
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may further decode the block based on the information indicating whether the block will
fhicker.
(8132} In various examples, video encoder 20 and/or video decoder 30 may perform
various types of processing based on the mformation indicating whether the block from
the current picture will flicker. In some examples, video decoder 30 may perform
varipus post-decode processing technigues.
16133] In some exampies, to code the information indicating whether the block will
flicker, video encoder 20 or video decoder 30 may code 4 syntax clement in a bitstream
that indicates a certain region of the current picture is a flickering region. The block
may also be within the flickering region in some examples.
(8134 In another example, to code the block, flicker detection unit 43 or flicker
detection unit 73 may code the block based on constraints on coding tools for the certain
region indicated to be the flickering region. The constraints may comprise disabling
spatial intra prediction in the flickering region by marking a spatially-neighboring
block, relative to the current block, and of the flickering region, as unavailable for intra-
predicion. The constraints may also comprise marking the blocks, e.g. by flicker
detection wnit 43 or flicker detection onit 73, as unavailable for intra prediction in
various exampies.
[8135] In some examples, entropy encoding unit 36 or entropy decoding wmit 70 may
reset stats of CABAC context modeling for the fhickering region, and code (i.e. encode
or decode) the block of the current picture based on the reset status of the CABAC
context modeling. To code the information ndicating the picture will flicker, entropy
encoding unit 56 or entropy decoding unit 70 may encode or decode a thckering flag,
espectively, in various examples.
(8136} In some cxamples, flicker detection unit 43 may code the information indicating
the block will flicker based on at least one of: a SAD between the block of the current
picture and the block of the next picture, or an MSE between the current block and the
next block, In siill further examples, to code the information indicating that the current
block will flicker, flicker detection unit 43 may code the information indicating whether
the block will flicker based on whether a palette size of the block exceeds a threshold
paletic size when at least one of the SAD or the MSE is less than a threshold.
(8137} In various examples, to CABAC code the flickering flag, entropy encoding vnit

536 or entropy decoding unit 70 may CABAC code the tlickering flag using values of
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flickering flags of spatially-neighboring blocks relative to the block of the current
picture as context for the CABAC coding.

(8138} In various oxamples, flicker detection wnit 43 may code the information
indicating whether the block from the current picture will flicker only if a CU of the
region has a nunimum size. In various examples flicker detection umit 43 may code the
mformation indicating whether the block from the current picture will flicker when at
feast one of: a palette size of the block is greater than a threshold palette size, the block
is an edge block, or the block 1s a texture block.

{8139} In one or more examples, the functions described may be implemented in
hardware, software, firmware, or any combination thercof. If implemented in software,
the functions may be stored on or transmitted over, as onc or more instructions or code,
a computer-readable medium and executed by a hardware-based processing unit.
Computer-readable media may include computer-readable storage media, which
corrgsponds to a tangible medium such as date storage media, or communication media
ncluding any roedivm that factlitates transfer of a computer program from one place to
another, e.g., according to a communication protocol. In this manner, computer-
readable media generally may correspond to (1) tangible computer-readable storage
media which is non-transitory or {2) a communication mediw such as a signal or
carrier wave. Data storage media may be any available media that can be aceessed by
ONE OF MOYe COMpuiers oF ONe OF WMOLe Processors to refricve nstructions, code and/or
data structures for implementation of the techniques described o this disclosure. A
computer program product may include a computer-readable medium,

16148} By way of example, and not limitation, such computer-readable storage media
can comprise RAM, ROM, EEPROM, CEB-ROM or other optical disk storage, magnetic
disk storage, or other magnetic storage devices, flash memory, or any other medium that
can be used fo store desired program code in the form of mstractions or data structares
and that can be accessed by a computer. Also, any connection is properly termed a
computer-readable medium. For example, if instructions are transmitted from s
website, server, or other remote source using 2 coaxial cable, fiber optic cable, twisted
pair, digital subscriber line (DSL), or wireless technologies such as infrared, radio, and
microwave, then the coaxial cable, fiber optic cable, twisted pair, DSL, or wircless
technologics such as infrared, radio, and microwave are inchaded in the definition of

medium. Tt should be understood, however, that computer-readable storage media and
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data storage media do not include connections, carrier waves, signals, or other transient
media, but are instead directed to non-transient, tangible storage media. Dnisk and disc,
as used herein, includes compact disc (CD), laser disc, optical disc, digiial versatile disc
(DVD), floppy disk and Blu-ray disc, where disks usually reproduce data magnetically,
while dises reproduce data optically with lasers. Combinations of the above should also
be included within the scope of computer-readable media.

16141} Instructions may be cxecuted by oBe OF MOTe Processors, such as one or more
digital signal processors (D5Ps), general purpose microprocessors, apphication specific
mtegrated circuits (ASICs), field programmabie logic arrays (FPGAS), or other
equivalent integrated or discrete logic circuitry, Accordingly, the term “processor,” as
used berein may refer to any of the foregoing structure or any other structure suitable for
mplementation of the techniques described heremn. In addition, n some aspects, the
functionality described herein may be provided within dedicated hardware and/or
software modules configured for encoding and decoding, or incorporated in a combined
codec. Also, the techniques could be fully implemented in one or more ctrenits or logic
clements.

{83142} It is to be recognized that depending on the exarpie, cortain acts or events of
any of the methods deseribed herein can be performed in a different sequence, may be
added, merged, or left out all together {e.g., not all described acts or events are
necessary for the practice of the method). Morgover, in certain embodiments, acts or
events may be performed concurrently, ¢.g., through multi-threaded processing,
interrapt processing, or nmutiple processors, rather than sequentially.

18143} Those of skill will recognize that the various illustrative logical blocks, modules,
circuits, and algorithim steps described in connection with the methods, systems, and
apparatuses disclosed herein may be implemented as clectronic hardware, computer
software executed by a processor, or combinations of both. To clearly llustrate thas
mterchangeability of hardware and software, various illustrative components, blocks,
modules, circuits, and steps have been described above generally in terms of thewr
functionality. Whether such functionality is implemented as bardware or software
depends upon the particular application and design constraints imposed on the overall
systern. Skilled artisans may implement the described functionality in varying ways for
each particular apphication, but such implementation decisions should vot be interpreted

as causing a departure from the scope of the present mvention.
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16144} Moreover, examples disclosed herein may be implemented or performed with an
electronic device or eireuit such as a general purpose processor, a digital signal
processor {(DSP), an application specific integrated circuit (ASIC)Y, a field programmable
gate array (FPQGA) or other prograramable logic device, discrete gate or transistor logic,
discrete hardware components, or any combination thereof designed to perform the
functions described herein. A general purpose processor may be a microprocessor, but
in the alternative, the processor may be any conventional processor, controller,
microcontroller, or state machine. A processor may also be mplemented as a
combination of computing devices, ¢.g., a combination of 8 DSP and a microprocessor,
a plurality of microprocessors, one of MOFe MICTOPIocessors in conjunction with a BSP
core, or any other such configuration.

6145} The steps of a method or algorithm described in connection with the
embodiments disclosed herein may be embodied directly in hardware, in a software
module cxecuted by a processor, or in a combination of the two. A software module
may reside in RAM memory, flash memory, ROM memory, EPROM memory,
EEPROM memory, registers, hard disk, a removable disk, a CD-ROM, or any other
form of storage modivm known in the art. An exemplary storage medium is coupled to
the processor such the processor can read information from, and write information to,
the storage medium. In the alternative, the storage medium may be integral to the
processor. The processor and the siorage medivm may reside in an ASIC. The ASIC
may reside in a user terminal. In the alternative, the processor and the storage medium
may reside as discrete components in a user terminal.

16146} The techniques of this disclosure may be implemented in a wide variety of
devices or apparatuses, including a wireless handset, an integrated circuit (IC) or a set of
1Cs {e.g., a chip set). Various components, modules, or units arc described in this
disclosure to emphasize functional aspects of devices configured to perform the
disclosed techniques, but do not necessarily require realization by different hardware
units. Rather, as described above, various units may be combined in a codec hardware
unit or provided by a collection of interoperative hardware votls, including one or more

processors as described above, in conjunction with sutable software and/or firmware.
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WHAT IS CLAIMED IS:
1. A method of coding video data, the method comprising:

coding information indicating whether a block from a current picture will
flicker, wherein a determination of whether the block from the current picture will
fiicker is based on the block in the current picture in a display order and a collocated

block from a next picture in the display order.

The method of claim 1, further comprising:

[

generating the information indicating whether the block from the current picture
will flicker,

wherein coding the information indicating whether the block from the current
picture will thcker comprises context adaptive binary arithmetic coding (CABAC)

encoding the information responsive to generating the mformation.

3. The method of claim 1, further comprising:

receiving the information indicating whether the block from the current pienire
will flicker,

wherein coding the information indicating whether the block from the current
picture will thcker comprises context adaptive binary arithmetic coding (CABAC)

decoding the information responsive to receiving the information.

4. The method of claim |, wherein coding the information comprises coding a

fhckering flag.

5. The method of claim 4, further comprising:
context-adaptive binary coding ({CABAC) coding the fhickering tlag using values
of flickering flags of spatially-neighboring blocks relative to the block from the current

picture as contexis for the CABAC coding.
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6. The method of claim {, wherein coding the information indicating the block
from the current picture will flicker comprises coding the information based on at least
one oft a sum of absolute differences {SAD) between the block from the corrent picture
and the bleck from the next picture, or a mean squared crror {MSE) between the block
from the current picture and the block from the next picture.
7. The method of claim 6, wherein coding the information indicating whether the
block from the current picture will thicker further comprises: when the at least one of the
SAD or the MSE is legs than a threshold,

coding the information indicating whether the biock from the current picture will
flicker based on whether a palette size of the block from the current picture exceeds 2

threshold palette size.

8. The method of claim §, wherein the information indicating whether the block
from the current picture will flicker is coded only if a coding unit (CU) of the region has

4 i size.

9. The method of claim 1, wherein coding the information indicating whether the
block from the current picture will flicker comprises:

coding the information when at least one of: a palette size of the block is greater
than a threshold paletic size, the block from the current picture is an edge block, or the

block from the currend picture is a texture block.

10. The method of claim i, wherein coding the information indicating whether the
block from the current picture will flicker comprises:
coding the information indicating whether the block from the currvent picture will

flicker based on whether the collocated block was marked as flickering.

1t The method of claim 1, further comprising:
coding the block from the current picture based on the mformation indicating

whether the block will flicker.
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12, The method of claim |, wherein coding the information comprises coding a
syntax element in a bitstream that indicates a certain region of the current picture is a
flickering region,

wherein the block is within the flickering region.

13. The method of claim 12, wherein coding the block from the current pictore
further comprises:
resetiing a status of CABAC context modeling for the flickering vegion; and
coding the block from the current picture based on the reset status of the

CABAC context modeling,

14, The method of claim 12, further comprising:
coding a block from the current picture based on constraints on coding tools for

the certain region indicated to be the flickering region.

15. The method of claim 14, wherein the constraints comprise disabling spatial intra
prediction in the flickering region by marking a spatially-neighboring block, relative to

the block from the current picture, and of the flickering region, as unavailable for intra

prediction.
16.  The method of claim 12, wherein the constraints comprise marking blocks inside

the flickering region as unavailable for intra prediction.

17. A device for coding video data conmprising:

a memoery configured to store video data; and

at least one processor configured to:

code information indicating whether a block from a current picture will flicker,
wherein a determination of whether the block from the current picture will flicker is
hased on the block in the current picture in a display order and a collocated block from a

next picture in the display order.
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18, The device of claim 17, wherein to code the information indicating whether the
block from the current picture will flicker, the at least one processor is further
configured to:

code a syntax clemerd in a bitstream that indicates a certain region of the current
picture is a flickering region,

wherein the block is within the flickering region,

19, The device of claim 18, wherein the at least one processor 18 further configured

code the block from the current picture based on counstraints on coding tools for

the certain region indicated to be the flickering region.

24, The device of claim 18, wherein to code the block from the current picture, the
at least one processor is further configured to:

reset a status of CABAC countext modeling for the flickering region; and

code a block from the current picture based on the reset status of the CABAC

coniext modeling.

2%, The device of claim 17, wherein to code the information indicating the block
from the carrent picture will flicker, the at least one processor s further configured to
code the information based on at least onc oft a sum of absoluic differences (SAD)
hetween the block from the current picture and the block from the next picture, or a
mean squared error (MSE) between the block from the current picture and the block

from: the next picture.

22, The device of claim 17, wherein the information fndicating whether the block
from the carrent picture will flicker is coded only if a coding unit {CU) of the region has
8 minimum size.

23, The device of claim 17, wherein the at least one processor is further configured

code the block from the curront picture based on the information indicating

whether the block will flicker.
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24, The device of claim 17, wherein to code the information indicating whether the
block from the current picture will flicker, the at least one processor is further
configured to;

code the information when at least one oft a palette size of the block is greater
than a threshold palette size, the block from the current picture is an edge block, or the

block from the currend picture is a texture block.

28, A device for coding video data, the device comprising:

means for coding information indicating whether a block from a corrent picture
will flicker; and

means for determining whether the block from the current picture will flicker
based on the block in the current picture in a display order and a collocated block from a
next picture in the display order.
26.  The device of claim 25, wherein the means for coding the information indicating
whether the block from the current picture will flicker further comprises means for
coding a syntax element n a bitstream that indicates a certain region of the current
picture is a flickering region,

wherein the block is within the flickering region,

27.  The device of claim 26, further comprising:
means for coding the block from the current picture based on constraints on

coding tools for the certain region indicated to be the flickering region.

28, The device of claim 26, further comprising:

means for resetting a status of CABAC context modeling for the flickering
region; and

means for coding the block from the current picture based on the reset status of

the CABAC context modeling.

29, The device of claim 26, further comprising: means for coding the block from the

current pictire based on the information fndicating whether the block will flicker.
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30. A non-transitory computer-readable storage mediom comprising instructions
stored thereon that, when executed, cause at least ong processor to:

code information indicating whether a block from a currerd picture will flicker,
wherein a determination of whether the block from the current picture will flicker is
based on the block in the current picture in a display order and a collocated block from a

next picture in the display order,
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