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Abstract: There is provided a method and server for retrieving data from a data storage system including a plurality of storage nodes. The method may include sending a multicast message to at least a subset of the storage nodes. The multicast message may include a request for the subset of storage nodes to send the data. The multicast message may further include a data identifier, indicating the data to be retrieved. Moreover, the method may include receiving data from a first storage node of the subset of storage nodes. The data received from the first storage node may correspond to the requested data. At least the act of sending a multicast message or the act of receiving data from the first storage node may be performed on a condition that an estimated size of the data is less than a predetermined value.

Method for retrieving data from a data storage system

1. Send multicast message to a plurality of storage nodes
2. Receive data from at least two storage nodes
3. Check integrity of the received data
4. Is the data integrity maintained?
   - Yes: Select data from one storage node
   - No: Repeat steps 1-3
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METHOD FOR DATA RETRIEVAL FROM A DISTRIBUTED DATA STORAGE SYSTEM

TECHNICAL FIELD

[0001] The present disclosure generally relates to methods for retrieving data from a data storage system including a plurality of storage nodes.

BACKGROUND

[0002] Data storage systems may include a large number of separate storage facilities. Such systems are becoming increasingly utilized for storing and sharing large amounts of data.

[0003] Often data flow between the large number of storage facilities included in the data storage systems may be complex, and nodes may handle data acquisition requests from numerous nodes in the data storage system. Additionally, to decrease the risk of data corruption and to avoid losing data a redundant data storage system may be employed. For example, identical copies of the data may be stored at several storage facilities.

[0004] In addition, the data storage system may comprise various safety mechanisms, making the system more robust. However, the safety mechanism may add complexity to the system.

[0005] Although data may be read into and out of distributed storage systems, accessing data in the system may be burdensome or may require complex processing. Several storage nodes may be involved in both read and write operations.
SUMMARY OF THE INVENTION

[0006] A method for rendering the retrieval of data from a data storage system including a plurality of storage nodes is disclosed. The method may be faster and/or more efficient than previous methods.

[0007] According to an embodiment, there is provided a method for retrieving data from a data storage system including a plurality of storage nodes. The method may include sending a multicast (e.g., broadcast) message to at least a subset of the storage nodes. A multicast message may include a request for the identification of the subset of storage nodes to send the data. The multicast messages may further include a data identifier, which may indicate the data to be retrieved. The method may include receiving data from a first storage node of the subset of storage nodes. The data received from the first storage node may correspond to the requested data. Moreover, at least the act of sending a multicast message or the act of receiving data from the first storage node may be performed on a condition that an estimated size of the data is less than a predetermined value.

[0008] The method may be embodied as software/hardware combination which may be executed on a server or some other data retrieving device. In another example, the method may be embodied as software/hardware implementation which may be executed on one or several storage nodes included in the data storage system.

[0009] The data storage system may include a plurality of storage nodes. At least one of these storage nodes may store the data to be retrieved.

[0010] The multicast message may be directed to all or a subset of the storage nodes. One reason for directing the multicast message to a subset of the storage nodes may be that some of the storage nodes included in the data storage system may suffer from a temporary, or in another example persistent, malfunction. For example, the connection to some of the storage nodes may be down, temporarily or persistently.

[0011] As an example, rather than receiving information about which of the storage nodes may store the requested data, an instance of the requested data may be received directly, without additional communication with the storage nodes.

[0012] Thus, the number of communications between the storage nodes and a data retrieving device may be reduced. For example, the requested data may be received from a first storage node directly as a response to a multicast message, optionally along with additional information such as related storage location information. The additional information may include information regarding locations where the requested data is stored.
[0013] In an example, rather than receiving a reply message from each or some of the plurality of storage nodes as a response to the initial multicast message, wherein the reply message include storage location information about where the data to be retrieved is stored, the replies may directly include the data to be accessed, for example based on a determination that the size of the data is below a certain threshold value. In this example, rather than retrieving the data by means of an additional dedicated unicast communication to those storage nodes storing the data based on the storage location information received in the response to the multicast message, the data may be received directly. Thus, the method for retrieving data may involve fewer operation or communications between storage nodes.

[0014] Thus, in view of the above, the retrieval of data from a data storage system including a plurality of storage nodes may be rendered more effective.

[0015] According to an embodiment, the act of sending a multicast message and the act of receiving data from the first storage node may be performed on a condition that an estimated size of the data is less than a predetermined value. For example, when handling large amounts of small quantities of data, the method may be performed very efficiently, while at the same time avoiding the risk of undesired transmittals of large quantities of data which might overload or slow down the system.

[0016] An estimated size of the data may be established according to previous data retrievals, expectations of a typical size of data retrievals, and/or according to a method of weighing various factors to produce an estimated size of the data. For example, for data that may be frequently requested, information learned from previous requests (e.g., data size, location, file type, etc.) may be used to estimate the current size of the data. For example, these data quantities may be known to be modified in relatively small portions from one data retrieval to the next.

[0017] According to an embodiment, the data received from the first storage node may include reference data, which may correspond to the requested data, on a condition that the size of the data exceeds the predetermined value. For example, undesired transmittals of large quantities of data may be avoided. Instead of sending the requested data, reference data corresponding to the requested data may be received. The reference data may comprise information about an unsuccessful sending of the requested data and/or information about an actual size of the data (as opposed to an estimated size of the data), a current load condition, a free storage space available in the first storage node, a system age of the first storage node, position information about the first storage node, and/or the like.

[0018] According to an example, the method may further include analyzing whether the data received from the first storage node fulfills a set of criteria. The set of criteria may be
predetermined or change with time according to an evaluation by a storage node and/or server. For example, the set of criteria may include a desired or accepted integrity state of the data, a required maximal or minimal size of the data, whether portions of the data have been received before, and/or the like. The reliability and robustness of the data storage system may be improved by considering such factors when determining what data may be transmitted and what data may be transmitted in the form of a reference.

[0019] In an example, portions of the received data may be analyzed by using a comparison to reference data; for example, reference data may be employed when a small portion of the received data differs from the reference data.

[0020] According to an embodiment, the method may further include discarding the data received from the first storage node based on the analysis. Improved reliability and robustness may be obtained. For example, the analysis may determine that some instances of the data may not be acceptable instances of the data. For example, acceptable instance may comply with a certain set of criteria, such as a desired integrity state of the data. The instances that comply with the criteria may be retrieved from the data storage system, while instance that do not comply may be ignored.

[0021] According to an example, the act of sending a multicast message and the act of receiving data from the first storage node may be repeated based on the analysis. In case the data does not fulfill a set of desired criteria, the process of retrieving the requested data may be repeated until an acceptable instance of the data is obtained. Optionally, a maximum, predetermined number of repetitions may be established, and the process may be halted once the maximum is reached.

[0022] According to an embodiment, the method may further include receiving data from a second storage node of the subset of storage nodes. The data received from the second storage node may correspond to the requested data. The data may be received from the second storage node in a manner similar to the method employed to receive data from the first storage node. In addition, in case the received data from the first storage node is corrupted, the data received from the second storage node may be utilized to ensure the data is accurate/and or to correct the corrupted data. Also, the first storage node may be suffering from a temporary or persistent malfunction, and the second storage node may serve as a backup storage node.

[0023] For example, the method may further include receiving data from more than two storage nodes of the subset of storage nodes.

[0024] According to an embodiment, the method may further include analyzing whether the data received from the first storage node and the data received from the second storage node
fulfill a set of criteria. By accessing the first as well the second storage node, the two instances of data may be compared to each other, for example by means of a checksum or the like, and analyzed to establish whether the set of criteria are fulfilled.

[0025] As an example, if the data received from the first and second storage nodes are in compliance as determined by the analysis, a further process to receive data from additional storage nodes, such as additional instance of the data, may be stopped or interrupted.

[0026] According to an example embodiment, the method may further include discarding at least one of the data received from the first storage node and the data received from the second storage node based on the analysis. As explained above, the discarding may ensures that acceptable instances of data, according to a certain set of criteria, are retrieved from the data storage system, while corrupted or out-of-date data may be discarded.

[0027] If the data received from the first and second storage nodes both are considered to be acceptable as a result of the analysis, a further selection procedure may be initiated to select one of them and to discard the other. The selection procedure may be based on a current load condition, geographical positions, and/or other selection criteria, of the first and second storage nodes, respectively. Note, however, that also other types of selection procedures may be possible.

[0028] In an example, rather than discarding the data that is not selected, the data may be saved. At least one of the data received from the first storage node and the data received from the second storage node may be stored as reference data for future analysis.

[0029] According to an example, the act of sending a multicast message and at least one of the act of receiving data from the first storage node and the act of receiving data from the second storage node may be repeated based on the analysis. For example, the instances of the requested data may have unacceptable qualities, a repetition of the acts of sending and receiving may be performed.

[0030] The act of sending a multicast message and at least one of the act of receiving data from the first storage node and the act of receiving data from the second storage node may be repeated until an acceptable instance of the requested data is obtained. Optionally, only a maximum, predetermined number of repetitions may be permitted.

[0031] According to an embodiment, the data received from the first storage node may be sent by means of unicast communication.

[0032] According to an embodiment, the method may further include determining whether a capability of the first storage node fulfills a set of characteristics. The capability of the first storage node may be at least one of a current load condition of the first storage node, an
expected or estimated load condition of the first storage node, information about a free storage space available in the first storage node, information about a system age of the first storage node, position information about the first storage node, and/or the like.

[0033] The sending of the requested data from the first storage node may be selected according to a queue scheme in relation to other storage nodes included in the data storage system. Information about such capabilities may be stored at the first storage node or, optionally, at some other storage nodes included in the data storage system. For example, this information may be stored at other devices outside of the data storage system, such as at a server in communication with the data storage system.

[0034] According to another example, the method may further include determining whether a capability of a communications network connecting the plurality of storage nodes fulfills a set of characteristics. The plurality of storage nodes and a data retrieving device, such as a server, may be connected to each other via a communications network, such as a Local Area Network, a Wide Area Network and/or the Internet. The capability of the communications network may, for example, be a current connection speed to each of the storage nodes or the data retrieving device, a type of connection associated to each of the storage nodes or the data retrieving device, and or the like.

[0035] According to an embodiment, the data received from the first or second storage node may include a collection object including a reference to data of the data storage system. The data may include at least one of a set of another collection object or a data file other than a collection object.

[0036] According to an embodiment, a server may be adapted to retrieve data from a data storage system that includes the plurality of storage nodes. The server may include a transmitter adapted to send a multicast message to at least a subset of the storage nodes. The multicast message may include a request for the subset of storage nodes to send the data. The sever may also include a receiver adapted to receive data from a first storage node of the subset of storage nodes. The data received from the first storage node may correspond to the requested data.

[0037] Thus the sever may access data stored on the plurality of storage nodes. In an example, the server may act as a storage node in the system.

[0038] Other features of the disclosed embodiments will become apparent to those skilled in the art upon review of the following drawings, the detailed description, and the appended claims.
BRIEF DESCRIPTION OF THE DRAWINGS

[0039] The above, as well as additional objects and features will be better understood through the following illustrative and non-limiting detailed description of embodiments disclosed herein, with reference to the appended drawings, where like reference numerals may be used for like elements.

[0040] Fig. 1 illustrates an example embodiment of a distributed storage system.

[0041] Figs. 2a-b schematically illustrate an example embodiment of a data retrieval process.

[0042] Fig. 3 is a flow chart illustrating an example embodiment of the method for retrieving data from a data storage system.

DETAILED DESCRIPTION

[0043] The structure of an example embodiment of a distributed data storage system 100 is outlined schematically in Fig. 1. The distributed data storage system 100 may include a plurality of storage nodes 140. Storage nodes 140 may communicate with server 130, which may be a data retrieval device. The system may be reliable and robust. For example, in U.S. Patent Application No. 13/125,524, filed April 21, 2011, the contents of which are hereby incorporated by reference herein, there is disclosed a method for maintaining data in the data storage system by replicating data files at the various storage nodes when needed. The system according to U.S. Patent Application No. 13/125,524 may therefore be considered to be self-healing.

[0044] Fig. 1 illustrates a client-server configuration, according to which a user computer 110 may access applications 132, 134 for example via the Internet 120. Applications 132, 134 may run on a server 130. In Fig. 1, two applications 132, 134 may run on the server 130. It is understood, however, that any number of applications may run on the server 130. Each application 132, 134 may include an API (Application Programming Interface) 136, 138 which may provide an interface in relation to the distributed data storage system 100. API 136, 138 may support requests, typically write and read requests, from an applications running on the server. From an the point of view of an application, reading or writing information from/to the data storage system 100 may be transparent. For example, the application may view the distributed data storage system as any other type of storage solution, for instance a file server or a hard drive.

[0045] Each API 136, 138 may communicate with storage nodes 140 in the data storage system 100. The storage nodes 140 may communicate with each other. Each storage node 140 may include a network interface card (NIC) so that a storage node may receive and send data
to/from other storage nodes 140 and the server 130. These communications may be based on
TCP (Transmission Control Protocol) and UDP (User Datagram Protocol).

[0046] Different APIs 136, 138 on the same server 130 may access different sets of
storage nodes 140. There may exist more than one server 130 which accesses each storage node
140. Additional servers, however, may not significantly affect the way in which the storage
nodes operate.

[0047] The components of the distributed data storage system may be the storage nodes
140 and the APIs 136, 138 in the server 130 which access the storage nodes 140. The present
embodiment as illustrated in Fig. 1 may relate to methods carried out in the server 140. In
another example, however, the methods may be carried out in one, or several, of the storage
nodes 140. Those methods may be embodied as combination software/hardware implementations
which are implemented on the server 130, or on one or more of the storage nodes 140. The
methods may define the operation and the properties of the overall distributed data storage
system.

[0048] The storage node 140 may typically be embodied by a file server which is
provided with a number of functional blocks. The storage node may thus comprise a tangible
storage medium 142, which typically comprises of a number of internal (e.g. connected via
Integrated Device Electronics (IDE) or Serial Advanced Technology Attachment (SATA) or
external hard drives (e.g. connected via USB or Firewire), optionally configured as a RAID
(Redundant Array of Independent Disk) system. Other types of storage media are however
conceivable as well.

[0049] The storage node 140 may further include a directory 144, which may include lists
of data entity/storage node relations as a host list.

[0050] In addition to the host list, each storage node 140 may further contain a node list
including the IP addresses of storage nodes in its set or group of storage nodes. The number of
storage nodes in a group may vary from a few to hundreds of storage nodes. The node list may
further have a version number.

[0051] Additionally, the storage node 140 may further include a cluster monitor block
146. The cluster monitor block 146 may be configured to carry out monitoring of other storage
nodes 140 in the data storage system 100.

[0052] The storage nodes 140 of the distributed data storage system 100 may be
considered to exist in the same hierarchical level. In an example, there may be no permanent
master storage node that is responsible for maintaining a directory of stored data entities and
monitoring data consistency, etc. Instead, all storage nodes 140 may be considered equal, and
may, at times, carry out data management operations vis-a-vis other storage nodes in the system. This equality may ensure that the system is robust. In case of a storage node malfunction, other nodes in the system may cover up the malfunctioning node and ensure reliable data storage.

[0053] According to the embodiment as illustrated in Fig. 1, the server 130 may exist at a different hierarchy level than the storage nodes 140. It is noted, however, that the server functionality as described in the present context may equally well be implemented in any, or several, of the storage nodes 140 included in the data storage system. This alternative implementation of the server functionality may give rise to a different, equally applicable, hierarchical structure of the data storage system.

[0054] In the following, the operation of the data storage system may be described with reference to Figs. 2a-b and 3. More specifically, the method of retrieving data from the data storage system may be outlined. Figs. 2a-b schematically illustrate an example embodiment of a data retrieval process while Fig. 3 illustrates a corresponding flow chart of an example method for retrieving data.

[0055] The data, or data set, to be retrieved from the data storage system may be one or several data files, a folder comprising data files or additional folders, a computer-readable collection object including a set of computer-readable references, and/or he like.

[0056] In more detail, the collection object may include a reference to data of the data storage system, the data including at least one of a set of one or more collection objects and data files, other than a collection object. A reference may be a reference to another collection object stored in the data storage system. A reference may also be a reference to one or more computer-readable data files, other than the collection objects, stored in the data storage system. A reference may include a pointer (e.g. a memory address) to a storage location at a storage node. A reference may include an identifier of the collection object or data file referred to.

[0057] A collection object may be embodied as a directory in a file system of a storage node. Data files referenced in the collection object may be data files stored in the directory. Collection objects referenced in the collection object may represent subdirectories stored in the directory.

[0058] A collection object may also be embodied as a file having a predetermined format. The file may be a special file in the file system of the storage medium. Alternatively, the file may be a data file in the file system of the storage medium. Such a file may be readable using the same routines of the file system as the data files. For example the file may be a plain text file including references to collection objects and/or data files.
[0059] The reading or retrieval of data, as well as other functions in the system, may utilize multicast communication to communicate simultaneously with a plurality of storage nodes. By a multicast or IP multicast is here meant a point-to-multipoint communication which may be accomplished by sending a message to an IP address which is reserved for multicast applications.

[0060] For example, a message, typically a request, may be sent to such an IP address (e.g. 244.0.0.1), and a number of recipient servers may be registered as subscribers to that IP address. Each of the recipient servers may have its own IP address. When a switch in the network receives the message directed to 244.0.0.1, the switch may forward the message to the IP addresses of each server registered as a subscriber.

[0061] In principle, a single server may be registered as a subscriber to a multicast address, in which case a point-to-point, communication may be achieved. However, in the context of this disclosure, such a communication may nevertheless considered a multicast communication since a multicast scheme is employed.

[0062] Unicast communication may also be employed. Unicast communication may be a communication with a single recipient.

[0063] With reference to Fig. 2a and Fig. 3, the method for retrieving data from a data storage system may include sending (box 310) of a multicast message to a plurality of storage nodes 220, 222, 224, 226 and 228. In the illustrated case there are five storage nodes each having an IP (Internet Protocol) address 192.168.1.1, 192.168.1.2, etc. The number of storage nodes is, needless to say, just an example. In this example, the query contains a data identifier "2B9B4A97-76E5-499E-A21A6D7932DD7927", which may for instance be a Universally Unique Identifier (UUID). The multicast message may include a request for each of the storage nodes to send a specific data set on a condition the data set is stored at the storage node in question.

[0064] The storage nodes 220, 222, 224, 226 and 228 may scan themselves for data corresponding to the identifier. If such data is found at some of the storage nodes, a response may be sent which may be received (box 320) by the server 210, cf. Fig. 2b. More specifically, each of the storage node/nodes storing the requested data set, in this illustrative example storage nodes 222 and 228, may transmit a response to the server 210. The response may include an instance of the requested data set from the storage node/nodes in question, which in Fig. 2b are illustrated by 222 or 228.

[0065] As illustrated, the response may optionally contain further information in addition to an indication that the storage node has an instance, or copy, of the requested data. For
example, the response may contain information from the storage node directory about other
storage nodes containing the data, storage location information, information regarding which
version of the data set is contained in the storage node, information about which API, and/or
which server, that created the version of the data set that is contained in the storage node,
information about a free storage space available at the storage node, information about a system
age of the storage node, and/or information regarding which load the storage node at present is
exposed to.

[0066] If, on the other hand, the data set is not stored at a particular storage node, this
storage node may be silent or may send reference data to the server. This reference data may
include information that the requested data set is not stored at the storage node in question and/or
may include information about the storage node, such as a current load condition, information
about a current data storage availability, storage location information, information about a
system age of the storage node, and/or the like.

[0067] The received data sets from the storage nodes 222 and 228 may then be analyzed
to check whether at least one instance of the requested data set has a maintained integrity (box
330). A maintained data integrity of a data set may correspond to the data set being similar as
compared to an original data set, up to certain acceptable data discrepancies. The integrity check
may ensure the data is accurate, for example the integrity check may ensure the data set is an
accurate copy of the original.

[0068] The act of analyzing may be implemented by analyzing received data from one
storage node, from two storage nodes, or alternatively from several, storage nodes. The analysis
of the data integrity may, for example, be performed in the server 210. For example, the analysis
may be implemented by means of a checksum algorithm, a cryptographic hash function such as
MD5 (Message-Digest Algorithm), a comparison of portions of some or all of the different
instances of the requested data set, a comparison with a reference data set, and/or the like.

[0069] As a consequence of the analysis, it may be established whether the integrity of
some of the received data sets from the storage nodes 222, 228 meets a desired quality threshold
(box 340). If at least one instance of the requested data set meets the desire quality threshold, one
of the instances that meets the threshold may be selected (box 350). If several instances of the
requested data set have met the quality threshold, one of these may be selected depending on a
set of additional requirements. These requirements may for instance include a current load
condition of the storage nodes, geographical positions of the storage nodes, a system age of the
storage nodes, etc. Alternatively, the storage node having the latest version of the requested data
set and/or the lowest load may be selected.
[0070] In one example, one instance of the requested data set that meets the quality threshold, for example the received data from the storage node 222, may be selected. The received data set from the other storage node 228 may be discarded irrespective of whether this data set also meets the desired quality threshold. In another example, the received data set from the other storage node 228 may be stored as reference data, for example at the server 210. Upon selecting a data set that meets the quality threshold, the server may stop analyzing integrity of additional data sets.

[0071] Optionally, if the integrity of the at least one instance of the requested data set meets the quality threshold, a further analysis of the data sets received from additional storage nodes may be stopped or interrupted.

[0072] In one example, a number of instances of the requested data set, say two instances, may be compared. If these two instances agree as to a desired accuracy (e.g. they are the same or substantially similar) or comply with a desired integrity state of the data, and the checking of additional received data set may be interrupted or stopped.

[0073] In another example, the comparison between different instances may be interrupted when a certain fraction of the total number of instances agrees to a desired accuracy. Example fractions may be 50%, 60% or 70%, but also other fractions may be equally conceivable.

[0074] A desired accuracy may be that the compared data sets fully agree, certain portions of the compared data sets fully agree, etc. In some instances, however, a less strict desired accuracy may be sufficient.

[0075] The data integrity may be lost for example when the connection between the server 210 and some of the storage nodes 220, 222, 224, 226 or 228 is corrupted so that the transfer of the requested data set fails, or when the data storage system suffers from some other malfunction. In Fig. 2b, the storage node 226 stores the requested data set, but may malfunction and may therefore not transmit an instance of the requested data. Optionally, if a transfer of data from some of the storage nodes fails, the server may select another storage node, or set of storage nodes, for the retrieval of data.

[0076] If no instance of the requested data set from the storage nodes 222, 228 meets the desired quality threshold, a new multicast message may sent to the storage nodes (box 310), and the procedures described with reference to boxes 320, 330 and 340 may be repeated. The loop thus formed by the boxes 310, 320, 330 and 340 may be reiterated until an instance of the requested data set that meets the desired quality threshold has been received from some of the
storage nodes 220, 222, 224, 226 or 228, and/or until a predetermined number of iterations have
been performed.

[0077] Optionally, the server 130 may send a unicast message to a storage node
associated with a data set having a lost integrity (e.g., the data set from this node may not meet
the desired quality threshold). The message may include information about the nature of the
failed transfer, information about the received data set, the correct data, and/or the like.

[0078] An embodiment may be implemented in a data storage system where the majority
of the files are small and a minority of the data sets to be handled are large. The definitions of
small or large data set depends on the system capabilities, such as connection speeds between the
various entities comprised in the system, storage capabilities, etc. The definitions may vary from
system to system (e.g. "small" may imply data blocks with sizes less than or equal to 512 kB or
less than a predetermined fraction of the data bandwidth available in the system).

[0079] If the majority of the data sets to be handled by the system are considered to be
small, it may be assumed that the size of all the data sets to be retrieved are small. Moreover, if
the size of the data to be retrieved exceeds a predetermined value, the transmittal of the data may
be stopped, interrupted or may not occur. For example, the transfer from the storage node storing
the data, as well as from the additional storage nodes storing instances of the data, to the server
may be halted or interrupted. This decision to stop the transfer of large files may be made locally
at the storage nodes storing the data to be retrieved. Optionally, the decision may be made by the
server.

[0080] In another example, the storage nodes storing the data to be retrieved may send
reference data back to the server including information about the sizes and the storage locations
of the data sets which were supposed to be sent, file handles, and/or additional relevant
information about the storage nodes. The additional information may include a current load
condition, a free storage space available, a system age, position information, and/or the like. In
addition, the reference data may include instructions for the server to retrieve the data set from a
particular set of the storage nodes storing the requested data. In one example, the data set may be
retrieved from one particular storage node by means of a unicast communication.

[0081] It may occur that a data set stored at two or more storage nodes 140 may be
updated or created substantially simultaneously by two different APIs 136, 138. Such a situation
may give rise to different versions of the data set at different storage nodes and thereby giving
rise to a conflict when retrieving the data according to the present inventive concept. These APIs
136, 138 may be included in the same, or alternatively, at different servers. The contents of the
respective creation or updating processes may differ, thereby giving rise to versions of the data
set having different contents. In this case, a selection procedure may be initiated in which one of
the versions are selected and thereafter stored at the different storage nodes. Optionally, all or
some of the different versions may be stored at the storage nodes.

[0082] Two APIs (e.g. API1 and API2) may be in the process of updating a data set
which is stored at three different storage nodes (e.g. storage nodes SN1, SN2 and SN3). The data
sets stored at the respective storage nodes may each be associated with a specific version
number. Each of the data sets may also be associated with information about which API updated
the particular version of the data set. This version number and API information may be stored in
the data sets at the storage nodes as well as at the APIs. In the following example, the version
number V and API information N are collectively denoted by the version data (V|N). For
example, the version data (34|2) represents the version number 34 of the data set has been
updated by the second API (i.e. API2).

[0083] The storage nodes may be arranged to send acknowledgements to at least one of
the APIs. The acknowledgement may include information about whether the updating process
was successful or not. The acknowledgements may include the version data, i.e. (V|N),
associated to the updated data set.

[0084] For example, at a particular time instant, all the data sets may have the same
version number, for example, version number V=25. The data sets stored at the first two storage
nodes (e.g. the storage nodes SN1 and SN2) may have both previously been updated by the first
API (e.g. API1). However, before the first API had the time to do so, the second API (e.g. API2)
may have managed to update the data set stored at the third storage node (e.g. storage node SN3).
Put differently, the first API may have updated the data sets stored at the first and second storage
nodes with version 25 before the second API had the time to do so. The acknowledgements sent
back to the APIs, as well as the information stored at the storage nodes, thereby may include the
version data (25|1), (25|1) and (25|2), for the data sets stored at the first, second and third storage
node, respectively.

[0085] Thus, when the first API at a subsequent time instant attempts to update the third
storage node with its version 25 of the data set, the updating may be halted or may not occur
since there is already a version 25 stored at the third storage node as sent from the second API.
Moreover, when the second API at a subsequent time instant attempts to update the first and
second storage nodes, the updating of these may not occur, since there are already versions 25 at
the first and second storage nodes as sent from the first API.

[0086] The APIs receiving the acknowledgements including the version data may be
arranged to instruct the storage nodes included in the data storage system 100 to utilize and store
the data set having the version data \( V|N \) of the data set which is most frequently occurring in the received acknowledgements. For example, if the version data \( V|N_{\text{max}} \) of the data set occurs in more than 50% of the acknowledgements, this data set may be maintained and distributed to other storage nodes storing other versions of the data set. In the following, the data set associated to a version data \( V|N \) may be referred to as a correct and a wrong version of the data set, depending on whether the data set is the most frequently occurring or not, respectively.

[0087] The APIs may be arranged to send instructions to the storage nodes keeping the wrong versions to delete the wrong versions of the data set. Moreover, wrong versions of the data set may be replaced or amended by the correct versions of the data set at these storage nodes by means of the APIs instructing the storage nodes to send the correct version. For example, the other storage nodes included in the data storage system 100 may send the correct version e.g. according to the method as disclosed in U.S. Patent Application No. 13/125,524. It should be noted that the wrong versions of the data set may be replaced or overwritten. In another example, the wrong versions may be amended, in which case the parts of the correct version which differ from the wrong version in question may be added to the wrong version of the data set. Thereby, the data from the wrong versions may be kept in the data storage system.

[0088] Thus, in the example involving the three storage nodes and the two APIs, version 25 as sent from the first API, e.g. having version data \( 25|1 \), may be kept as the correct version 25, since this version had been successfully stored at two storage nodes (i.e. SN1 and SN2).

[0089] In an example, the data set sent from the second API (i.e. API2) to the third storage node (i.e. SN3), which was deduced to be the wrong version according to the above, may be resent to all of the storage nodes with a new version number, e.g. version number 26. This data set may then be associated with the version data \( 26|2 \). After the selection procedure has been performed, the process of retrieving data according to the methods described above may be repeated.

[0090] The above description illustrated several example, and the methods and system disclosed were described with reference to a limited number of examples. However, as is readily appreciated by a person skilled in the art, other examples than the ones disclosed above are equally possible within the scope of the disclosure, and the breadth of the protection should be judged as defined by the appended claims.
What Is Claimed:

1. A method for retrieving data from a data storage system, the data storage system including a plurality of storage nodes, the method comprising:
   - sending a multicast message to the plurality of storage nodes requesting data on condition that an estimated size of the data is less than a predetermined value, the multicast message including a data identifier that identifies the requested data; and
   - receiving the requested data from a first storage node of said plurality of storage nodes.

2. The method according to claim 1, further comprising analyzing the data received from the first storage node to determine if the data fulfills a set of criteria.

3. The method according to claim 2, further comprising discarding the data received from the first storage node based on the analysis.

4. The method according to claim 3, wherein sending the multicast message to the plurality of storage node is repeated based on the analysis.

5. The method according to claim 1, further comprising receiving the requested data from a second storage node of said plurality of storage nodes.

6. The method according to claim 5, further comprising analyzing the data received from the first storage node to determine if the data received from the first storage node fulfills a set of criteria and analyzing the data received from the second storage node to determine if the data received from the second storage node fulfills the set of criteria.

7. The method according to claim 6, further comprising comparing the data received from the first storage node to the data received from the second storage node using a checksum.

8. The method according to claim 7, further comprising discarding at least one of the data received from the first storage node or the data received from the second storage node based on the checksum.
9. The method according to claim 8, wherein sending the multicast message is repeated based on the checksum.

10. The method according to claim 1, further comprising determining whether a capability of the first storage node fulfills a set of characteristics.

11. The method according to claim 5, wherein at least one of the data received from the first storage node or the data received from the second storage node comprises a collection object including a reference at least one of another collection object or a data file that is not a collection object.

12. A method for sending data from a data storage system, the data storage system including a plurality of storage nodes, the method comprising:
   receiving a broadcast message from a server requesting data;
   determining a size of the data; and
   sending one of a reference to the requested data or the requested data to the sever, wherein the requested data is sent on condition that a size of the requested data is less than or equal to a predetermined value and the reference to the requested data is sent on condition that the size of the requested data exceeds the predetermined value.

13. The method according to claim 12, wherein one of the reference to the requested data or the requested data is sent to the server via a unicast communication.

14. A server for retrieving data from a data storage system, the data storage system including a plurality of storage nodes, the server comprising:
   a transmitter configured to send a multicast message to a plurality of storage nodes requesting data on condition that an estimated size of the data is less than a predetermined value, the multicast message including a data identifier that identifies the requested data; and
   a receiver configured to receive the requested data from a first storage node of said plurality of storage nodes.

15. The server according to claim 14, further comprising a processor configured to analyze the data received from the first storage node to determine if the data fulfills a set of criteria.
16. The server according to claim 15, wherein the processor is further configured to discard the data received from the first storage node based on the analysis.

17. The server according to claim 16, wherein the transmitter is further configured to send the multicast message to the plurality of storage node again based on the analysis.

18. The server according to claim 14, wherein the receiver is further configured to receive the requested data from a second storage node of said plurality of storage nodes.

19. The server according to claim 18, further comprising a processor configured to analyze the data received from the first storage node to determine if the data received from the first storage node fulfills a set of criteria and analyze the data received from the second storage node to determine if the data received from the second storage node fulfills the set of criteria.

20. The server according to claim 19, wherein the processor is further configured to discard at least one of the data received from the first storage node or the data received from the second storage node based on the analysis.
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