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1. Extraction of initial data sets from the data source
2. Transforming the data into data columns
3. Applying quality rules to the data columns
4. Generating a baseline profile of the quality KPIs
5. Comparing subsequent quality measurements against the baseline profile
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1. Extracting delta changes of data from the data source
2. Identifying the delta changes of data by a CDC mechanism
3. Changing the initial data columns by updating, adding and/or deleting values to/from the data columns
4. Applying terms of quality rules to changed data columns and compare results with previous loads
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Rule #1: \( \text{ucase(Col1)} + \text{ucase(Col2)} > \text{CX} \) AND Col3 > 1

Rule #2: IF \( \text{ucase(Col2)} = 'X' \) THEN Col3 + Col4 > 2

Rule #3: \( \frac{\text{Col3} + \text{Col4}}{2} < 1 \)
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Columns:
- Col1: A, 1, 3, 4
- Col2: X, 1, 4, 7
- Col3: Y, 2, 5
- Col4: Z, 3, 6

Data values:
- Col1: x, 1.4, 7
- Col2: y, 2.5
- Col3: z, 3.6

Truth values:
- True: 1, 3, 4, 6
- False: 1, 2, 5, 7
DATA QUALITY MONITORING

BACKGROUND

The present invention relates generally to data profiling during extract-transfer-load (ETL) processes, and more particularly, to data quality monitoring by running data quality rules and comparing them against previous data quality results to determine whether or not data quality has changed.

Data quality issues for data integration projects for master data management (MDM) systems, data warehousing (DW) systems, business application consolidation systems etc., are identified using data profiling techniques and/or data cleansing approaches in ETL processes. These issues are identified so that only high-quality data is loaded during the initial load phase of these systems. However, when data quality degrades in business applications, data quality issues become a cost factor for enterprises and may even break the business processes entirely. Periodically measuring the data quality using data quality rules is one way to detect the speed of degradation and/or the change of data quality over time. Periodic measuring may also be used as a prompt for an action if certain minimal required data quality key performance indicators (KPIs) are no longer being met. For MDM systems, a data governance (DG) program is established alongside the deployment of the MDM system to control the creation, maintenance and use of master data and master data quality throughout its life cycle. Data stewards working in the data governance organization apply data profiling measurements periodically in order to control compliance with data quality KPIs for the master data. A measurement is often done using semantic rules, which is one of many data profiling techniques. Data quality monitoring includes defining data quality KPIs, creating semantic rules, creating a first baseline measurement during initial load, periodically executing the semantic rules and comparing the results against a baseline result.

Data profiling and data quality monitoring are input/output (I/O) intensive and time consuming operations. Therefore, for data quality profiling and data quality monitoring, data is typically extracted into a staging area in order to avoid performance degradation of an application due to the additional I/O requirements of data extraction. In some instances applications do not allow direct access to the underlying database without using an application specific mechanism. Another reason that the data is extracted into a staging area is to avoid functional issues for the application due to structured query language (SQL) statement concurrency issues caused by conflicts between SQL created by the application and SQL created by the data profiling tool operating in the application database at the same time.

The initial full data extraction required for systems such as DW or business application consolidation often requires a full weekend, which may cause performance degradation of the application for an extended period of time due to the increased I/O requirements. For some systems it may be possible to periodically perform the extract over a weekend. For applications such as e-commerce systems which operate permanently, or for other critical systems, finding a good time to perform the data extract may be difficult. If data quality monitoring is not done, degradation of data quality will remain undetected until the business processes break down or other business issues arise.

CURRENTLY KNOWN DATA QUALITY MONITORING TECHNIQUES

PROCESS ALL THE DATA THAT IS IN SCOPE FOR THE BASELINE MEASUREMENT WHERE IT IS PERFORMING ADDITIONAL MEASUREMENTS. THE VOLUME OF DATA IS ALSO CONSTANTLY GROWING AND THE TIME WINDOW BETWEEN TWO MEASUREMENTS IS SHRINKING. AS A RESULT, ONE MEASUREMENT MIGHT NOT BE COMPLETE BY THE TIME THE NEXT ONE IS SCHEDULED TO BEGIN WHICH MAKES DATA QUALITY MONITORING DIFFICULT TO PERFORM.

BRIEF SUMMARY

Embodiments include a system, computer implemented method and computer program product for data quality monitoring. The data quality monitoring includes measuring a data quality of loaded data relative to a predefined data quality metric. The measuring includes identifying delta changes in at least one of the loaded data and the data quality rules relative to a previous measurement of the data quality of the loaded data. Logical calculus defined in the data quality rules is applied to the identified delta changes.

DESCRIPTION OF THE DRAWINGS

The accompanying drawings, which are incorporated in and constitute a part of this specification, illustrate several embodiments and together with the description, serve to explain the principles of the present invention. Embodiments of the invention are explained in detail referencing to the drawings.

FIG. 1 is a block diagram depicting a system for performing data quality monitoring in an embodiment;

FIG. 2 is a flow chart depicting a first load of an initial data set that is extracted from a data source and loaded into the delta data quality monitor (DDQM) after transformation into a columnar format in main memory in an embodiment;

FIG. 3 is a flowchart depicting data quality of extracted and transformed delta changes measured relatively to the previous load in an embodiment;

FIG. 4 is a diagram depicting data extracted from a data source that is transformed into a columnar format in the main memory in an embodiment;

FIG. 5 is a diagram depicting a quality rule that is decomposed into its terms and generating a decomposition tree in an embodiment;

FIG. 6 is a diagram depicting the decomposition of a quality rule into its terms and applied to the data columns in the main memory in an embodiment;

FIG. 7 is a diagram depicting a selective update or a recalculation of the main memory in an embodiment; and

FIG. 8 is a diagram depicting the results of a data change of the extracted data in an embodiment.

DETAILED DESCRIPTION

Embodiments described herein monitor the quality of data over time by comparing a current data quality analysis result against a base line data quality result. In embodiments, in order to optimize the operational technique, the data profiling analysis is performed only on the delta changes of data,
on the delta changes of quality rules and/or on a combination thereof. The data quality monitoring method is based on a change data capture (CDC) mechanism in embodiments, such as a transactional log based mechanism or trigger based replication, by exploiting cross-reference tables during delta loads. Columnar store techniques are used to minimize the execution time of data quality rules on data by a decomposition of the data quality rules, as well as minimizing additional memory by high compression and a propagation strategy based on the differentiation of operations of the quality rules.

FIG. 1 illustrates a block diagram showing an exemplary embodiment of a system for data quality monitoring. The system includes a data source 100 from which data sets are extracted during an initial extract process 102 into a staging area 106. After creation of cross-reference tables 108, the transformed data sets are loaded during an initial load process 110 into columnar structures 122 in a main memory (e.g., random access memory or "RAM") 120 in a delta data quality monitor (DDQM) 118. There are two sets of columnar structures: a first set holds the data (referred to as data columns) and a second set holds intermediary results (referred to as column caches) of the data quality monitor. An application client 115 connects to the data profiling application which is deployed on an application server 116. The application client 115 is used to create and maintain the data quality rules executed by the DDQM 118. Metadata is stored in a metadata repository 114. The extraction, transformation and loading of the data sets define the extract-transform-load (ETL) process which delivers the data that is monitored by the DDQM 118. The DDQM 118 delivers intermediary results of the quality measurement system. In an embodiment, the DDQM 118 is coupled to a profiling mart 124 in order to review time-stamped intermediary results of the quality measurement. This enables business resiliency against hardware failures and avoids the need to re-run all of the rules to instantiate the columnar structures 122 in main memory 120.

A change data capture (CDC) mechanism, CDC process 104, operates between the data source 100 and the staging area 106 to identify the delta changes that will be loaded using a delta load process 112. During the delta load process 112 a new set of operations is applied to the data in order to minimize the impact to columnar structures 122. The new process includes using data columns and column caches in the main memory 120. In an embodiment, the results of the delta quality monitoring performed by the DDQM 118 is visualized by using a data quality monitoring application deployed on application server 116 and invoked by the application client 115. The quality rules, which define a logical calculus to be applied to the data, are also stored and versioned in the metadata repository 114 which the application server 116 accesses to run on the main memory 120. The metadata repository 114 includes the columnar structures 122, including the data columns and the column caches. After the execution of the quality rules completes, the results of quality measurement are stored, and may be used at a later time for data trend analysis investigation in the profiling mart 124.

Referring now to FIG. 2, an embodiment of a process to perform a first data load to generate a baseline profile of quality key performance indicators (KPIs) is generally shown. A base key data quality metric is created by a first load of data. The first load of data is performed by extracting data sets from a data source at block 200. During the first ETL process, the initial data sets are transformed into data columns at block 202, and placed into the main memory 120. The terms of the quality rules are applied to the data columns at block 204, thereby generating a baseline profile 206 of the data quality KPIs which may be persisted in the data profiling mart 124. The data is persisted by triggering the data profiling application deployed on the application server 116 to store the data in the data profiling mart 124. Subsequent data quality monitoring processes compare subsequent measurements against the baseline profile at block 208.

FIG. 4 is a diagram depicting data extracted from a data source that is transformed into a columnar format in the main memory in an embodiment. In an embodiment, the data of FIG. 4 is checked for quality using a method such as the method disclosed in FIG. 3. FIG. 3 is a flowchart depicting data quality of extracted and transformed delta changes measured relatively to the previous load in an embodiment. In the subsequent delta loads only the delta changes (i.e., the differences from the baseline profile) of the data sets are extracted from the data source 100 at block 300. The delta changes of the extracted data are identified by the CDC process 104 at block 302. The data columns are updated based on the delta changes of the data sets by updating values in the data column, adding values to the data columns, and/or deleting values from the data columns at block 304. The data quality measurement of the delta changes of the data is calculated relative to the baseline profile for the data quality KPIs. The calculation is performed by applying the terms of the quality rules to only the data columns that have been affected by the delta changes of the extracted data. The calculation compares the actual results with the quality of the previous data loads at block 306.

The following drawings illustrate embodiments for evaluating quality rules on loaded data that is transformed into the columnar format. FIG. 4 depicts a data set with four columns at block 400, which are extracted in an initial load 110 from the data source 100. A transformation of the initial data set is performed in order to create the data columns 404, 406, 408, 410 in the main memory 120 of the DDQM 118. Each column is stored separately in a format containing an assorted list of all distinct values contained in the column for the whole data set. Each distinct value is associated with a list of row identifiers (IDs) for the rows that contain the value in the data set at block 402.

FIG. 5 depicts the execution of data quality management in accordance with an embodiment. As shown in FIG. 5, data quality management is executed by decomposing each quality rule into its single terms, which are then applied to the relevant data columns. The decomposition of the quality rules generates a tree of operations which may be functions, arithmetic operations, tests and/or Boolean operators.

FIG. 6 illustrates the execution of data quality management in an embodiment after three rules have been run for the initial data set, where each individual operation of a selected quality rule is executed on the dependent data columns. The evaluation for data quality management is done on the distinct values contained in the data columns and not on all values. FIG. 6 illustrates a columnar structure 122 that includes: data columns 404, 406, 408, 410 and column caches 506, 508, 510, 512, 514, 516, 600, 602, 604, 606, 608, 610.

Once an operation has been computed (e.g., a `ucase(Col 1)` 506 in FIG. 6), the result of the operation is cached in a column cache in the main memory 120 in a similar format as the one that is used to store the data columns themselves. Cached operation results may be deleted and recomputed at any time without losing data. In addition, the cache opera-
tions may contain an internal 'unknown' value in the list of the distinct values that is used to store all of the row IDs for unknown values. In an embodiment, some values are unknown because some of the data values have changed. The cached result of tests (e.g., 'Col3<2' = '1' = 514 in FIG. 6) are built in a similar way as used in other operations, but the list of possible distinct values is limited to 'true', 'false', 'not applicable' or 'unknown'.

After all quality rule operations have been evaluated, the main memory 120 contains column structures 122 that include data columns and column caches and dependencies between the column caches as shown in FIG. 6. If the same operation of a quality rule is used in different qualities or different places of the same quality rule, the operation is only computed once and an indication is made that several column caches are dependent on that rule. If the same quality rules are run several times and the data has not been changed, only the first run will take time to execute while the column caches are being built up in main memory 120. If neither data or rules changed, further execution of the quality rules will return the cached results, if still available, without any delay in the execution. This results in a reduction of needed resources and execution times. The column caches containing the intermediary results of operations of quality rules which haven't been used for a long time may be automatically deleted from the main memory 120 in order to prevent an increase in memory utilization. The deletion may be done using a time threshold or other more sophisticated aging algorithms.

FIG. 7 depicts the results, in accordance with an embodiment, when a subset of terms of the quality rules is modified and the data set is unchanged. In the embodiment shown in FIG. 7, two quality rules have been slightly modified. Rule #2, which was previously "IF ucCase(Col2) = "X" THEN Col3+Col4<2" has been modified to "IF ucCase(Col2) = "X" THEN Col3+Col4<0" (i.e., the "2" in Rule #2 has changed to a "0"). Rule #3, which was previously "((Col3+Col4)/2 < "1") has been modified to "((Col3+Col4)/2 < "0.6") (i.e., the "1" in Rule #3 has changed to a "0.6"). In this case, the quality rules don't have to be re-evaluated completely. The only portion of the quality rules that need to be evaluated are the terms containing the new operations. In the embodiment depicted in FIG. 7, 'Col3+Col4<0' 602 and '((Col3+Col4)/2<0.6' 610 are new tests that have not been used before. Because they have not been previously used, the column caches have to be calculated. Both tests may still reuse the column caches containing the results for 'Col3+Col4' 600 and '((Col3+Col4)/2<0.6' 504 which were calculated before and are still accurate because the data have not changed. In an embodiment, data quality is measured quickly by applying only the modified terms of the quality rules to the data columns instead of evaluating the whole quality rules, because only the modified terms of the quality rules and their dependent column caches have to be recalculated.

FIG. 8 depicts the results when the same quality rules are executed on a modified data set in an embodiment. In an embodiment, the values of Col 1 404 and Col 2 406 have been modified in row 2 by an update operation on the source table 400. When the delta changes are imported into the main memory 120 of the DDQM 118, the distinct values in Col 1 404 and Col 2 406 are updated (Col 1 row 2 has changed to a "z" and Col 2 row 2 has changed to a "u"). The update generates the updated data columns Col 1 404a and Col 2 406a. For Col 1 404a the new value for row 2 is not a new distinct value, the change is simply a reassignment of the row ID 2 from the value B to the value C. For Col 2 406a, the new value of row 2 did not exist in the previous data column, therefore a new distinct value has to be created and the row ID 2 will be assigned to it.

The DDQM 118 stores the dependent relations between the data columns and the column caches containing the operations of the quality rules, thus storing the information about which column caches have to be updated or invalidated as a response to the modification of the loaded data. For scalar functions such as 'ucase(Col 1)' 506 and 'ucase(Col 2)' 508 only the values of the column caches are updated. Therefore, only the new distinct values have to be applied to the single terms of the quality rules which shortens the calculation time. A modification of the column cache for 'ucase(Col 1)' 506a and 'ucase(Col 2)' 508a propagates a modification or invalidation to the column caches that depend on them. For a multi-column scalar operation such as 'ucase(Col 1)+ucase(Col 2)' 510a, the computation of the new value for row 2 may be more complex than for a simple scalar function because the same row IDs must be found in 'ucase(Col 1)' 506a and 'ucase(Col 2)' 508a before the new concatenated value is computed. The main memory 122 of the DDQM 118 may simply decide to re-assign the row ID 2 to the special value 'unknown' indicating that the next time an execution of a quality rule requests this column cache, all row IDs assigned to the 'unknown' value having to be recomputed.

The update and/or invalidation of column caches containing operations of the quality rules propagate other updates and/or invalidations to other column caches that contain operations of the quality rules. In an embodiment, this update and/or invalidation propagation follows the dependency path as given by the decomposition tree of the data rule. If the immediate update of the dependent column cache is not possible, only the modified data values are marked as being 'unknown' and not the whole column cache. The column caches may remain in this partially unknown status until the next execution of a selected quality rule requires one of these column caches. When this happens, only the row IDs marked as 'unknown' have to be recomputed, therefore speeding up the evaluation of the values for all entries in the source data set.

In an embodiment when operations are aggregated, a change in the value of one row may result in re-computing the whole column cache that contains the operation with its dependent subordinate columnar caches having to be completely recomputed the next time the execution of a quality rule requires them. Performance is still improved however, because another rule change in the column cache will not be needed because the operations were aggregated.

Column caches containing operations of terms of the data quality rules which are not dependent on the modified data columns remain unchanged.

Minimal Effort Strategy For Updating Data Columns And Column Caches

In an embodiment, a minimal update strategy is used for updating data columns and column caches. As described above, when a cache becomes invalid due to the underlying data being changed, it will trigger all dependent caches to also become invalid. However, following the dependency graph and doing a re-computation of the cache and all its subsequent caches is cost and time intensive. Furthermore a re-computation of all the caches isn't always necessary and it may be possible to update only the single cache. In an embodiment, in order to determine whether an update on a cache is possible or a full re-computation is needed, it's necessary to differentiate operation categories. For the following examples, it is assumed that all expressions are decomposed so that only atomic expressions will remain.
Example: Col 1+Col2+Col3→(Col 1+Col2)+Col3

Overview of operation categories and their scope in accordance with an embodiment:

<table>
<thead>
<tr>
<th>Operator category</th>
<th>scope description</th>
<th>Examples</th>
</tr>
</thead>
<tbody>
<tr>
<td>Scalar operations</td>
<td>Individual values of a data set</td>
<td>Operations that work on individual scalar values of exactly one data set. Constant values may be used.</td>
</tr>
<tr>
<td>Multi-column scalar operations</td>
<td>Individual values of multiple data sets.</td>
<td>Operations that work on individual scalar values of multiple data sets. Constant values may be used.</td>
</tr>
<tr>
<td>Aggregation operations</td>
<td>Multiple/all values of a data sets</td>
<td>In contrast to scalar operations, aggregation operations don’t work on individual values, instead they use the complete data set to calculate their results.</td>
</tr>
<tr>
<td>Multi-column, multi-value operations (set)</td>
<td>Multiple/all values of multiple data sets</td>
<td>One value of a data set is depending on/related to one or many values of a different data set. Relationships between data tables and their check/lookup tables, Cartesian products.</td>
</tr>
</tbody>
</table>

In an embodiment, it is possible to determine whether it is possible to update the operation’s cache or mark the complete cache as invalid and do a re-computation of all results based on the scope of data an operator category works on. The following table gives an overview of the update strategy taken on a cache in case the underlying data set has changed.

<table>
<thead>
<tr>
<th>Example</th>
<th>Scalar operations</th>
<th>Multi-column scalar operations</th>
<th>Aggregation operations</th>
<th>Multi-column, multi-value operations</th>
</tr>
</thead>
<tbody>
<tr>
<td>addNewValue</td>
<td>addNewValue(f(v)) ( \text{or} \text{markInvalid(RID, R)} ) ( \text{markAllInvalid()} )</td>
<td>markInvalid(RID, R) ( \text{markAllInvalid()} )</td>
<td>markAllInvalid()</td>
<td></td>
</tr>
<tr>
<td>addRowIdToValue</td>
<td>addRowIdToValue(RID, f(v)) ( \text{or} \text{markInvalid(RID, R)} ) ( \text{markAllInvalid()} )</td>
<td>markInvalid(RID, R) ( \text{markAllInvalid()} )</td>
<td>markAllInvalid()</td>
<td></td>
</tr>
<tr>
<td>removeRowId</td>
<td>removeRowId(f(v)) ( \text{or} \text{markInvalid(RID, R)} ) ( \text{markAllInvalid()} )</td>
<td>remove(RID, f(v)) ( \text{markAllInvalid()} )</td>
<td>markAllInvalid()</td>
<td></td>
</tr>
</tbody>
</table>

Adding A New Value and Associated Row IDs To A Column

In an embodiment, for scalar operations the cache may be updated. If the new calculated value already exists in the cache the row ID for the new value needs to be added to the result value of the scalar operation on the new value. If the result value does not yet exist in the cache, it is added and linked to the new row ID.

In an embodiment, for multi-column scalar operations, the cache that contains the operation’s result is not as easy to update as for scalar operations. The update is performed by flagging the row IDs being affected as invalid and recalculating the corresponding values the next time the cache is accessed.

In an embodiment, for aggregation and multi-column multi-value operations such as joins, for example, there is no straightforward way to update the cache. Therefore the complete cache is marked as invalid and is either re-computed immediately or the next time it is accessed.

Adding A New Row ID To An Existing Value In The Column

For scalar operations the cache may be updated by linking the new row ID to the result value of the scalar operation.

For multi-column operations, no easy cache update is possible so the corresponding row ID should be flagged as “invalid” and updated the next time the cache is accessed.

For aggregation and multi-column multi-value operations, the behaviour is the same as for a new value. There is no straightforward way to update the cache so the complete cache is marked as invalid and it is either re-computed immediately or the next time it is accessed.

Remove A Row ID For An Existing Value In The Column

For scalar operations, the row ID is removed for the result of the scalar operation on the original value. If the result value has no associated row IDs the value can be removed from the column cache.

For multi-column scalar operations, the behavior is similar to scalar operations and the column store cache is corrected.

For aggregation and multi-column multi-value operations, the complete cache is marked as invalid and is either re-computed immediately or the next time it is accessed.

In an embodiment, the DDQM 118 may update column caches in the background if they do not belong to data quality rules that are being executed. This is determined by anticipating their needs according to a pre-set execution schedule.

In an embodiment, measuring the data quality KPIs and the comparison of them between two runs provides the ability to determine whether or not data quality increased or decreased over time. In an embodiment, the impact on application system performance is minimized and the time for performing data quality monitoring is shortened. An embodiment may overcome the problems in data profiling/quality monitoring currently existing in this field by performing the data quality analysis only on delta changes of data, only on delta changes of quality rules and/or on a combination thereof.

The embodiments provided describe only certain combinations of the various features discussed herein for purposes of clarity. It will be appreciated by those of ordinary skill in
the art that various other combinations are evident to a skilled person studying this description.

While the foregoing has been with reference to particular embodiments, it will be appreciated by those skilled in the art that changes in these embodiments may be made to the embodiments.

What is claimed is:
1. A computer-implemented method for data quality monitoring, the method comprising:
   measuring, by a computer, a data quality of loaded data relative to a predefined data quality metric, wherein the loaded data is loaded from a data source that includes a data set comprising a plurality of elements, the measuring comprising:
   identifying delta changes in the loaded data and data quality rules relative to a previous measurement of the data quality of the loaded data;
   applying a logical calculus defined in the data quality rules to the identified delta changes extracting the data set;
   decomposing a selected quality rule into single terms and projecting the terms onto a tree structure stored in memory, in which each node of the tree structure store in memory corresponds to one individual term of the selected quality rule;
   applying each individual data column to the tree structure resulting in an intermediary column cache stored in memory for each node containing an intermediate result of a selected operation; and
   updating, based on the delta change of the loaded data, intermediary column cache of a node base on determining that the delta change of the loaded data affects content of the intermediary column cache of said node.
   5
2. The computer-implemented method of claim 1 further comprising:
   updating, based on the delta change of the data quality rule, the tree structure with the updated data quality rule and updating the intermediary column cache based on determining that the delta change of the loaded data affects content of the intermediary column cache of said node.
   10
3. The computer-implemented method of claim 1 wherein a delta change of the data quality rules comprises at least one change in at least one term of at least one data quality rule, said at least one data quality rule containing a concatenation of terms, and the method further comprises:
   applying the changed term to one of:
   the loaded data; and
   the delta change of the loaded data.
   15
4. The computer-implemented method of claim 1, further comprising identifying, using a change data capture mechanism, the delta changes of the loaded data.
5. A computer program product for data quality monitoring, the computer program product comprising:
   a computer readable storage medium having computer readable program code embodied therewith, the computer readable program code configured to perform:
   measuring a data quality of loaded data relative to a predefined data quality metric, wherein the loaded data is loaded from a data source that includes a data set comprising a plurality of elements, the measuring comprising:
   identifying delta changes in the loaded data and data quality rules relative to a previous measurement of the data quality of the loaded data;
   applying a logical calculus defined in the data quality rules to the identified delta changes extracting the data set;
   decomposing a selected quality rule into single terms and projecting the terms onto a tree structure stored in memory, in which each node of the tree structure store in memory corresponds to one individual term of the selected quality rule;
   applying each individual data column to the tree structure resulting in an intermediary column cache stored in memory for each node containing an intermediate result of a selected operation; and
   updating, based on the delta change of the loaded data, intermediary column cache of a node base on determining that the delta change of the loaded data affects content of the intermediary column cache of said node.
   20
6. The computer-implemented method of claim 5 further comprising:
   updating, based on the delta change of the data quality rule, the tree structure with the updated data quality rule and updating the intermediary column cache based on determining that the delta change of the data quality rule affects the content of the intermediary column cache of said node.
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7. The computer program product of claim 5 wherein a delta change of the data quality rules comprises at least one change in at least one term of at least one data quality rule, said at least one data quality rule containing a concatenation of terms, and the computer readable program code is further configured to perform:
   applying the changed term to one of:
   the loaded data; and
   the delta changes of the loaded data.
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8. The computer program product of claim 5, wherein the computer readable program code is further configured to perform:
   identifying, using a change data capture mechanism, the delta changes of the loaded data.
9. A system for data quality monitoring, the system comprising:
   a computer processor, the system configured to perform a method comprising:
   measuring a data quality of loaded data relative to a predefined data quality metric, wherein the loaded data is loaded from a data source that includes a data set comprising a plurality of elements, the measuring comprising:
   identifying delta changes in the loaded data and data quality rules relative to a previous measurement of the data quality of the loaded data;
   applying a logical calculus defined in the data quality rules to the identified delta changes;
   decomposing a selected quality rule into single terms and projecting the terms onto a tree structure stored in memory, in which each node of the tree structure store in memory corresponds to one individual term of the selected quality rule; and
   applying each individual data column to the tree structure resulting in an intermediary column cache stored in memory for each node containing an intermediate result of a selected operation; and
   updating, based on the delta change of the loaded data, intermediary column cache of a node based on determining that the delta change of the loaded data affects content of the intermediary column cache of said node.
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10. The system of claim 9 wherein the method further comprises updating, based on the delta change of the data quality rule, the tree structure with the updated data quality rule and updating the intermediary column cache based on determining that the delta change of the data quality rule affects the content of the intermediary column cache of said node.

11. The system of claim 9 wherein a delta change of the data quality rules comprises at least one change in at least one term of at least one data quality rule, said at least one data quality rule containing a concatenation of terms, and the method further comprises:

applying the changed term to one of:

the loaded data; and

the delta changes of the loaded data.

12. The system of claim 9, further comprising identifying, using a change data capture mechanism, the delta changes of the loaded data.

* * * * *