
(19) United States 
(12) Patent Application Publication (10) Pub. No.: US 2016/0049152 A1 

KENNEWICK et al. 

US 201600491.52A1 

(43) Pub. Date: Feb. 18, 2016 

(54) 

(71) 

(72) 

(73) 

(21) 

(22) 

(63) 

(60) 

SYSTEMAND METHOD FOR HYBRD 
PROCESSING IN ANATURAL LANGUAGE 
VOICE SERVICES ENVIRONMENT 

Applicant: VOICEBOX TECHNOLOLGIES, 
INC., BELLEVUE, WA (US) 

Inventors: Robert A. KENNEWICK, SEATTLE, 
WA (US); Lynn Elise ARMSTRONG, 
WOODINVILLE, WA (US) 

Assignee: VOICEBOX TECHNOLOGIES, INC., 
BELLEVUE, WA (US) 

Appl. No.: 14/922,921 

Filed: Oct. 26, 2015 

Related U.S. Application Data 
Continuation of application No. 12/703,032, filed on 
Feb. 9, 2010, now Pat. No. 9,171,541. 
Provisional application No. 61/259,827, filed on Nov. 
10, 2009. 

Publication Classification 

(51) Int. Cl. 
GOL 5/30 (2006.01) 
GIOL 15/22 (2006.01) 

(52) U.S. Cl. 
CPC ................. G10L 15/30 (2013.01); G 10L 15/22 

(2013.01); G 10L 2015/226 (2013.01) 
(57) ABSTRACT 
A system and method for hybrid processing in a natural 
language Voice services environment that includes a plurality 
of multi-modal devices may be provided. In particular, the 
hybrid processing may generally include the plurality of 
multi-modal devices cooperatively interpreting and process 
ing one or more natural language utterances included in one 
or more multi-modal requests. For example, a virtual router 
may receive various messages that include encoded audio 
corresponding to a natural language utterance contained in a 
multi-modal interaction provided to one or more of the 
devices. The virtual router may then analyze the encoded 
audio to select a cleanest sample of the natural language 
utterance and communicate with one or more other devices in 
the environment to determine an intent of the multi-modal 
interaction. The virtual router may then coordinate resolving 
the multi-modal interaction based on the intent of the multi 
modal interaction. 
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SYSTEMAND METHOD FOR HYBRD 
PROCESSING IN ANATURAL LANGUAGE 

VOICE SERVICES ENVIRONMENT 

CROSS-REFERENCE TO RELATED 
APPLICATIONS 

0001. This application claims the benefit of U.S. patent 
application Ser. No. 12/703,032, entitled “System and 
Method for Hybrid Processing in a Natural Language Voice 
Services Environment, filed Feb. 9, 2010, and U.S. Provi 
sional Patent Application Ser. No. 61/259,827, entitled “Sys 
tem and Method for Hybrid Processing in a Natural Language 
Voice Services Environment filed Nov. 10, 2009, the con 
tents of which are hereby incorporated herein by reference, in 
their entireties. 

FIELD OF THE INVENTION 

0002 The invention relates to hybrid processing in a natu 
ral language Voice services environment that includes a plu 
rality of multi-modal devices, wherein hybrid processing in 
the natural language Voice services environment may include 
the plurality of multi-modal devices cooperatively interpret 
ing and processing one or more natural language utterances 
included in one or more multi-modal requests. 

BACKGROUND OF THE INVENTION 

0003 AS technology has progressed in recent years, con 
Sumer electronic devices have emerged to become nearly 
ubiquitous in the everyday lives of many people. To meet the 
increasing demand that has resulted from growth in the func 
tionality and mobility of mobile phones, navigation devices, 
embedded devices, and other such devices, many devices 
offer a wealth of features and functions in addition to core 
applications. Greater functionality also introduces trade-offs, 
however, including learning curves that often inhibit users 
from fully exploiting all of the capabilities of their electronic 
devices. For example, many existing electronic devices 
include complex human to machine interfaces that may not be 
particularly user-friendly, which can inhibit mass-market 
adoption for many technologies. Moreover, cumbersome 
interfaces often result in otherwise desirable features being 
difficult to find or use (e.g., because of menus that are com 
plex or otherwise tedious to navigate). AS Such, many users 
tend not to use, or even know about, many of the potential 
capabilities of their devices. 
0004 As such, the increased functionality of electronic 
devices often tends to be wasted, as market research Suggests 
that many users only use only a fraction of the features or 
applications available on a given device. Moreover, in a Soci 
ety where wireless networking and broadband access are 
increasingly prevalent, consumers tend to naturally desire 
seamless mobile capabilities from their electronic devices. 
Thus, as consumer demand intensifies for simpler mecha 
nisms to interact with electronic devices, cumbersome inter 
faces that prevent quick and focused interaction become an 
important concern. Nevertheless, the ever-growing demand 
for mechanisms to use technology in intuitive ways remains 
largely unfulfilled. 
0005 One approach towards simplifying human to 
machine interactions in electronic devices has included the 
use of Voice recognition software, which has the potential to 
enable users to exploit features that would otherwise be unfa 
miliar, unknown, or difficult to use. For example, a recent 
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survey conducted by the Navteq Corporation, which provides 
data used in a variety of applications such as automotive 
navigation and web-based applications, demonstrates that 
Voice recognition often ranks among the features most 
desired by consumers of electronic devices. Even so, existing 
Voice user interfaces, when they actually work, still require 
significant learning on the part of the user. 
0006 For example, many existing voice user interface 
only Support requests formulated according to specific com 
mand-and-control sequences or syntaxes. Furthermore, many 
existing Voice user interfaces cause user frustration or dissat 
isfaction because of inaccurate speech recognition. Similarly, 
by forcing a user to provide pre-established commands or 
keywords to communicate requests in ways that a system can 
understand, existing voice user interfaces do not effectively 
engage the user in a productive, cooperative dialogue to 
resolve requests and advance a conversation towards a satis 
factory goal (e.g., when users may be uncertain of particular 
needs, available information, device capabilities, etc.). As 
Such, existing Voice user interfaces tend to suffer from various 
drawbacks, including significant limitations on engaging 
users in a dialogue in a cooperative and conversational man 

. 

0007 Additionally, many existing voice user interfaces 
fall short in utilizing information distributed across different 
domains, devices, and applications in order to resolve natural 
language Voice-based inputs. Thus, existing Voice user inter 
faces Suffer from being constrained to a finite set of applica 
tions for which they have been designed, or to devices on 
which they reside. Although technological advancement has 
resulted in users often having several devices to suit their 
various needs, existing voice user interfaces do not 
adequately free users from device constraints. For example, 
users may be interested in services associated with different 
applications and devices, but existing Voice user interfaces 
tend to restrict users from accessing the applications and 
devices as they see fit. Moreover, users typically can only 
practicably carry a finite number of devices at any given time, 
yet content or services associated with users’ devices other 
than those currently being used may be desired in various 
circumstances. 
0008 Accordingly, although users tend to have varying 
needs, where content or services associated with different 
devices may be desired in various contexts or environments, 
existing voice technologies tend to fall short in providing an 
integrated environment in which users can request content or 
services associated with virtually any device or network. As 
Such, constraints on information availability and device inter 
action mechanisms in existing Voice services environments 
tend to prevent users from experiencing technology in an 
intuitive, natural, and efficient way. For instance, when a user 
wishes to perform a given function using a given electronic 
device, but does not necessarily know how to go about per 
forming the function, the user typically cannot engage in 
cooperative multi-modal interactions with the device to sim 
ply utter words in natural language to request the function. 
0009 Furthermore, relatively simple functions can often 
be tedious to perform using electronic devices that do not 
have Voice recognition capabilities. For example, purchasing 
new ring-tones for a mobile phone tends to be a relatively 
straightforward process, but users must typically navigate 
several menus and press many different buttons in order to 
complete the process. As such, it becomes apparent that inter 
action with electronic devices could be far more efficient if 
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users were able to use natural language to exploit buried or 
otherwise difficult to use functionality. Existing systems suf 
fer from these and other problems. 

SUMMARY OF THE INVENTION 

0010. According to one aspect of the invention, a system 
and method for hybrid processing in a natural language Voice 
services environment may address one or more of the afore 
mentioned problems with existing systems. In particular, 
hybrid processing in the natural language Voice services envi 
ronment may generally include a plurality of multi-modal 
devices cooperatively interpreting and processing one or 
more natural language utterances included in one or more 
multi-modal requests, as described in further detail herein. 
0011. According to one aspect of the invention, hybrid 
processing in the natural language Voice services environ 
ment may generally include a plurality of multi-modal 
devices cooperatively interpreting and processing one or 
more natural language utterances included in one or more 
multi-modal requests. For example, a virtual router may 
receive various messages that include encoded audio corre 
sponding to a natural language utterance contained in a multi 
modal interaction provided to one or more of the devices. The 
virtual router may then analyze the encoded audio to select a 
cleanest sample of the natural language utterance and com 
municate with one or more other devices in the environment 
to determine an intent of the multi-modal interaction. The 
virtual router may then coordinate resolving the multi-modal 
interaction based on the intent of the multi-modal interaction. 
0012. According to one aspect of the invention, a method 
for hybrid processing in a natural language Voice services 
environment may comprise detecting at least one multi 
modal interaction at an electronic device, wherein the multi 
modal interaction includes at least a natural language utter 
ance. One or more messages containing information relating 
to the multi-modal interaction may then be communicated to 
a virtual router in communication with the electronic device, 
wherein the electronic device communicates the one or more 
messages to the virtual router through a messaging interface. 
The method may further comprise receiving one or more 
messages containing information relating to an intent of the 
multi-modal interaction at the electronic device through the 
messaging interface. As such, the multi-modal interaction 
may be resolved at the electronic device based on the infor 
mation contained in the one or more messages received from 
the virtual router. 
0013. According to one aspect of the invention, a method 
for hybrid processing in a natural language Voice services 
environment may comprise one or more electronic devices in 
communication with the virtual router. In particular, the elec 
tronic device may be configured to detect at least one multi 
modal interaction that includes at least a natural language 
utterance and communicate one or more messages containing 
information relating to the multi-modal interaction to the 
virtual router through a messaging interface. The electronic 
device may then receive one or more messages containing 
information relating to an intent of the multi-modal interac 
tion from the virtual router through the messaging interface 
and resolve the multi-modal interaction at the electronic 
device based on the information contained in the one or more 
messages received from the virtual router. 
0014. Other objects and advantages of the invention will 
be apparent based on the following drawings and detailed 
description. 
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BRIEF DESCRIPTION OF THE DRAWINGS 

0015 FIG. 1 illustrates a block diagram of an exemplary 
voice-enabled device that can be used for hybrid processing 
in a natural language Voice services environment, according 
to one aspect of the invention. 
0016 FIG. 2 illustrates a block diagram of an exemplary 
system for hybrid processing in a natural language Voice 
service environment, according to one aspect of the invention. 
0017 FIG. 3 illustrates a flow diagram of an exemplary 
method for initializing various devices that cooperate to per 
form hybrid processing in a natural language Voice services 
environment, according to one aspect of the invention. 
0018 FIGS. 4-5 illustrate flow diagrams of exemplary 
methods for hybrid processing in a natural language Voice 
services environment, according to one aspect of the inven 
tion. 

DETAILED DESCRIPTION 

0019. According to one aspect of the invention, FIG. 1 
illustrates a block diagram of an exemplary voice-enabled 
device 100 that can be used for hybrid processing in a natural 
language Voice services environment. As will be apparent 
from the further description to be provided herein, the voice 
enabled device 100 illustrated in FIG. 1 may generally 
include an input device 112, or a combination of input devices 
112, which may enable a user to interact with the voice 
enabled device 100 in a multi-modal manner. In particular, the 
input devices 112 may generally include any suitable combi 
nation of at least one Voice input device 112 (e.g., a micro 
phone) and at least one non-voice input device 112 (e.g., a 
mouse, touch-screen display, wheel selector, etc.). As such, 
the input devices 112 may include any suitable combination 
of electronic devices having mechanisms for receiving both 
Voice-based and non-voice-based inputs (e.g., a microphone 
coupled to one or more of a telematics device, personal navi 
gation device, mobile phone, VoIP node, personal computer, 
media device, embedded device, server, or other electronic 
device). 
0020. In one implementation, the voice-enabled device 
100 may enable the user to engage in various multi-modal 
conversational interactions, which the voice-enabled device 
100 may process in a free-form and cooperative manner to 
execute various tasks, resolve various queries, or otherwise 
resolve various natural language requests included in the 
multi-modal interactions. For example, in one implementa 
tion, the voice-enabled device 100 may include various natu 
ral language processing components, including at least a 
Voice-click module coupled to the one or more input devices 
112, as described in further detail in co-pending U.S. patent 
application Ser. No. 12/389,678, entitled “System and 
Method for Processing Multi-Modal Device Interactions in a 
Natural Language Voice Services Environment, filed Feb. 
20, 2009, the contents of which are hereby incorporated by 
reference in their entirety. Thus, as will be described in further 
detail herein, the one or more input devices 112 and the 
Voice-click module may be collectively configured to process 
various multi-modal interactions between the user and the 
voice-enabled device 100. 
0021 For example, in one implementation, the multi 
modal interactions may include at least one natural language 
utterance, wherein the natural language utterance may be 
converted into an electronic signal. The electronic signal may 
then be provided to an Automatic Speech Recognizer (ASR) 
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120, which may also be referred to as a speech recognition 
engine 120 and/or a multi-pass speech recognition engine 
120. In response to receiving the electronic signal corre 
sponding to the utterance, the ASR 120 may generate one or 
more preliminary interpretations of the utterance and provide 
the preliminary interpretation to a conversational language 
processor 130. Additionally, in one implementation, the 
multi-modal interactions may include one or more non-voice 
interactions with the one or more input devices 112 (e.g., 
button pushes, multi-touch gestures, point of focus or atten 
tion focus selections, etc.). As such, the Voice-click module 
may extract context from the non-voice interactions and pro 
vide the context to the conversational language processor 130 
for use in generating an interpretation of the utterance (i.e., 
via the dashed line illustrated in FIG. 1). As such, as described 
in greater detail below, the conversational language processor 
130 may analyze the utterance and any accompanying non 
Voice interactions to determine an intent of the multi-modal 
interactions with the voice-enabled device 100. 

0022. In one implementation, as noted above, the voice 
enabled device 100 may include various natural language 
processing components that can Support free-form utterances 
and/or other forms of non-voice device interactions, which 
may liberate the user from restrictions relating to the manner 
of formulating commands, queries, or other requests. As 
Such, the user may provide the utterance to the Voice input 
device 112 using any manner of speaking, and may further 
provide other non-voice interactions to the non-voice input 
device 112 to request any content or service available through 
the voice-enabled device 100. For instance, in one implemen 
tation, in response to receiving the utterance at the Voice input 
device 112, the utterance may be processed using techniques 
described in U.S. patent application Ser. No. 10/452,147, 
entitled “Systems and Methods for Responding to Natural 
Language Speech Utterance,” which issued as U.S. Pat. No. 
7.398,209 on Jul. 8, 2008, and co-pending U.S. patent appli 
cation Ser. No. 10/618,633, entitled “Mobile Systems and 
Methods for Responding to Natural Language Speech Utter 
ance filed Jun. 15, 2003, the contents of which are hereby 
incorporated by reference in their entirety. In addition, the 
user may interact with one or more of the non-voice input 
devices 112 to provide buttons pushes, multi-touch gestures, 
point of focus or attention focus selections, or other non-voice 
device interactions, which may provide further context or 
other information relating to the natural language utterances 
and/or the requested content or service. 
0023. In one implementation, the voice-enabled device 
100 may be coupled to one or more additional systems that 
may be configured to cooperate with the voice-enabled device 
100 to interpret or otherwise process the multi-modal inter 
actions that include combinations of natural language utter 
ances and/or non-voice device interactions. For example, as 
will be described in greater detail below in connection with 
FIG. 2, the one or more additional systems may include one or 
more multi-modal Voice-enabled devices having similar natu 
ral language processing capabilities to the Voice-enabled 
device 100, one or more non-voice devices having data 
retrieval and/or task execution capabilities, and a virtual 
router that coordinates interaction among the Voice-enabled 
device 100 and the additional systems. As such, the voice 
enabled device 100 may include an interface to an integrated 
natural language Voice services environment that includes a 
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plurality of multi-modal devices, wherein the user may 
request content or services available through any of the multi 
modal devices. 

0024 For example, in one implementation, the conversa 
tional language processor 130 may include a constellation 
model 132b that provides knowledge relating to content, ser 
vices, applications, intent determination capabilities, and 
other features available in the voice services environment, as 
described in co-pending U.S. patent application Ser. No. 
12/127.343, entitled “System and Method for an Integrated, 
Multi-Modal, Multi-Device Natural Language Voice Ser 
vices Environment, filed May 27, 2008, the contents of 
which are hereby incorporated by reference in their entirety. 
As such, the voice-enabled device 100 may have access to 
shared knowledge relating to natural language processing 
capabilities, context, prior interactions, domain knowledge, 
short-term knowledge, long-term knowledge, and cognitive 
models for the various systems and multi-modal devices, 
providing a cooperative environment for resolving the multi 
modal interactions received at the voice-enabled device 100. 

0025. In one implementation, the input devices 112 and 
the Voice-click module coupled thereto may be configured to 
continually monitor for one or more multi-modal interactions 
received at the voice-enabled device 100. In particular, the 
input devices 112 and the Voice-click module may continu 
ally monitor for one or more natural language utterances 
and/or one or more distinguishable non-voice device interac 
tions, which may collectively provide the relevant context for 
retrieving content, executing tasks, invoking services or com 
mands, or processing any other Suitable requests. Thus, in 
response to detecting one or more multi-modal interactions, 
the input devices 112 and/or the voice-click module may 
signal the voice-enabled device 100 that an utterance and/or a 
non-voice interaction have been received. For example, in 
one implementation, the non-voice interaction may provide 
context for sharpening recognition, interpretation, and under 
standing of an accompanying utterance, and moreover, the 
utterance may provide further context for enhancing interpre 
tation of the accompanying non-voice interaction. Accord 
ingly, the utterance and the non-voice interaction may collec 
tively provide relevant context that various natural language 
processing components may use to determine an intent of the 
multi-modal interaction that includes the utterance and the 
non-voice interaction. 

0026. In one implementation, as noted above, processing 
the utterance included in the multi-modal interaction may be 
initiated at the ASR 120, wherein the ASR 120 may generate 
one or more preliminary interpretations of the utterance. In 
one implementation, to generate the preliminary interpreta 
tions of the utterance, the ASR 120 may be configured to 
recognize one or more syllables, words, phrases, or other 
acoustic characteristics from the utterance using one or more 
dynamic recognition grammars and/or acoustic models. For 
example, in one implementation, the ASR 120 may use the 
dynamic recognition grammars and/or the acoustic models to 
recognize a stream of phonemes from the utterance based on 
phonetic dictation techniques, as described in U.S. patent 
application Ser. No. 1 1/513,269, entitled “Dynamic Speech 
Sharpening,” which issued as U.S. Pat. No. 7,634.409 on Dec. 
15, 2009, the contents of which are hereby incorporated by 
reference in their entirety. In addition, the dynamic recogni 
tion grammars and/or the acoustic models may include 
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unstressed central vowels (e.g., “Schwa'), which may reduce 
a search space for recognizing the stream of phonemes for the 
utterance. 

0027. Furthermore, in one implementation, the ASR 120 
may be configured as a multi-pass speech recognition engine 
120, as described in U.S. patent application Ser. No. 1 1/197, 
504, entitled “Systems and Methods for Responding to Natu 
ral Language Speech Utterance.” which issued as U.S. Pat. 
No. 7,640,160 on Dec. 29, 2009, the contents of which are 
hereby incorporated by reference in their entirety. The multi 
pass speech recognition 120 may be configured to initially 
invoke a primary speech recognition engine to generate a first 
transcription of the utterance, and further to optionally Sub 
sequently invoke one or more secondary speech recognition 
engines to generate one or more secondary transcriptions of 
the utterance. In one implementation, the first transcription 
may be generated using a large list dictation grammar, while 
the secondary transcriptions may be generated using virtual 
dictation grammars having decoy words for out-of-vocabu 
lary words, reduced vocabularies derived from a conversation 
history, or other dynamic recognition grammars. For 
example, in one implementation, if a confidence level for the 
first transcription does not meet or exceed a threshold, the 
secondary speech recognition engines may be invoked to 
sharpen the interpretation of the primary speech recognition 
engine. It will be apparent, however, that the multi-pass 
speech recognition engine 120 may interpret the utterance 
using any suitable combination of techniques that results in a 
preliminary interpretation derived from a plurality of tran 
Scription passes for the utterance (e.g., the secondary speech 
recognition engines may be invoked regardless of the confi 
dence level for the first transcription, or the primary speech 
recognition engine and/or the secondary speech recognition 
engines may employ recognition grammars that are identical 
or optimized for a particular interpretation context, etc.). 
0028. Accordingly, in one implementation, the dynamic 
recognition grammars used in the ASR 120 may be optimized 
for different languages, contexts, domains, memory con 
straints, and/or other Suitable criteria. For example, in one 
implementation, the voice-enabled device 100 may include 
one or more applications 134 that provide content or services 
for a particular context or domain, such as a navigation appli 
cation 134. As such, in response to the ASR 120 determining 
navigation as the most likely context for the utterance, the 
dynamic recognition grammars may be optimized for various 
physical, temporal, directional, or other geographical charac 
teristics (e.g., as described in co-pending U.S. patent appli 
cation Ser. No. 11/954,064, entitled “System and Method for 
Providing a Natural Language Voice User Interface in an 
Integrated Voice Navigation Services Environment filed 
Dec. 11, 2007, the contents of which are hereby incorporated 
by reference in their entirety). In another example, an utter 
ance containing the word “traffic' may be subject to different 
interpretations depending on whether the user intended a 
navigation context (i.e., traffic on roads), a music context (i.e., 
the 1960s rock band), or a movie context (i.e., the Steven 
Soderbergh film). Accordingly, the recognition grammars 
used in the ASR 120 may be dynamically adapted to optimize 
accurate recognition for any given utterance (e.g., in response 
to incorrectly interpreting an utterance to contain a particular 
word or phrase, the incorrect interpretation may be removed 
from the recognition grammar to prevent repeating the incor 
rect interpretation). 

Feb. 18, 2016 

0029. In one implementation, in response to the ASR 120 
generating the preliminary interpretations of the utterance 
included in the multi-modal interaction using one or more of 
the techniques described above, the ASR 120 may provide the 
preliminary interpretations to the conversational language 
processor 130. The conversational language processor 130 
may generally include various natural language processing 
components, which may be configured to model human-to 
human conversations or interactions. Thus, the conversa 
tional language processor 130 may invoke one or more of the 
natural language processing components to further analyze 
the preliminary interpretations of the utterance and any 
accompanying non-voice interactions to determine the intent 
of the multi-modal interactions received at the voice-enabled 
device 100. 

0030. In one implementation, the conversational language 
processor 120 may invoke an intent determination engine 
130a configured to determine the intent of the multi-modal 
interactions received at the voice-enabled device 100. In one 
implementation, the intent determination engine 130a may 
invoke a knowledge-enhanced speech recognition engine that 
provides long-term and short-term semantic knowledge for 
determining the intent, as described in co-pending U.S. patent 
application Ser. No. 1 1/212,693, entitled “Mobile Systems 
and Methods of Supporting Natural Language Human-Ma 
chine Interactions. filed Aug. 29, 2005, the contents of which 
are hereby incorporated by reference in their entirety. For 
example, in one implementation, the semantic knowledge 
may be based on a personalized cognitive model derived from 
one or more prior interactions with the user, a general cogni 
tive model derived from one or more prior interactions with 
various different users, and/or an environmental cognitive 
model derived from an environment associated with the user, 
the voice-enabled device 100, and/or the voice services envi 
ronment (e.g., ambient noise characteristics, location sensi 
tive information, etc.). 
0031. Furthermore, the intent determination engine 132a 
may invoke a context tracking engine 132d to determine the 
context for the multi-modal interactions. For example, any 
context derived from the natural language utterance and/or 
the non-voice interactions in the multi-modal interactions 
may be pushed to a context stack associated with the context 
tracking engine 132d, wherein the context stack may include 
various entries that may be weighted or otherwise ranked 
according to one or more contexts identified from the cogni 
tive models and the context for the current multi-modal inter 
actions. As such, the context tracking engine 132d may deter 
mine one or more entries in the context stack that match 
information associated with the current multi-modal interac 
tions to determine a most likely context for the current multi 
modal interactions. The context tracking engine 132d may 
then provide the most likely context to the intent determina 
tion engine 132a, which may determine the intent of the 
multi-modal interactions in view of the most likely context. 
0032. In addition, based on the most likely context, the 
intent determination engine 132a may reference the constel 
lation model 132b to determine whether to invoke any of the 
various systems or multi-modal devices in the Voice services 
environment. For example, as noted above, the constellation 
model 132b may provide intent determination capabilities, 
domain knowledge, semantic knowledge, cognitive models, 
and other information available through the various systems 
and multi-modal devices. As such, the intent determination 
engine 132a may reference the constellation model 132b to 
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determine whether one or more of the other systems and/or 
multi-modal devices should be engaged to participate in 
determining the intent of the multi-modal interactions. For 
example, in response to the constellation model 132bindicat 
ing that one or more of the other systems and/or multi-modal 
devices have natural language processing capabilities opti 
mized for the most likely context, the intent determination 
engine 132a may forward information relating to the multi 
modal interactions to such systems and/or multi-modal 
devices, which may then determine the intent of the multi 
modal interactions and return the intent determination to the 
voice-enabled device 100. 

0033. In one implementation, the conversational language 
processor 130 may be configured to engage the user in one or 
more cooperative conversations to resolve the intent or oth 
erwise process the multi-modal interactions, as described in 
co-pending U.S. patent application Ser. No. 1 1/580,926, 
entitled “System and Method for a Cooperative Conversa 
tional Voice User Interface filed Oct. 16, 2006, the contents 
of which are hereby incorporated by reference in their 
entirety. In particular, the conversational language processor 
130 may generally identify a conversational goal for the 
multi-modal interactions, wherein the conversational goal 
may be identifying from analyzing the utterance, the non 
Voice interactions, the most likely context, and/or the deter 
mined intent. As such, the conversational goal identified for 
the multi-modal interactions may generally control the coop 
erative conversation between the conversational language 
processor 130 and the user. For example, the conversational 
language processor 130 may generally engage the user in one 
or more query conversations, didactic conversations, and/or 
exploratory conversations to resolve or otherwise process the 
multi-modal interactions. 

0034. In particular, the conversational language processor 
130 may engage the user in a query conversation in response 
to identifying that the conversational goal relates to retrieving 
discrete information or performing a particular function. 
Thus, in a cooperative query conversation, the user may lead 
the conversation towards achieving the particular conversa 
tional goal, while the conversational language processor 130 
may initiate one or more queries, tasks, commands, or other 
requests to achieve the goal and thereby Support the user in the 
conversation. In response to ambiguity or uncertainty in the 
intent of the multi-modal interaction, the conversational lan 
guage processor 130 may engage the user in a didactic con 
Versation to resolve the ambiguity or uncertainty (e.g., where 
noise or malapropisms interfere with interpreting the utter 
ance, multiple likely contexts cannot be disambiguated, etc.). 
As such, in a cooperative didactic conversation, the conver 
sational language processor 130 may lead the conversation to 
clarify the intent of the multi-modal interaction (e.g., gener 
ating feedback provided through an output device 114), while 
the user may regulate the conversation and provide additional 
multi-modal interactions to clarify the intent. In response to 
determining the intent of the multi-modal interactions with 
Suitable confidence, with the intent indicating an ambiguous 
or uncertain goal, the conversational language processor 130 
may engage the user in an exploratory conversation to resolve 
the goal. In a cooperative exploratory conversation, the con 
Versational language processor 130 and the user may share 
leader and Supporter roles, wherein the ambiguous or uncer 
tain goal may be improvised or refined over a course of the 
conversation. 
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0035. Thus, the conversational language processor 130 
may generally engage in one or more cooperative conversa 
tions to determine the intent and resolve a particular goal for 
the multi-modal interactions received at the voice-enabled 
device 100. The conversational language processor 130 may 
then initiate one or more queries, tasks, commands, or other 
requests in furtherance of the intent and the goal determined 
for the multi-modal interactions. For example, in one imple 
mentation, the conversational language processor 130 may 
invoke one or more agents 132c having capabilities for pro 
cessing requests in a particular domain or application 134, a 
Voice search engine 132f having capabilities for retrieving 
information requested in the multi-modal interactions (e.g., 
from one or more data repositories 136, networks, or other 
information sources coupled to the voice-enabled device 
100), or one or more other systems or multi-modal devices 
having Suitable processing capabilities for furthering the 
intent and the goal for the multi-modal interactions (e.g., as 
determined from the constellation model 132b). 
0036 Additionally, in one implementation, the conversa 
tional language processor 130 may invoke an advertising 
application 134 in relation to the queries, tasks, commands, or 
other requests initiated to process the multi-modal interac 
tions, wherein the advertising application 134 may be con 
figured to select one or more advertisements that may be 
relevant to the intent and/or the goal for the multi-modal 
interactions, as described in co-pending U.S. patent applica 
tion Ser. No. 1 1/671,526, entitled “System and Method for 
Selecting and Presenting Advertisements Based on Natural 
Language Processing of Voice-Based Input, filed Feb. 6, 
2007, the contents of which are hereby incorporated by ref 
erence in their entirety. 
0037. In one implementation, in response to receiving 
results from any Suitable combination of queries, tasks, com 
mands, or other requests processed for the multi-modal inter 
actions, the conversational language processor 130 may for 
mat the results for presentation to the user through the output 
device 114. For example, the results may be formatted into a 
natural language utterance that can be converted into an elec 
tronic signal and provided to the user through a speaker 
coupled to the output device 114, or the results may be visu 
ally presented on a display coupled to the output device 114, 
or in any other Suitable manner (e.g., the results may indicate 
whether a particular task or command was successfully per 
formed, or the results may include information retrieved in 
response to one or more queries, or the results may include a 
request to frame a Subsequent multi-modal interaction if the 
results are ambiguous or otherwise incomplete, etc.). 
0038. Furthermore, in one implementation, the conversa 
tional language processor 130 may include a misrecognition 
engine 132e configured to determine whether the conversa 
tional language processor 130 incorrectly determined the 
intent for the multi-modal interactions. In one implementa 
tion, the misrecognition engine 132e may determine that the 
conversational language processor 130 incorrectly deter 
mined the intent in response to one or more Subsequent multi 
modal interactions provided proximately in time to the prior 
multi-modal interactions, as described in U.S. patent appli 
cation Ser. No. 11/200,164, entitled “System and Method of 
Supporting Adaptive Misrecognition in Conversational 
Speech,” which issued as U.S. Pat. No. 7,620,549 on Nov. 17, 
2009, the contents of which are hereby incorporated by ref 
erence in their entirety. For example, the misrecognition 
engine 132e may monitor for one or more Subsequent multi 
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modal interactions that include a stop word, override a current 
request, or otherwise indicate an unrecognized or misrecog 
nized event. The misrecognition engine 132e may then deter 
mine one or more tuning parameters for various components 
associated with the ASR 120 and/or the conversational lan 
guage processor 130 to improve Subsequent interpretations. 
0039. Accordingly, as described in further detail above, 
the voice-enabled device 100 may generally include various 
natural language processing components and capabilities that 
may be used for hybrid processing in the natural language 
Voice services environment. In particular, the Voice-enabled 
device 100 may be configured to determine the intent for 
various multi-modal interactions that include any suitable 
combination of natural language utterances and/or non-voice 
interactions and process one or more queries, tasks, com 
mands, or other requests based on the determined intent. 
Furthermore, as noted above and as will be described in 
greater detail below, one or more other systems and/or multi 
modal devices may participate in determining the intent and 
processing the queries, tasks, commands, or other requests for 
the multi-modal interactions to provide a hybrid processing 
methodology, wherein the voice-enabled device 100 and the 
various other systems and multi-modal devices may each 
perform partial processing to determine the intent and other 
wise process the multi-modal interactions in a cooperative 
manner. For example, in one implementation, the coopera 
tively processed multi-modal interactions may include 
requests to dedicate content (e.g., to a particular person or 
entity), wherein the multi-modal interactions may be pro 
cessed using techniques described in U.S. Provisional Patent 
Application Ser. No. 61/259,820, entitled “System and 
Method for Providing a Natural Language Content Dedica 
tion Service, filed Nov. 10, 2009, the contents of which are 
hereby incorporated by reference in their entirety. 
0040. According to one aspect of the invention, FIG. 2 
illustrates a block diagram of an exemplary system for hybrid 
processing in a natural language Voice service environment. 
In particular, the system illustrated in FIG. 2 may generally 
includeavoice-enabled client device 210 similar to the voice 
enabled device described above in relation to FIG. 1. For 
example, the voice-enabled client device 210 may include 
any suitable combination of input and output devices 215a 
respectively arranged to receive natural language multi 
modal interactions and provide responses to the natural lan 
guage multi-modal interactions. In addition, the Voice-en 
abled client device 210 may include an Automatic Speech 
Recognizer (ASR) 220a configured to generate one or more 
preliminary interpretations of natural language utterances 
received at the input device 215a, and further configured to 
provide the preliminary interpretations to a conversational 
language processor 230a. 
0041. In one implementation, the conversational language 
processor 230a on the voice-enabled client device 210 may 
include one or more natural language processing compo 
nents, which may be invoked to determine an intent for the 
multi-modal interactions received at the voice-enabled client 
device 210. The conversational language processor 230a may 
then initiate one or more queries, tasks, commands, or other 
requests to resolve the determined intent. For example, the 
conversational language processor 230a may invoke one or 
more applications 234a to process requests in a particular 
domain, query one or more data repositories 236a to retrieve 
information requested in the multi-modal interactions, or oth 
erwise engage in one or more cooperative conversations with 
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a user of the voice-enabled client device 210 to resolve the 
determined intent. Furthermore, as noted above in connection 
with FIG. 1, the voice-enabled client device 210 may also 
cooperate with one or more other systems or multi-modal 
devices having Suitable processing capabilities for initiating 
queries, tasks, commands, or other requests to resolve the 
intent of the multi-modal interactions. 

0042. In particular, to cooperate with the other systems or 
multi-modal devices in the hybrid processing environment, 
the Voice-enabled client device 210 may use a messaging 
interface 250a to communicative with a virtual router 260, 
wherein the messaging interface 250a may generally include 
a light client (or thin client) that provides a mechanism for the 
voice-enabled client device 210 to transmit input to and 
receive output from the virtual router 260. In addition, the 
virtual router 260 may further include a messaging interface 
250b providing a mechanism for communicating with one or 
more additional voice-enabled devices 270a-n, one or more 
non-voice devices 280a-n, and a voice-enabled server 240. 
Furthermore, although FIG. 2 illustrates messaging interface 
250a and messaging interface 250b as components that are 
distinct from the devices to which they are communicatively 
coupled, it will be apparent that such illustration is for ease of 
description only, as the messaging interfaces 250a-b may be 
provided as on-board components that execute on the various 
devices illustrated in FIG. 2 to facilitate communication 
among the various devices in the hybrid processing environ 
ment. 

0043. For example, in one implementation, the messaging 
interface 250a that executes on the voice-enabled client 
device 210 may transmit input from the voice-enabled client 
device 210 to the virtual router 260 within one or more XML 
messages, wherein the input may include encoded audio cor 
responding to natural language utterances, preliminary inter 
pretations of the natural language utterances, data corre 
sponding to multi-touch gestures, point of focus or attention 
focus selections, and/or other multi-modal interactions. In 
one implementation, the virtual router 260 may then further 
process the input using a conversational language processor 
230c having capabilities for speech recognition, intent deter 
mination, adaptive misrecognition, and/or other natural lan 
guage processing. Furthermore, the conversational language 
processor 230c may include knowledge relating to content, 
services, applications, natural language processing capabili 
ties, and other features available through the various devices 
in the hybrid processing environment. 
0044 As such, in one implementation, the virtual router 
260 may further communicate with the voice-enabled devices 
270, the non-voice devices 280, and/or the voice-enabled 
server 240 through the messaging interface 250b to coordi 
nate processing for the input received from the Voice-enabled 
client device 210. For example, based on the knowledge 
relating to the features and capabilities of the various devices 
in the hybrid processing environment, the virtual router 260 
may identify one or more of the devices that have suitable 
features and/or capabilities for resolving the intent of the 
input received from the voice-enabled client device 210. The 
virtual router 260 may then forward one or more components 
of the input to the identified devices through respective mes 
saging interfaces 250b, wherein the identified devices may be 
invoked to perform any Suitable processing for the compo 
nents of the input forwarded from the virtual router 260. In 
one implementation, the identified devices may then return 
any results of the processing to the virtual router 260 through 
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the respective messaging interfaces 250b, wherein the virtual 
router 260 may collate the results of the processing and return 
the results to the voice-enabled client device 210 through the 
messaging interface 250a. 
0045. Accordingly, the virtual router 260 may communi 
cate with any of the devices available in the hybrid processing 
environment through messaging interfaces 250a-b to coordi 
nate cooperative hybrid processing for multi-modal interac 
tions or other natural language inputs received from the Voice 
enabled client device 210. For example, in one 
implementation, the cooperative hybrid processing may be 
used to enhance performance in embedded processing archi 
tectures in which the voice-enabled client device 210 includes 
a constrained amount of resources (e.g., the Voice-enabled 
client device 210 may be a mobile device having a limited 
amount of internal memory or other dedicated resources for 
natural language processing). As such, when the Voice-en 
abled client device 210 has an embedded processing archi 
tecture, one or more components of the Voice-enabled client 
device 210 may be configured to optimize efficiency of on 
board natural language processing to reduce or eliminate 
bottlenecks, lengthy response times, or degradations in per 
formance. 
0046 For example, in one implementation, optimizing the 
efficiency of the on-board natural language processing may 
include configuring the ASR 220a to use a virtual dictation 
grammar having decoy words for out-of-vocabulary words, 
reduced vocabularies derived from a conversation history, or 
other dynamic recognition grammars (e.g., grammars opti 
mized for particular languages, contexts, domains, memory 
constraints, and/or other Suitable criteria). In another 
example, the on-board applications 234a and/or data reposi 
tories 236a may be associated with an embedded application 
Suite providing particular features and capabilities for the 
voice-enabled client device 210. For example, the voice-en 
abled client device 210 may be embedded within an automo 
tive telematics system, a personal navigation device, a global 
positioning system, a mobile phone, or another device in 
which users often request location-based services. Thus, in 
Such circumstances, the on-board applications 234a and the 
data repositories 236a in the embedded application suite may 
be optimized to provide certain location-based services that 
can be efficiently processed on-board (e.g., destination entry, 
navigation, map control, music search, hands-free dialing, 
etc.). 
0047. Furthermore, although the components of the voice 
enabled client device 210 may be optimized for efficiency in 
embedded architectures, a user may nonetheless request any 
Suitable content, services, applications, and/or other features 
available in the hybrid processing environment, and the other 
devices in the hybrid processing environment may collec 
tively provide natural language processing capabilities to 
Supplement the embedded natural language processing capa 
bilities for the voice-enabled client device 210. For example, 
the voice-enabled client device 210 may perform preliminary 
processing for a particular multi-modal interaction using the 
embedded natural language processing capabilities (e.g., the 
on-board ASR 220a may perform advanced virtual dictation 
to partially transcribe an utterance in the multi-modal inter 
action, the on-board conversational language processor 230a 
may determine a preliminary intent of the multi-modal inter 
action, etc.), wherein results of the preliminary processing 
may be provided to the virtual router 260 for further process 
1ng. 
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0048. In one implementation, the voice-enabled client 
device 210 may also communicate input corresponding to the 
multi-modal interaction to the virtual router 260 in response 
to determining that on-board capabilities cannot suitably 
interpret the interaction (e.g., if a confidence level for a partial 
transcription does not satisfy a particular threshold), or in 
response to determining that the interaction should be pro 
cessed off-board (e.g., if a preliminary interpretation indi 
cates that the interaction relates to a local search request 
requiring large computations to be performed on the Voice 
enabled server 240). As such, the virtual router 260 may 
capture the input received from the voice-enabled client 
device 210 and coordinate further processing among the 
voice-enabled devices 270 and the voice-enabled server 240 
that provide natural language processing capabilities in addi 
tion to the non-voice devices 280 that provide capabilities for 
retrieving data or executing tasks. Furthermore, in response to 
the virtual router 260 invoking one or more of the voice 
enabled devices 270, the input provided to the voice-enabled 
devices 270 may be optimized to suit the processing 
requested from the invoked voice-enabled devices 270 (e.g., 
to avoid over-taxing processing resources, a particular voice 
enabled device 270 may be provided a partial transcription or 
a preliminary interpretation and resolve the intent for a given 
context or domain). 
0049. Alternatively, in response to the virtual router 260 
invoking the voice-enabled server 240, the input provided to 
the voice-enabled devices 270 may further include encoded 
audio corresponding to natural language utterances and any 
other data associated with the multi-modal interaction. In 
particular, as shown in FIG. 2, the voice-enabled server 240 
may have a natural language processing architecture similar 
to the voice-enabled client device 210, except that the voice 
enabled server 240 may include Substantial processing 
resources that obviate constraints that the voice-enabled cli 
ent device 210 may be subject to. Thus, when the voice 
enabled server 240 cooperates in the hybrid processing for the 
multi-modal interaction, the encoded audio corresponding to 
the natural language utterances and the other data associated 
with the multi-modal interaction may be provided to the 
voice-enabled server 240 to maximize a likelihood of the 
voice-enabled server 240 correctly determining the intent of 
the multi-modal interaction (e.g., the ASR 220b may perform 
multi-pass speech recognition to generate an accurate tran 
Scription for the natural language utterance, the conversa 
tional language processor 230b may arbitrate among intent 
determinations performed in any number of different contexts 
or domains, etc.). Accordingly, in Summary, the hybrid pro 
cessing techniques performed in the environment illustrated 
in FIG. 2 may generally include various different devices, 
which may or may not include natural language capabilities, 
cooperatively determining the intent of a particular multi 
modal interaction and taking action to resolve the intent. 
0050 Although the cooperative hybrid processing tech 
niques described above have been particularly described in 
the context of an embedded processing architecture, Such 
techniques are not necessarily limited to embedded process 
ing architectures. In particular, the same techniques may be 
applied in any suitable Voice services environment having 
various devices that can cooperate to initiate queries, tasks, 
commands, or other requests to resolve the intent of multi 
modal interactions. Furthermore, in one implementation, the 
voice-enabled client device 210 may include a suitable 
amount of memory or other resources that can be dedicated to 
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natural language processing (e.g., the Voice-enabled client 
device 210 may be a desktop computer or other device that 
can process natural language without Substantially degraded 
performance). In Such circumstances, one or more of the 
components of the voice-enabled client device 210 may be 
configured to optimize the on-board natural language pro 
cessing in a manner that could otherwise cause bottlenecks, 
lengthy response times, or degradations in performance in an 
embedded architecture. For example, in one implementation, 
optimizing the on-board natural language processing may 
include configuring the ASR 220a to use a large list dictation 
grammar in addition to and/or instead of the virtual dictation 
grammar used in embedded processing architectures. 
0051. Nonetheless, as will be described in greater detail 
below in connection with FIGS. 3-5, the cooperative hybrid 
processing techniques may be substantially similar regardless 
of whether the voice-enabled client device 210 has an embed 
ded or non-embedded architecture. In particular, regardless of 
the architecture for the voice-enabled client device 210, coop 
erative hybrid processing may include the Voice-enabled cli 
ent device 210 optionally performing preliminary processing 
for a natural language multi-modal interaction and commu 
nicating input corresponding to the multi-modal interaction 
to the virtual router 260 for further processing through the 
messaging interface 250a. Alternatively (or additionally), the 
cooperative hybrid processing may include the virtual router 
260 coordinating the further processing for the input among 
the various devices in the hybrid environment through mes 
saging interface 250b, and subsequently returning any results 
of the processing to the voice-enabled client device 210 
through messaging interface 250a. 
0052 According to various aspects of the invention, FIG. 
3 illustrates a flow diagram of an exemplary method for 
initializing various devices that cooperate to perform hybrid 
processing in a natural language Voice services environment. 
In particular, as noted above, the hybrid processing environ 
ment may generally include communication among various 
different devices that may cooperatively process natural lan 
guage multi-modal interactions. For example, in one imple 
mentation, the various devices in the hybrid processing envi 
ronment may include a virtual router having one or more 
messaging interfaces for communicating with one or more 
Voice-enabled devices, one or more non-voice devices, and/or 
a voice-enabled server. As such, in one implementation, the 
method illustrated in FIG.3 may be used to initialize com 
munication in the hybrid processing environment to enable 
Subsequent cooperative processing for one or more natural 
language multi-modal interactions received at any particular 
device in the hybrid processing environment. 
0053. In one implementation, the various devices in the 
hybrid processing environment may be configured to continu 
ally listen or otherwise monitor respective input devices to 
determine whether a natural language multi-modal interac 
tion has occurred. As such, the method illustrated in FIG. 3 
may be used to calibrate, synchronize, or otherwise initialize 
the various devices that continually listen for the natural 
language multi-modal interactions. For example, as 
described above in connection with FIG. 2, the virtual router, 
the voice-enabled devices, the non-voice devices, the voice 
enabled server, and/or other devices in the hybrid processing 
environment may be configured to provide various different 
capabilities or services, wherein the initialization method 
illustrated in FIG.3 may be used to ensure that the hybrid 
processing environment obtains a suitable signal to process 

Feb. 18, 2016 

any particular natural language multi-modal interaction and 
appropriately invoke one or more of the devices to coopera 
tively process the natural language multi-modal interaction. 
Furthermore, the method illustrated in FIG.3 and described 
herein may be invoked to register the various devices in the 
hybrid processing environment, register new devices added to 
the hybrid processing environment, publish domains, Ser 
vices, intent determination capabilities, and/or other features 
Supported on the registered devices, synchronize local timing 
for the registered devices, and/or initialize any other suitable 
aspect of the devices in the hybrid processing environment. 
0054. In one implementation, initializing the various 
devices in the hybrid processing environment may include an 
operation 310, wherein a device listener may be established 
for each of the devices in the hybrid processing environment. 
The device listeners established in operation 310 may gener 
ally include any suitable combination of instructions, firm 
ware, or other routines that can be executed on the various 
devices to determine capabilities, features, Supported 
domains, or other information associated with the devices. 
For example, in one implementation, the device listeners 
established in operation 310 may be configured to communi 
cate with the respective devices using the Universal Plug and 
Play protocol designed for ancillary computer devices, 
although it will be apparent that any appropriate mechanism 
for communicating with the various devices may be suitably 
substituted. 

0055. In response to establishing the device listeners for 
each device registered in the hybrid processing environment 
(or in response to establishing device listeners for any device 
newly registered in the hybrid processing environment), the 
device listeners may then be synchronized in an operation 
320. In particular, each of the registered devices may have an 
internal clock or other timing mechanism that indicates local 
timing for an incoming natural language multi-modal inter 
action, wherein operation320 may be used to synchronize the 
device listeners established in operation 310 according to the 
internal clocks or timing mechanisms for the respective 
devices. Thus, in one implementation, synchronizing the 
device listeners in operation 320 may include each device 
listener publishing information relating to the internal clock 
or local timing for the respective device. For example, the 
device listeners may publish the information relating to the 
internal clock or local timing to the virtual router, whereby the 
virtual router may Subsequently coordinate cooperative 
hybrid processing for natural language multi-modal interac 
tions received at one or more of the devices in the hybrid 
processing environment. It will be apparent, however, that the 
information relating to the internal clock or local timing for 
the various devices in the hybrid processing environment may 
be further published to the other voice-enabled devices, the 
other non-voice devices, the Voice-enabled server, and/or any 
other Suitable device that may participate in cooperative pro 
cessing for natural language multi-modal interactions pro 
vided to the hybrid processing environment. 
0056. In one implementation, in response to establishing 
and synchronizing the device listeners for the various devices 
registered in the hybrid processing environment, the device 
listeners may continually listen or otherwise monitor respec 
tive devices on the respective registered devices in an opera 
tion 330 to detect information relating to one or more natural 
language multi-modal interactions. For example, the device 
listeners may be configured to detect occurrences of the natu 
ral language multi-modal interactions in response to detect 
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ing an incoming natural language utterance, a point of focus 
or attention focus selection associated with an incoming natu 
ral language utterance, and/or anotherinteraction or sequence 
of interactions that relates to an incoming natural language 
multi-modal interaction. In addition, operation 330 may fur 
ther include the appropriate device listeners capturing the 
natural language utterance and/or related non-voice device 
interactions that relate to the natural language utterance. 
0057. In one implementation, the captured natural lan 
guage utterance and related non-voice device interactions 
may then be analyzed in an operation 340 to manage Subse 
quent cooperative processing in the hybrid processing envi 
ronment. In one implementation, for example, operation 340 
may determine whether one device listener or multiple device 
listeners captured information relating to the natural language 
multi-modal interaction detected in operation330. In particu 
lar, as noted above, the hybrid processing environment may 
generally include various different devices that cooperate to 
process natural language multi-modal interactions, whereby 
the information relating to the natural language multi-modal 
interaction may be provided to one or a plurality of the 
devices in the hybrid processing environment. As such, 
operation 340 may determine whether one device listener or 
multiple device listeners captured the information relating to 
the natural language multi-modal interaction in order to 
determine whether the hybrid processing environment needs 
to synchronize signals among various device listeners that 
captured information relating to the multi-modal interaction. 
0058. For example, a user interacting with the hybrid pro 
cessing environment may view a web page presented on a 
non-voice display device and provide a natural language 
multi-modal interaction that requests more information about 
purchasing a product displayed on the web page. The user 
may then select text on the web page containing the product 
name using a mouse, keyboard, or other non-voice input 
device and provide a natural language utterance to a micro 
phone or other voice-enabled device such as “Is this available 
on Amazon.com'?” In this example, a device listener associ 
ated with the non-voice display device may detect the text 
selection for the product name in operation 330, and a device 
listener associated with the voice-enabled device may further 
detect the natural language utterance inquiring about the 
availability of the product in operation 330. Furthermore, in 
one implementation, the user may be within a Suitable range 
of multiple voice-enabled devices, which may result in mul 
tiple device listeners capturing different signals correspond 
ing to the natural language utterance (e.g., the interaction may 
occur within range of a Voice-enabled mobile phone, a Voice 
enabled telematics device, and/or other voice-enabled 
devices, depending on the arrangement and configuration of 
the various devices in the hybrid processing environment). 
0059. Accordingly, as will be described in greater detail 
herein, a sequence of operations that synchronizes different 
signals relating to the multi-modal interaction received at the 
multiple device listeners may be initiated in response to 
operation 340 determining that multiple device listeners cap 
tured information relating to the natural language multi 
modal interaction. On the other hand, in response to operation 
340 determining that only one device listener captured infor 
mation relating to the natural language multi-modal interac 
tion, the natural language multi-modal interaction may be 
processed in an operation 390 without executing the sequence 
of operations that synchronizes different signals (i.e., the one 
device listener provides all of the input information relating to 
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the multi-modal interaction, such that hybrid processing for 
the interaction may be initiated in operation 390 without 
synchronizing different input signals). However, in one 
implementation, the sequence of synchronization operations 
may also be initiated in response to one device listener cap 
turing a natural language utterance and one or more non-voice 
interactions to align different signals relating to the natural 
language multi-modal interaction, as described in greater 
detail herein. 

0060. As described above, each device listener that 
receives an input relating to the natural language multi-modal 
interaction detected in operation 330 may have an internal 
clock or other local timing mechanism. As such, in response 
to determining that one or more device listeners captured 
different signals relating to the natural language multi-modal 
interaction in operation 340, the sequence of synchronization 
operations for the different signals may be initiated in an 
operation 350. In particular, operation 350 may include the 
one or more device listeners determining local timing infor 
mation for the respective signals based on the internal clock 
or other local timing mechanism associated with the respec 
tive device listeners, wherein the local timing information 
determined for the respective signals may then be synchro 
nized. 
0061 For example, in one implementation, synchronizing 
the local timing information for the respective signals may be 
initiated in an operation360. In particular, operation360 may 
generally include notifying each device listener that received 
an input relating to the multi-modal interaction of the local 
timing information determined for each respective signal. For 
example, in one implementation, each device listener may 
provide local timing information for a respective signal to the 
virtual router, and the virtual router may then provide the 
local timing information for all of the signals to each device 
listener. As such, in one implementation, operation 360 may 
result in each device listener receiving a notification that 
includes local timing information for each of the different 
signals that relate to the natural language multi-modal inter 
action detected in operation 330. Alternatively (or addition 
ally), the virtual router may collect the local timing informa 
tion for each of the different signals from each of the device 
listeners and further synchronize the local timing information 
for the different signals to enable hybrid processing for the 
natural language multi-modal interaction. 
0062. In one implementation, any particular natural lan 
guage multi-modal interaction may include at least a natural 
language utterance, and may further include one or more 
additional device interactions relating to the natural language 
utterance. As noted above, the utterance may generally be 
received prior to, contemporaneously with, or Subsequent to 
the additional device interactions. As such, the local timing 
information for the different signals may be synchronized in 
an operation 370 to enable hybrid processing for the natural 
language multi-modal interaction. In particular, operation 
370 may include aligning the local timing information for one 
or more signals corresponding to the natural language utter 
ance and/or one or more signals corresponding to any addi 
tional device interactions that relate to the natural language 
utterance. In addition, operation 370 may further include 
aligning the local timing information for the natural language 
utterance signals with the signals corresponding to the addi 
tional device interactions. 

0063 Thus, in matching the utterance signals and the non 
Voice device interaction signals, any devices that participate 
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in the hybrid processing for the natural language multi-modal 
interaction may be provided with Voice components and/or 
non-voice components that have been aligned with one 
another. For example, in one implementation, operation 370 
may be executed on the virtual router, which may then pro 
vide the aligned timing information to any other device that 
may be invoked in the hybrid processing. Alternatively (or 
additionally), one or more of the other devices that participate 
in the hybrid processing may locally align the timing infor 
mation (e.g., in response to the virtual router invoking the 
Voice-enabled server in the hybrid processing, resources 
associated with the voice-enabled server may be employed to 
align the timing information and preserve communication 
bandwidth at the virtual router). 
0064. Furthermore, in one implementation, the virtual 
router and/or other devices in the hybrid processing environ 
ment may analyze the signals corresponding to the natural 
language utterance in an operation 380 to select the cleanest 
sample for further processing. In particular, as noted above, 
the virtual router may include a messaging interface for 
receiving an encoded audio sample corresponding to the natu 
ral language utterance from one or more of the Voice-enabled 
devices. For example, the audio sample received at the virtual 
router may include the natural language utterance encoded in 
the MPEG-1 Audio Layer 3 (MP3) format or another lossy 
format to preserve communication bandwidth in the hybrid 
processing environment. However, it will be apparent that the 
audio sample may alternatively (or additionally) be encoded 
using the Free Lossless Audio Codec (FLAC) format or 
another lossless format in response to the hybrid processing 
environment having Sufficient communication bandwidth for 
processing lossless audio that may provide a better sample of 
the natural language utterance. 
0065 Regardless of whether the audio sample has been 
encoded in a lossy or lossless format, the signal correspond 
ing to the natural language utterance that provides the clean 
est sample may be selected in operation 380. For example, 
one Voice-enabled device may be in a noisy environment or 
otherwise associated with conditions that interfere with gen 
erating a clean audio sample, while another voice-enabled 
device may include a microphone array or be configured to 
employ techniques that maximize fidelity of encoded speech. 
AS Such, in response to multiple signals corresponding to the 
natural language utterance being received in operation 330, 
the cleanest signal may be selected in operation 380 and 
hybrid processing for the natural language utterance may then 
be initiated in an operation 390. 
0066. Accordingly, the synchronization and initialization 
techniques illustrated in FIG. 3 and described herein may 
ensure that the hybrid processing environment synchronizes 
each of the signals corresponding to the natural language 
multi-modal interaction and generates an input for further 
processing in operation 390 most likely to result in a correct 
intent determination. Furthermore, in synchronizing the sig 
nals and selecting the cleanest audio sample for the further 
processing in operation 390, the techniques illustrated in FIG. 
3 and described herein may ensure that none of the devices in 
the hybrid processing environment take action on a natural 
language multi-modal interaction until the appropriate sig 
nals to be used in operation 390 have been identified. As such, 
hybrid processing for the natural language multi-modal inter 
action may be initiated in operation 390, as described in 
further detail herein. 
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0067. According to one aspect of the invention, FIG. 4 
illustrates a flow diagram of am exemplary method for per 
forming hybrid processing at one or more client devices in a 
natural language Voice services environment. In particular, as 
will be described in greater below with reference to FIG. 5, 
the one or more client devices may perform the hybrid pro 
cessing in cooperation with a virtual router through a mes 
saging interface that communicatively couples the client 
devices and the virtual router. For example, in one implemen 
tation, the messaging interface may generally include a light 
client (or thin client) that provides a mechanism for the client 
devices to transmit input relating to a natural language multi 
modal interaction to the virtual router, and that further pro 
vides a mechanism for the client devices to receive output 
relating to the natural language multi-modal interaction from 
the virtual router. 
0068 For example, in one implementation, the hybrid pro 
cessing at the client devices may be initiated in response to 
one or more of the client devices receiving a natural language 
multi-modal interaction in an operation 410. In particular, the 
natural language multi-modal interaction may generally 
include a natural language utterance received at a microphone 
or other voice-enabled input device coupled to the client 
device that received the natural language multi-modal inter 
action, and may further include one or more other additional 
input modalities that relate to the natural language utterance 
(e.g., text selections, button presses, multi-touch gestures, 
etc.). As such, the natural language multi-modal interaction 
received in operation 410 may include one or more queries, 
commands, or other requests provided to the client device, 
wherein the hybrid processing for the natural language multi 
modal interaction may then be initiated in an operation 420. 
0069. As described in greater detail above, the natural 
language Voice services environment may generally include 
one or more Voice-enabled client devices, one or more non 
voice devices, a voice-enabled server, and a virtual router 
arranged to communicate with each of the Voice-enabled 
client devices, the non-voice devices, and the voice-enabled 
server. In one implementation, the virtual router may there 
fore coordinate the hybrid processing for the natural language 
multi-modal interaction among the Voice-enabled client 
devices, the non-voice devices, and the Voice-enabled server. 
AS Such, the hybrid processing techniques described herein 
may generally refer to the virtual router coordinating coop 
erative processing for the natural language multi-modal inter 
action in a manner that involves resolving an intent of the 
natural language multi-modal interaction in multiple stages. 
0070. In particular, as described above in connection with 
FIG. 3, the various devices that cooperate to perform the 
hybrid processing may be initialized to enable the cooperative 
processing for the natural language multi-modal interaction. 
AS Such, in one implementation, in response to initializing the 
various devices, each of the client devices that received an 
input relating to the natural language multi-modal interaction 
may perform initial processing for the respective input in an 
operation 420. For example, in one implementation, a client 
device that received the natural language utterance included 
in the multi-modal interaction may perform initial processing 
in operation 420 that includes encoding an audio sample 
corresponding to the utterance, partially or completely tran 
scribing the utterance, determining a preliminary intent for 
the utterance, or performing any other Suitable preliminary 
processing for the utterance. In addition, the initial processing 
in operation 420 may also be performed at a client device that 



US 2016/00491.52 A1 

received one or more of the additional input modalities relat 
ing to the utterance. For example, the initial processing per 
formed in operation 420 for the additional input modalities 
may include identifying selected text, selected points of focus 
or attention focus, or generating any other Suitable data that 
can be used to further interpret the utterance. In one imple 
mentation, an operation 430 may then include determining 
whether the hybrid processing environment has been config 
ured to automatically route inputs relating to the natural lan 
guage multi-modal interaction to the virtual router. 
0071. For example, in one implementation, operation 430 
may determine that automatic routing has been configured to 
occur in response to multiple client devices receiving the 
natural language utterance included in the multi-modal inter 
action in operation 410. In this example, the initial processing 
performed in operation 420 may include the multiple client 
devices encoding respective audio samples corresponding to 
the utterance, wherein messages that include the encoded 
audio samples may then be sent to the virtual router in an 
operation 460. The virtual router may then select one of the 
encoded audio samples that provides a cleanest signal and 
coordinate Subsequent hybrid processing for the natural lan 
guage multi-modal interaction, as will be described in greater 
detail below with reference to FIG. 5. In another example, 
operation 430 may determine that automatic routing has been 
configured to occur in response to the initial processing 
resulting in a determination that the multi-modal interaction 
relates to a request that may be best Suited for processing on 
the Voice-enabled server (e.g., the request may relate to a 
location-based search query or another command or task that 
requires resources managed on the Voice-enabled server, con 
tent, applications, domains, or other information that resides 
on one or more devices other than the client device that 
received the request, etc.). However, it will be apparent that 
the hybrid processing environment may be configured for 
automatic routing in response to other conditions and/or 
regardless of whether any attendant conditions exist, as 
appropriate. 
0072. In one implementation, in response to the virtual 
router coordinating the hybrid processing for the natural lan 
guage multi-modal interaction, the virtual router may provide 
results of the hybrid processing to the client device in an 
operation 470. For example, the results provided to the client 
device in operation 470 may include a final intent determina 
tion for the natural language multi-modal interaction, infor 
mation requested in the interaction, data generated in 
response to executing a command or task requested in the 
interaction, and/or other results that enable the client device 
to complete processing for the natural language request in 
operation 480. For example, in one implementation, opera 
tion 480 may include the client device executing a query, 
command, task, or other request based on the final intent 
determination returned from the virtual router, presenting the 
requested information returned from the virtual router, con 
firming that the requested command or task has been 
executed, and/or performing any additional processing to 
resolve the natural language request. 
0073 Referring back to operation 430, in response to 
determining that the conditions that trigger automatic routing 
have not been satisfied or that automatic router has otherwise 
not been configured, the client device may further process the 
natural language multi-modal interaction in an operation 440. 
In one implementation, the further processing in operation 
440 may include the client device attempting to determine an 
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intent for the natural language multi-modal interaction using 
local natural language processing capabilities. For example, 
the client device may merge any non-voice input modalities 
included in the multi-modal interaction a transcription for the 
utterance included in the multi-modal interaction. The con 
Versational language processor on the client device may then 
determine the intent for the multi-modal interaction utilizing 
local information relating to context, domains, shared knowl 
edge, criteria values, or other information. The client device 
may then generate one or more interpretations for the utter 
ance to determine the intent for the multi-modal interaction 
(e.g., identifying a conversation type, one or more requests 
contained in the interactions, etc.). 
0074. In one implementation, operation 440 may further 
include determining a confidence level for the intent determi 
nation generated on the client device (e.g., the confidence 
level may be derived in response to whether the client devices 
includes a multi-pass speech recognition engine, whether the 
utterance contained any ambiguous words or phrases, 
whether the intent differs from one context to another, etc.). In 
one implementation, an operation 450 may then determine 
whether or not to invoke off-board processing depending on 
the confidence level determined in operation 440. For 
example, operation 450 may generally include determining 
whether the intent determined in operation 440 satisfies a 
particular threshold value that indicates an acceptable confi 
dence level for taking action on the determined intent. As 
such, in response to the confidence level for the intent deter 
mination satisfying the threshold value, operation 450 may 
determine to not invoke off-board processing. In particular, 
the confidence level satisfying the threshold value may indi 
cate that the client device has sufficient information to take 
action on the determined intent, whereby the client device 
may then process one or more queries, commands, tasks, or 
other requests to resolve the multi-modal interaction in opera 
tion 480. 

0075 Alternatively, in response to the confidence level for 
the intent determination failing to satisfy the threshold value, 
operation 450 may invoke off-board processing, which may 
include sending one or more messages to the virtual router in 
operation 460. The one or more messages may cause the 
virtual router to invoke additional hybrid processing for the 
multi-modal interaction in a similar manner as noted above, 
and as will be described in greater detail herein with reference 
to FIG.S. 

0076 According to one aspect of the invention, FIG. 5 
illustrates a flow diagram of am exemplary method for per 
forming hybrid processing at a virtual router in a natural 
language Voice services environment. In particular, as the 
virtual router may coordinate the hybrid processing for natu 
ral language multi-modal interactions received at one or more 
client devices. In one implementation, in an operation 510, 
the virtual router may receive one or more messages relating 
to a natural language multi-modal interaction received at one 
or more of the client devices in the voice services environ 
ment. For example, the virtual router may include a messag 
ing interface that communicatively couples the virtual router 
to the client devices and a voice-enabled server, wherein the 
messaging interface may generally include a light client (or 
thin client) that provides a mechanism for the virtual router to 
receive input from one or more the client devices and/or the 
voice-enabled server, and further to transmit output to one or 
more the client devices and/or the voice-enabled server. The 
messages received in operation 510 may generally include 
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any suitable processing results for the multi-modal interac 
tions, whereby the virtual router may coordinate hybrid pro 
cessing in a manner that includes multiple processing stages 
that may occur at the virtual router, one or more of the client 
devices, the Voice-enabled server, or any suitable combina 
tion thereof. 

0077. In one implementation, the virtual router may ana 
lyze the messages received in operation 510 to determine 
whether to invoke the hybrid processing in a peer-to-peer 
mode. For example, one or more of the messages may include 
a preliminary intent determination that the virtual router can 
use to determine whether to invoke one or more of the client 
devices, the Voice-enabled server, or various combinations 
thereof in order to execute one or more of the multiple pro 
cessing stages for the multi-modal interaction. In another 
example, one or more of the messages may include an 
encoded audio sample that the virtual router forwards to one 
or more of the various devices in the hybrid processing envi 
ronment. As such, in one implementation, the virtual router 
may analyze the messages received in operation 510 to deter 
mine whether or not to invoke the voice-enabled server to 
process the multi-modal interaction (e.g., the messages may 
include a preliminary intent determination that indicates that 
the multi-modal interaction includes a location-based request 
that requires resources residing on the server). 
0078. In response to the virtual router determining to 
invoke the voice-enabled server, the virtual router may for 
ward the messages to the server in an operation 530. In par 
ticular, the messages forwarded to the server may generally 
include the encoded audio corresponding to the natural lan 
guage utterance and any additional information relating to 
other input modalities relevant to the utterance. For example, 
as described in greater detail above with reference to FIG. 2, 
the Voice-enabled server may include various natural lan 
guage processing components that can Suitably determine the 
intent of the multi-modal interaction, whereby the messages 
sent to the voice-enabled server may include the encoded 
audio in order to permit the voice-enabled server to determine 
the intent independently of any preliminary processing on the 
client devices that may be inaccurate or incomplete. In 
response to the Voice-enabled server processing the messages 
received from the virtual router, results of the processing may 
then be returned to the virtual router in an operation 570. For 
example, the results may include the intent determination for 
the natural language multi-modal interaction, results of any 
queries, commands, tasks, or other requests performed in 
response to the determined intent, or any other Suitable 
results, as will be apparent. 
0079 Alternatively, in response to the virtual router deter 
mining to invoke the peer-to-peer mode in operation 520, the 
virtual router may coordinate the hybrid processing among 
one or more the client devices, the voice-enabled server, or 
any Suitable combination thereof. For example, in one imple 
mentation, the virtual router may determine a context for the 
natural language multi-modal interaction in an operation 540 
and select one or more peer devices based on the determined 
context in an operation 550. For example, one or more of the 
client devices may be configured to provide content and/or 
services in the determined context, whereby the virtual router 
may forward one or more messages to Such devices in an 
operation 560 in order to request such content and/or services. 
In another example, the multi-modal interaction may include 
a compound request that relates to multiple contexts Sup 
ported on different devices, whereby the virtual router may 
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forward messages to each such device in operation 560 in 
order to request appropriate content and/or services in the 
different contexts. 

0080. In still another example, the interaction may include 
a request to be processed on the Voice-enabled server, yet the 
request may require content and/or services that reside on one 
or more of the client devices (e.g., a location-based query 
relating to an entry in an address book on one or more of the 
client devices). As such, the virtual router may generally 
forward various messages to the selected peer devices in 
operation 560 to manage the multiple stages in the hybrid 
processing techniques described herein. For example, the 
virtual router may send messages to one or more voice-en 
abled client devices that have intent determination capabili 
ties in a particular context, one or more non-voice client 
devices that have access to content, services, and/or other 
resources needed to process the multi-modal interaction, or 
any appropriate combination thereof. The virtual router may 
therefore send messages to the client devices and/or the 
voice-enabled server in operation 560 and receive responsive 
messages from the client devices and/or the Voice-enabled 
server in operation 570 in any appropriate manner (e.g., in 
parallel, sequentially, iteratively, etc.). The virtual router may 
then collate the results received in the responsive messages in 
operation 580 and return the results to one or more of the 
client devices for any final processing and/or presentation of 
the results. 

I0081 Implementations of the invention may be made in 
hardware, firmware, Software, or various combinations 
thereof. The invention may also be implemented as instruc 
tions stored on a machine-readable medium, which may be 
read and executed by one or more processors. A machine 
readable medium may include various mechanisms for Stor 
ing or transmitting information in a form readable by a 
machine (e.g., a computing device). For example, a machine 
readable storage medium may include read only memory, 
random access memory, magnetic disk storage media, optical 
storage media, flash memory devices, or other storage media, 
and a machine-readable transmission media may include 
forms of propagated signals, such as carrier waves, infrared 
signals, digital signals, or other transmission media. Further, 
firmware, software, routines, or instructions may be 
described in the above disclosure in terms of specific exem 
plary aspects and implementations of the invention, and per 
forming certain actions. However, it will be apparent that 
Such descriptions are merely for convenience, and that Such 
actions in fact result from computing devices, processors, 
controllers, or other devices executing the firmware, Soft 
ware, routines, or instructions. 
I0082. Accordingly, aspects and implementations of the 
invention may be described herein as including a particular 
feature, structure, or characteristic, but it will be apparent that 
every aspect or implementation may or may not necessarily 
include the particular feature, structure, or characteristic. In 
addition, when aparticular feature, structure, or characteristic 
has been described in connection with a given aspect or 
implementation, it will be understood that such feature, struc 
ture, or characteristic may be included in connection with 
other aspects or implementations, whether or not explicitly 
described. Thus, various changes and modifications may be 
made to the preceding description without departing from the 
Scope or spirit of the invention, and the specification and 
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drawings should therefore be regarded as exemplary only, 
with the scope of the invention determined solely by the 
appended claims. 
What is claimed is: 
1. A method for hybrid processing in a natural language 

Voice services environment, comprising: 
detecting at least one multi-modal interaction at an elec 

tronic device, wherein the multi-modal interaction 
includes at least a natural language utterance; 

communicating one or more messages containing informa 
tion relating to the multi-modal interaction to a virtual 
router in communication with the electronic device, 
wherein the electronic device communicates the one or 
more messages to the virtual router through a messaging 
interface; 

receiving one or more messages containing information 
relating to an intent of the multi-modal interaction at the 
electronic device, wherein the electronic device receives 
the one or more messages from the virtual router through 
the messaging interface; and 

resolving the multi-modal interaction at the electronic 
device based on the information contained in the one or 
more messages received from the virtual router. 

2. The method of claim 1, wherein the virtual router com 
municates with one or more additional electronic devices to 
determine the intent of the multi-modal interaction. 

3. The method of claim 2, wherein the virtual router deter 
mines a context for the multi-modal interaction and commu 
nicates with the one or more additional electronic devices in 
response to the determined context. 

4. The method of claim 1, wherein the virtual router com 
municates with a plurality of additional electronic devices to 
determine the intent of the multi-modal interaction. 

5. The method of claim 1, wherein the one or more mes 
sages communicated to the virtual router include encoded 
audio corresponding to the natural language utterance. 

6. The method of claim 5, wherein the virtual router com 
municates one or more messages containing the encoded 
audio to one or more additional electronic devices to deter 
mine the intent of the multi-modal interaction. 

7. The method of claim 1, wherein resolving the multi 
modal interaction at the electronic device includes executing 
at least one request at the electronic device based on the intent 
of the multi-modal device interaction. 

8. The method of claim 1, wherein the multi-modal inter 
action further includes an additional non-voice interaction 
with the electronic device that relates to the natural language 
utterance. 

9. The method of claim 8, further comprising: 
establishing one or more device listeners on the electronic 

device, wherein the device listeners are configured to 
detect the natural language utterance and the additional 
non-voice interaction that relates to the natural language 
utterance; and 

aligning timing information relating to the additional non 
Voice interaction and the natural language utterance. 

10. An electronic device for hybrid processing in a natural 
language Voice services environment, wherein the electronic 
device is configured to: 

detect at least one multi-modal interaction that includes at 
least a natural language utterance; 

communicate one or more messages containing informa 
tion relating to the multi-modal interaction to a virtual 
router in communication with the electronic device, 
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wherein the one or more messages are communicated to 
the virtual router through a messaging interface; 

receive one or more messages containing information 
relating to an intent of the multi-modal interaction from 
the virtual router through the messaging interface; and 

resolve the multi-modal interaction at the electronic device 
based on the information contained in the one or more 
messages received from the virtual router. 

11. The electronic device of claim 10, wherein the virtual 
router communicates with one or more additional electronic 
devices to determine the intent of the multi-modal interaction. 

12. The electronic device of claim 11, wherein the virtual 
router determines a context for the multi-modal interaction 
and communicates with the one or more additional electronic 
devices in response to the determined context. 

13. The electronic device of claim 10, wherein the virtual 
router communicates with a plurality of additional electronic 
devices to determine the intent of the multi-modal interaction. 

14. The electronic device of claim 10, wherein the one or 
more messages communicated to the virtual router include 
encoded audio corresponding to the natural language utter 
aCC. 

15. The electronic device of claim 14, wherein the virtual 
router communicates one or more messages containing the 
encoded audio to one or more additional electronic devices to 
determine the intent of the multi-modal interaction. 

16. The electronic device of claim 10, wherein the elec 
tronic device is further configured to execute at least one 
request at the electronic device based on the intent of the 
multi-modal device interaction to resolve the multi-modal 
interaction. 

17. The electronic device of claim 10, wherein the multi 
modal interaction further includes an additional non-voice 
interaction with the electronic device that relates to the natu 
ral language utterance. 

18. The electronic device of claim 17, wherein the elec 
tronic device is further configured to: 

establish one or more device listeners configured to detect 
the natural language utterance and the additional non 
Voice interaction that relates to the natural language 
utterance; and 

align timing information relating to the additional non 
Voice interaction and the natural language utterance. 

19. A virtual router for hybrid processing in a natural 
language Voice services environment, wherein the virtual 
router is configured to: 

receive a plurality of messages that include encoded audio 
corresponding to a natural language utterance contained 
in a multi-modal interaction with a plurality of respec 
tive electronic devices; 

analyze the encoded audio in the plurality of messages to 
determine one of the plurality of messages that provides 
a cleanest sample of the natural language utterance; 

communicate one or more messages containing the 
encoded audio that provides the cleanest sample to a 
server in communication with the virtual router, wherein 
the one or more messages are communicated to the 
server through a messaging interface; 

receive one or more messages containing information 
relating to an intent of the multi-modal interaction from 
the server through the messaging interface; and 

return one or more messages containing the information 
relating to the intent of the multi-modal interaction to 
one or more of the plurality of electronic devices, 
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wherein the one or more of the electronic devices resolve 
the multi-modal interaction based on the information 
relating to the intent of the multi-modal interaction. 

20. The virtual router of claim 19, wherein the virtual 
router is further configured to communicate with one or more 
of the plurality of electronic devices to determine the intent of 
the multi-modal interaction. 

21. The virtual router of claim 20, wherein the virtual 
router is further configured to determine a context for the 
multi-modal interaction and communicate with the one or 
more of the plurality of electronic devices in response to the 
determined context. 

22. The virtual router of claim 19, wherein the virtual 
router is further configured to communicate with more than 
one of the plurality of electronic devices to determine the 
intent of the multi-modal interaction. 

k k k k k 


