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Abstract: A filter (100) for generating an audio output signal, comprising a plurality of audio output signal samples, based on two or more input microphone signals is provided. The audio output signal and the two or more input microphone signals are represented in a time-frequency domain, wherein each of the plurality of audio output signal samples is assigned to a time-frequency bin ((k, n)) of a plurality of time-frequency bins ((k, n)). The filter (100) comprises a weights generator (110) being adapted to receive, for each of the plurality of time-frequency bins ((k, n)), direction-of-arrival information of one or more sound components of one or more sound sources or position information of one or more sound sources, and being adapted to generate weighting information for each of the plurality of time-frequency bins ((k, n)) depending on the direction-of-arrival information of the one or more sound components of one or more sound sources of said time-frequency bin ((k, n)) or depending on the position information of the one or more sound sources of said time-frequency bin ((k, n)). Moreover, the filter comprises an output signal generator (120) for generating the audio output signal by generating for each of the plurality of time-frequency bins ((k, n)) one of the plurality of audio output signal samples, which is assigned to said time-frequency bin ((k, n)), depending on the weighting information of said time-frequency bin ((k, n)) and depending on an audio input sample, being assigned to said time-frequency bin ((k, n)), of each of the two or more input microphone signals.
Filter and Method for Informed Spatial Filtering using
Multiple Instantaneous Direction-of-Arrival Estimates

Description

The present invention relates to audio signal processing, and, in particular, to a filter and a method for informed spatial filtering using multiple instantaneous direction-of-arrival estimates.

Extracting sound sources in noisy and reverberant conditions is commonly found in modern communication systems. In the last four decades, a large variety of spatial filtering techniques have been proposed to accomplish this task. Existing spatial filters are optimal when the observed signals are conform to the signal model and when the information required to compute the filters is accurate. In practice, however, the signal model is often violated and estimating the required information is a major challenge.

Existing spatial filters can be broadly classified into linear spatial filters (see, e.g., [1, 2, 3, 4]) and parametric spatial filters (see, e.g., [5, 6, 7, 8]). In general, linear spatial filters require an estimate of the one or more propagation vectors or the second-order statistics (SOS) of the desired one or more sources plus the SOS of the interference. Some spatial filters are designed to extract a single source signal, either reverberant or dereverberated, (see, e.g., [9, 10, 11, 12, 13, 14, 15, 16]), while others have been designed to extract the sum of two or more reverberant source signals (see, e.g., [17, 18]). The aforementioned methods require prior knowledge of the direction of the desired one or more sources or a period in which only the desired sources are active, either separately or simultaneously.

A drawback of these methods is the inability to adapt sufficiently quickly to new situations, for example, source movements or competing speakers that become active when the desired source is active. Parametric spatial filters are often based on a relatively simple signal model, e.g., the received signal in the time-frequency domain consists of a single plane wave plus diffuse sound, and are computed based on instantaneous estimates of the model parameters. Advantages of parametric spatial filters are a highly flexible directional response, a comparatively strong suppression of diffuse sound and interferers, and the ability to quickly adapt to new situations. However, as shown in [19], the underlying single plane wave signal model can easily be violated in practice which strongly degrades the performance of the parametric spatial filters. It should be noted that state-of-the-art parametric spatial filters use all available microphone signals to estimate the model.
parameters, while only a single microphone signal and a real-valued gain is used to compute the final output signal. An extension to combine the multiple available microphone signals to find an enhanced output signal is not straight-forward.

It would therefore be highly appreciated if improved concepts for obtaining a desired spatial response to the sound sources would be provided.

The object of the present invention is therefore to provide improved concepts for extracting sound sources. The object of the present invention is solved by a filter according to claim 1, by a method according to claim 17 and by a computer program according to claim 18.

A filter for generating an audio output signal, comprising a plurality of audio output signal samples, based on two or more input microphone signals is provided. The audio output signal and the two or more input microphone signals are represented in a time-frequency domain, wherein each of the plurality of audio output signal samples is assigned to a time-frequency bin of a plurality of time-frequency bins.

The filter comprises a weights generator being adapted to receive, for each of the plurality of time-frequency bins, direction-of-arrival information of one or more sound components of one or more sound sources or position information of one or more sound sources, and being adapted to generate weighting information for each of the plurality of time-frequency bins depending on the direction-of-arrival information of the one or more sound components of the one or more sound sources or on the position information of the one or more sound sources of said time-frequency bin.

Moreover, the filter comprises an output signal generator for generating the audio output signal by generating for each of the plurality of time-frequency bins one of the plurality of audio output signal samples, which is assigned to said time-frequency bin, depending on the weighting information of said time-frequency bin and depending on an audio input sample, being assigned to said time-frequency bin, of each of the two or more input microphone signals.

Embodiments provide a spatial filter for obtaining a desired response for at most \( L \) simultaneous active sound sources. The provided spatial filter is obtained by minimizing the diffuse-plus-noise power at the output of the filter subject to \( L \) linear constraints. In contrast to state-of-the-art concepts, the \( L \) constraints are based on instantaneous narrowband direction-of-arrival estimates. In addition, novel estimators for the diffuse-to-
noise ratio / diffuse power are provided which exhibit a sufficiently high temporal and spectral resolution to achieve both dereverberation and noise reduction.

According to some embodiments, concepts are provided for obtaining a desired, arbitrary spatial response for at most $L$ sound sources being simultaneously active per time-frequency instant. For this purpose, instantaneous parametric information (IP) about the acoustic scene is incorporated into the design of a spatial filter resulting in an "informed spatial filter".

In some embodiments, such an informed spatial filter, for example, combines all available microphone signals based on complex weights to provide an enhanced output signal.

According to embodiments, the informed spatial filter may, for example, be realized as a linearly constrained minimum variance (LCMV) spatial filter or as a parametric multichannel Wiener filter.

In some embodiments, the provided informed spatial filter is, for example, obtained by minimizing the diffuse plus self-noise power subject to $L$ linear constraints.

In some embodiments, in contrast to prior art, the $L$ constraints are based on instantaneous direction-of-arrival (DOA) estimates and the resulting responses to the $L$ DOAs correspond to the specific desired directivity.

Moreover, novel estimators for the required signal and noise statistics, e.g., the diffuse-to-noise ratio (DNR), are provided which exhibit a sufficiently high temporal and spectral resolution, e.g., to reduce both reverberation and noise.

Furthermore, a method for generating an audio output signal, comprising a plurality of audio output signal samples, based on two or more input microphone signals is provided.

The audio output signal and the two or more input microphone signals are represented in a time-frequency domain, wherein each of the plurality of audio output signal samples is assigned to a time-frequency bin of a plurality of time-frequency bins. The method comprises:

- Receiving, for each of the plurality of time-frequency bins ($\&$, $\circ$), direction-of-arrival information of one or more sound components of one or more sound sources or position information of one or more sound sources.
Generating weighting information for each of the plurality of time-frequency bins depending on the direction-of-arrival information of the one or more sound components of the one more sound sources of said time-frequency bin or depending on the position information of the one or more sound sources of said time-frequency bin. And:

Generating the audio output signal by generating for each of the plurality of time-frequency bins \((k, n)\) one of the plurality of audio output signal samples, which is assigned to said time-frequency bin \((k, n)\), depending on the weighting information of said time-frequency bin \((k, n)\) and depending on an audio input sample, being assigned to said time-frequency bin \((k, n)\), of each of the two or more input microphone signals.

Moreover, a computer program for implementing the above-described method when being executed on a computer or signal processor is provided.

In the following, embodiments of the present invention are described in more detail with reference to the figures, in which:

- Fig. 1a illustrates a filter according to an embodiment.
- Fig. 1b illustrates a possible application scenario for a filter according an embodiment.
- Fig. 2 illustrates a filter according to an embodiment and a plurality of microphones,
- Fig. 3 illustrates a weights generator according to an embodiment,
- Fig. 4 illustrates a magnitude of two example responses according to an embodiment,
- Fig. 5 illustrates a weights generator according to another embodiment implementing a linearly constrained minimum variance approach.
- Fig. 6 illustrates a weights generator according to a further embodiment implementing a parametric multichannel Wiener filter approach,
Fig. 7 illustrates a true and estimated diffuse-to-noise ratio as a function of time and frequency,

Fig. 8 illustrates the directivity index and the white noise gain of compared spatial filters,

Fig. 9 illustrates an estimated direction of arrival and a resulting gain, and

Fig. 10 illustrates an example for the case of stereo loudspeaker reproduction.

Fig. 1a illustrates a filter 100 for generating an audio output signal, comprising a plurality of audio output signal samples, based on two or more input microphone signals is provided. The audio output signal and the two or more input microphone signals are represented in a time-frequency domain, wherein each of the plurality of audio output signal samples is assigned to a time-frequency bin \((k, n)\) of a plurality of time-frequency bins \((k, n)\).

The filter 100 comprises a weights generator 110 being adapted to receive, for each of the plurality of time-frequency bins \((k, r)\), direction-of-arrival information of one or more sound components of one or more sound sources or position information of one or more sound sources, and being adapted to generate weighting information for each of the plurality of time-frequency bins \((k, n)\) depending on the direction-of-arrival information of the one or more sound components of the one more sound sources of said time-frequency bin \((k, n)\) or depending on the position information of the one or more sound sources of said time-frequency bin \((k, n)\).

Moreover, the filter comprises an output signal generator 120 for generating the audio output signal by generating for each of the plurality of time-frequency bins \((k, n)\) one of the plurality of audio output signal samples, which is assigned to said time-frequency bin \((k, n)\), depending on the weighting information of said time-frequency bin \((k, n)\) and depending on an audio input sample, being assigned to said time-frequency bin \((k, r)\) of each of the two or more input microphone signals.

For example, each of the two or more input microphone signals comprises a plurality of audio input samples, wherein each of the audio input samples is assigned to one of the time-frequency bins \((k, r)\), and the audio signal generator 120 may be adapted to generate one of the plurality of audio output signal samples, which is assigned to said time-
frequency bin \((k, n)\), depending on the weighting information of said time-frequency bin \((k, n)\) and depending on one of the audio input samples of each of the two or more input microphone signals, namely, e.g., depending on one of the audio input samples of each of the two or more input microphone signals, which is assigned to said time-frequency bin \((k, n)\).

For each audio output signal sample to be generated of each time-frequency bin \((k, n)\), the weights generator 110 newly generates individual weighting information. The output signal generator 120 then generates the audio output signal sample of the considered time-frequency bin \((k, n)\) based on the weighting information generated for that time-frequency bin. In other words, new weighting information is calculated by the weights generator 110 for each time-frequency bin for which an audio output signal sample is to be generated.

When generating the weighting information, the weights generator 110 is adapted to take information of one or more sound sources into account.

For example, the weights generator 110 may take a position of a first sound source into account. In an embodiment, the weights generator may also take a position of a second sound source into account.

Or, for example, the first sound source may emit a first sound wave with a first sound component. The first sound wave with the first sound component arrives at a microphone and the weights generator 110 may take the direction-of-arrival of the first sound component \(d\) of the sound wave into account. By this, the weights generator 110 takes information on the first sound source into account. Moreover, the second sound source may emit a second sound wave with a second sound component. The second sound wave with the second sound component arrives at the microphone and the weights generator 110 may take the direction-of-arrival of the second sound component \(d\) of the second sound wave into account. By this, the weights generator 110 takes also information on the second sound source into account.

Fig. 1b illustrates a possible application scenario for a filter 100 according an embodiment. A first sound wave with a first sound component is emitted by a first loudspeaker 121 (a first sound source) and arrives at a first microphone 111. The direction of arrival of the first sound component \(d\) the direction of arrival of the first sound wave) at the first microphone 111 is taken into account. Moreover, a second sound wave with a second sound component is emitted by a second loudspeaker 122 (a second sound source) and arrives at the first microphone 111. The weights generator 110 is capable to also take the
direction of arrival of the second sound component at the first microphone 111 into account to determine the weighting information. Moreover, the direction of arrival of sound components (= direction of arrival of sound waves) at other microphones, such as microphone 112 may also be taken into account by the weights generator to determine the weighting information.

It should be noted that sound sources may, for example, be physical sound sources that physically exist in an environment, for example loudspeakers, musical instruments or a person speaking.

However, it should be noted that mirror image sources are also sound sources. For example, a sound wave emitted by a speaker 122 may be reflected by a wall 125 and the sound wave then appears to be emitted from a position 123 being different than the position of the speaker that in fact emitted the sound wave. Such a mirror image source 123 is also considered as a sound source. A weights generator 110 may be adapted to generate the weighting information depending on direction-of-arrival information relating to a mirror image source or depending on position information on one, two or more mirror image sources.

Fig. 2 illustrates a filter 100 according to an embodiment and a plurality of microphones 111, 112, 113, ..., 11n. In the embodiment of Fig. 2, the filter 100 furthermore, comprises an interbank 101. Moreover, in the embodiment of Fig. 2, the weights generator 110 comprises an information computation module 102, a weights computation module 103 and a transfer function selection module 104.

The processing is carried out in a time-frequency domain with \( k \) denoting the frequency index and \( n \) denoting the time index, respectively. Input to the apparatus (the filter 100) are \( N \) time-domain microphone signals \( x_{1, M}(t) \) from the microphones 111, 112, 113, ..., 11n, which are transformed into a time-frequency domain by the filterbank 101. The transformed microphone signals are given by the vector

\[
n(k,n) = [X_1(k,n) \ X_2(k,n) \ ... \ X_M(k,n)]^T.
\]

The filter 100 outputs a desired signal \( y(k, ri) \) (the audio output signal). The audio output signal (desired signal) \( y(k, ri) \) may, for example, represent an enhanced signal for mono reproduction, a headphone signal for binaural sound reproduction, or a loudspeaker signal for spatial sound reproduction with an arbitrary loudspeaker setup.
The desired signal $Y(k, ri)$ is generated by an output signal generator 120, e.g., by conducting a linear combination of the $M$ microphone signals $x(k, ri)$ based on instantaneous complex weights $w(k, ri) = [W_1(k, ri) W_2(k, n) ... W_M(k, ri)]^T$, e.g., by employing the formula

$$Y(k, ri) = w^H(k, ri) x(t, r)$$

(1)

The weights $w(k, ri)$ are determined by the weights computation module 103. For each $k$ and each $n$, the weights $w(k, ri)$ are newly determined. In other words, for each time-frequency bin $(k, ri)$, a determination of the weights $w(k, ri)$ is conducted. More specifically, the weights $w(k, ri)$ are, e.g., computed based on instantaneous parametric information (IPI) $J(k, n)$ and based on a corresponding desired transfer function $G(k, n)$.

The information computation module 102 is configured to compute the IPI $J(k, n)$ from the microphone signals $x(k, ri)$. The IPI describes specific characteristics of the signal and noise components comprised in the microphone signals $x(k, ri)$ for the given time-frequency instant $(k, ri)$.

Fig. 3 illustrates a weights generator 110 according to an embodiment. The weights generator 110 comprises an information computation module 102, a weights computation module 103 and a transfer function selection module 104.

As shown in the example in Fig. 3, the IPI primarily comprises the instantaneous direction-of-arrival (DOA) of one or more directional sound components (e.g., plane waves), for example, computed by a DOA estimation module 201.

As explained below, the DOA information may be represented as an angle (e.g., by [azimuth angle $\phi(k, n)$, elevation angle $\theta(k, n)$]), by a spatial frequency (e.g., by $\mu(k, n)$), by a phase shift (e.g., by $\alpha(k, n)$) by a temporal delay between the microphones, by a propagation vector (e.g., by $\beta(k, n)$), or by an interaural level difference (ILD) or by an interaural time difference (ITD).

Moreover, the IPI $J(k, n)$ may, e.g., comprise additional information, for example, second-order statistics (SOS) of the signal or noise components.

In an embodiment, the weights generator 110 is adapted to generate the weighting information for each of the plurality of time-frequency bins $(k, ri)$ depending on statistical
information on signal or noise components of the two or more input microphone signals. Such statistical information is for example, the second-order statistics mentioned here. The statistical information may, for example, be a power of a noise component, a signal-to-diffuse information, a signal-to-noise information, a diffuse-to-noise information, a diffuse-to-noise information, a power of a signal component, a power of a diffuse component, or a power spectral density matrix of a signal component or of a noise component of the two or more input microphone signals.

The second-order statistics may be computed by a statistics computation module 205. This second-order-statistics information may, e.g., comprise the power of a stationary noise component (e.g., self-noise), the power of a non-stationary noise component (e.g., diffuse sound), the signal-to-diffuse ratio (SDR), the signal-to-noise ratio (SNR), or the diffuse-to-noise ratio (DNR). This information allows to compute the optimal weights \( w(k, n) \) depending on a specific optimization criteria.

A "stationary noise component" / "slowly-varying noise component" is, e.g., a noise component with statistics that do not change or slowly change with respect to time.

A "non-stationary noise component" is, e.g., a noise component with statistics that quickly change over time.

In an embodiment, the weights generator 110 is adapted to generate the weighting information for each of the plurality of time-frequency bins \((k, ri)\) depending on first noise information indicating information on first noise components of the two or more input microphone signals and depending on second noise information indicating information on second noise components of the two or more input microphone signals.

For example, the first noise components may be non-stationary noise components and the first noise information may be information on the non-stationary noise components.

The second noise components may, for example, be stationary noise components / slowly varying noise components and the second noise information may be information on the stationary / slowly-varying noise components

In an embodiment, the weights generator 110 is configured to generate the first noise information (e.g. information on the non-stationary / non-slowly varying noise components) by employing, e.g. predefined, statistical information (for example, information on a spatial coherence between two or more input microphone signals.
resulting from the non-stationary noise components), and wherein weights generator 110 is configured to generate the second noise information (e.g. information on the stationary / slowly varying noise components) without employing statistical information.

Regarding noise components that change fast, the input microphone signals alone do not provide sufficient information to determine information on such noise components. Statistical information is, e.g. additionally, needed to determine information regarding quickly changing noise components.

However, regarding noise components that do not change or change slowly, statistical information is not necessary to determine information on these noise components. Instead, it is sufficient to evaluate the microphone signals.

It should be noted that the statistical information may be computed exploiting the estimated DOA information as shown in Fig. 3. It should further be noted that the IPI can also be provided externally. For example, the DOA of the sound (the position of sound sources, respectively) can be determined by a video camera together with a face recognition algorithm assuming that human talkers form the sound scene.

A transfer function selection module 104 is configured to provide a transfer function $G(k, n)$. The (potentially complex) transfer function $G(k, n)$ of Fig. 2 and Fig. 3 describes the desired response of the system given the (e.g., current parametric) IPI $\mathcal{J}(k, n)$. For example, $G(k, n)$ may describe an arbitrary pick-up pattern of a desired spatial microphone for signal enhancement in mono reproduction, a DOA-dependent loudspeaker gain for loudspeaker reproduction, or an head-related transfer function (HRTF) for binaural reproduction.

It should be noted that usually, the statistics of a recorded sound scene vary rapidly across time and frequency. Consequently, the IPI $\mathcal{J}(k, n)$ and corresponding optimal weights $w(k, n)$ are valid only for a specific time-frequency index and thus are recomputed for each $k$ and $n$. Therefore, the system can adapt instantaneously to the current recording situation.

It should further be noted that the $M$ input microphones may either form a single microphone array, or they may be distributed to form multiple arrays at different locations.

Moreover, the IPI $O(k, n)$ can comprise position information instead of DOA information, e.g., the positions of the sound sources in a three-dimensional room. By this, spatial filters can be defined that do not only filter specific directions as desired, but three-dimensional spatial regions of the recording scene.
All explanations provided with respect to DOAs are equally applicable when a position information of a sound source is available. For example, the position information may be represented by a DOA (an angle) and a distance. When such a position representation is employed, the DOA can be immediately obtained from the position information. Or, the position information may, for example, be described, by x, y, z coordinates. Then, the DOA can be easily calculated based on the position information of the sound source and based on a position of the microphone which records the respective input microphone signal.

In the following, further embodiments are described.

Some embodiments allow spatially selective sound recording with dereverberation and noise reduction. In this context, embodiments for the application of spatial filtering for signal enhancement in terms of source extraction, dereverberation, and noise reduction are provided. The aim of such embodiments is to compute a signal \( Y(k, n) \) that corresponds to the output of a directional microphone with an arbitrary pick-up pattern. This means that directional sound (e.g., a single plane wave) is attenuated or preserved as desired depending on its DOA, while diffuse sound or microphone self-noise is suppressed. According to embodiments, the provided spatial filter combines the benefits of state-of-the-art spatial filters, inter alia, providing a high directivity index (DI) in situations with high DNR, and a high white noise gain (WNG) otherwise. According to some embodiments, the spatial filter may only be linearly constrained, which allows a fast computation of the weights. For example, the transfer function \( G(k, n) \) of Fig. 2 and Fig. 3 may, for example, represent a desired pick-up pattern of the directional microphone.

In the following, a formulation of the problem is provided. Then, embodiments of the weights computation module 103 and the \(|P|\) computation module 102 for spatially selective sound recording with dereverberation and noise reduction are provided. Moreover, embodiments of a corresponding TF selection module 104 is described.

At first, the problem formulation is provided. An array of \( M \) omnidirectional microphones located at \( \mathbf{d}_{1,...,M} \) is considered. For each \((k, ri)\) it is assumed that a sound field is composed of \( L < M \) plane waves (directional sound) propagating in an isotropic and spatially homogenous diffuse sound field. The microphone signals \( x(k, ri) \) can be written as

\[
x(k, n) = \sum_{l=1}^{L} x_l(k, n) + x_d(k, n) + x_n(k, n).
\] (2)
where \( x / (k, n) = [X / (k, n), d_1] \ldots JC_i(k, n, d_w) \) comprises the microphone signals that are proportional to the sound pressure of the \( l \)-th plane wave, \( x_d(k, n) \) is the measured non-stationary noise (e.g., diffuse sound), and \( x_n(k, n) \) is the stationary noise / slowly-varying noise (e.g., microphone self-noise).

Assuming the three components in Formula (2) are mutually uncorrected, the power spectral density (PSD) matrix of the microphone signals can be described by

\[
\Phi(k, \eta) = E \{ X (f, \Omega) X^H (\Lambda, n) \} = \sum_{l=1}^{L} \Phi_l(k, n) + \Phi_d(k, n) + \Phi_n(k, n),
\]

with

\[
\Phi_d(k, \eta) = \Phi_d(k, \eta) T_d(k).
\]

Here, \( \Phi_n(k, n) \) is the PSD matrix of the stationary noise / slowly-varying noise and \( \phi_d(k, ri) \) is the expected power of the non-stationary noise, which can vary rapidly across time and frequency. The \( l \)-th element of the coherence matrix \( Y_d(k) \), denoted by \( y_{lj}(k) \), is the coherence between microphone \( i \) and \( j \) resulting from the non-stationary noise. For example, for a spherically isotropic diffuse field, \( y_{lj}(k) = \text{sinc}(\kappa r_{lj}) \) [20] with wavenumber \( \kappa \) and \( r_{lj} = \|d_l - d_j\| \). The \( ij \)-th element of the coherence matrix \( T_n(k) \) is the coherence between microphone \( i \) and \( j \) resulting from the stationary noise / slowly-varying noise. For microphone self-noise, \( \Phi_n(k, ri) = \phi_n(k, ri) I \), where \( I \) is an identity matrix and \( \phi_n(k, ri) \) is the expected power of the self-noise.

The directional sound \( \phi_i(k, ri) \) in (2) can be written as

\[
x_i(k, n) = a[k | \phi_i(k, ri)] X(k, n, d_w).
\]

where \( \phi_i(k, ri) \) is the azimuth of the DOA of the \( l \)-th plane wave (\( \phi = 0 \) denoting the array broadside) and \( a[k | \phi_i(k, ri)] = \chi_d \chi_j \) [9] \( j (\phi_i(k, ri) \ldots a_m[k | (\phi_i(k, ri) \ldots] \) is the propagation vector. The \( l \)-th element of \( a[k \phi_i(k, ri)] \)
describes the phase shift of the \( l \)-th plane wave from the first to the \( z \)-th microphone. It should be noted that \( r_i = |d_i - d| \) is equal to the distance between the first and the \( i \)-th microphone.

The angle \( \angle \alpha_i[k \mid \phi(k, n)] = \mu_i[k \mid \phi(k, n)] \) is often referred to as spatial frequency. The DOA of the \( l \)-th wave can be represented by \( \phi(k, n) \), \( c_i(j \mid \phi(k, n)) \), \( d_i[k \mid f_i(k, n)] \), or by \( \mu_i[k \mid \phi(k, n)] \)

As explained above, the aim of the embodiment is to filter the microphone signals \( x(k, n) \) such that directional sounds arriving from specific spatial regions are attenuated or amplified as desired, while the stationary and non-stationary noise is suppressed. The desired signal can therefore be expressed as

\[
Y(k, n) = \sum_{l=1}^{L} G_l[k \mid \phi(k, n)] X_i(k, n, d_l). \tag{7}
\]

wherein \( G_l[k \mid \phi(k, n)] \) is a real-valued or complex-valued arbitrary, e.g. predefined, directivity function which can be frequency dependent.

Fig. 4 relates to a scenario with two arbitrary directivity functions and source positions according to an embodiment. In particular, Fig. 4 shows the magnitude of two example directivities \( G_1[k \setminus \phi(k, n)] \) and \( G_2[k \setminus \phi(k, n)] \). When using \( G_1[k \setminus \phi(k, n)] \) (see the solid line in Fig. 4), directional sound arriving from \( \psi < 45^\circ \) is attenuated by 21 dB while directional sound from other directions is not attenuated. In principle, arbitrary directivities can be designed, even functions such as \( G_2[k \setminus \phi(k, n)] \) (see the dashed line in Fig. 4). Moreover, \( G_l[k \mid \phi(k, n)] \) can be designed time variant, e.g., to extract moving or emerging sound sources once they have been localized.

An estimate of the signal \( Y(k, n) \) is obtained by a linear combination of the microphone signals \( x(k, n) \), e.g., by

\[
\hat{Y}(k, n) = \mathbf{w}^H(k, n) x(k, n), \tag{8}
\]
where \( w(k, n) \) is a complex weight vector of length \( M \). The corresponding optimal weight vector \( w(k, n) \) is derived in the following. In the following, the dependency of the weights \( w(k, n) \) on \( k \) and \( n \) is omitted for brevity.

Now, two embodiments of the weights computation module 103 in Fig. 2 and Fig. 3 are described.

From (5) and (7), it follows that \( w(k, n) \) should satisfy the linear constraints

\[
\mathbf{w}^H(k, n) \mathbf{A}[k | \mathbf{\varphi}_i(k, n)] = \mathbf{G}[k | \mathbf{\varphi}_i(k, n)] \quad i \in \{1, 2, \ldots, L\},
\]

Moreover, the non-stationary and the stationary / slowly-varying noise power at the output of the filter should be minimized.

Fig. 5 depicts an embodiment of the invention for the application of spatial filtering. In particular, Fig. 5 illustrates a weights generator 110 according to another embodiment. Again, the weights generator 110 comprises an information computation module 102, a weights computation module 103 and a transfer function selection module 104.

More particularly, Fig. 5 illustrates a linearly constrained minimum variance (LCMV) approach. In this embodiment (see Fig. 5), the weights \( w(k, n) \) are computed based on IPI \( b(k, n) \) comprising the DOA of \( L \) plane waves, and statistics of the stationary and non-stationary noise. The later information may comprise the DNR, the separate powers \( \psi_{a,b}(k, n) \) and \( \psi_{s,\bar{s}}(k, n) \) of the two noise components, or the PSD matrices \( \Phi_a \) and \( \Phi_d \) of the two noise components.

For example, \( \psi_4 \) may be considered as a first noise information on a first noise component of the two noise components and \( \Phi_a \) may be considered as a second noise information on a second noise component of the two noise components.

For example, the weights generator 110, may be configured to determine the first noise information \( \Phi_d \) depending on one or more coherences between at least some of the first noise components of the one or more microphone input signals. For example, the weights generator 110 may be configured to determine the first noise information depending on a coherence matrix \( \mathbf{\Gamma}d(k) \) indicating coherences resulting from the first noise components of the two or more input microphone signals, e.g. by applying the formula

\[
\Phi_d(k, n) = \phi_d(k, n) \mathbf{r}_d(k).
\]
The weights $w(k, n)$ to solve the problem in (8) are found by minimizing the sum of the self-noise power (stationary noise / slowly-varying noise) and diffuse sound power (non-stationary noise) at the filter’s output, i.e.,

$$w_{nd} = \arg \min_w w^H \left[ \Phi_d(\mathbf{k}, \mathbf{n}) + \Phi_n(k, \eta) \right] w$$

$$= \arg \min_w w^H \left[ \phi_d(k, \eta) \Gamma_d(k) + \Phi_n(k, \eta) \right] w$$

(10)

(11)

Using (4) and assuming $\Phi_n(\eta n) = \Psi(k, n) I$, the optimization problem can be expressed as

$$w_{nd} = \arg \min_w w^H \left[ \Psi(k, n) T_d(k) + I \right] w$$

(12)

where

$$\Psi(k, n) = \frac{\phi_d(k, n)}{\Phi_n(k, n)}$$

(13)

is the time-varying input DNR at the microphones. The solution to (10) and (12) given the constraints (9) is [21]

$$w_{nd} = \Phi_u^{-1} A \left[ A^H \Phi_u^{-1} A \right]^{-1} g$$

(14)

$$= C^{-1} A \left[ A^H C^{-1} A \right]^{-1} g$$

(15)

where $A(k, n) = [a[k | \Phi(k, n)] \ldots a[k | \Phi(k, \eta)]]$ comprises the DOA information for the $L$ plane waves in terms of the propagation vectors. The corresponding desired gains are given by

$$g(k, n) = [G[k \varphi_1(k, n)] \ldots G[k \varphi_L(k, n)]]^T$$

(16)
Embodiments of the estimation of $\Phi(k, n)$ and the other required IP are described below.

Other embodiments are based on a parametric multichannel Wiener filter. In such embodiments, as illustrated by Fig. 6, the IP further comprises information on the signal statistics, for instance the signal PSD matrix $\Phi_s(k, n)$ comprising the powers of the $L$ plane waves (directional sound). Moreover, optional control parameters $\lambda_1 \ldots \lambda_L(k, ri)$ are considered to control the amount of signal distortion for each of the $L$ plane waves.

Fig. 6 illustrates an embodiment for the application of spatial filtering implementing a weights generator 110 employing a parametric multichannel Wiener filter. Again, the weights generator 110 comprises an information computation module 102, a weights computation module 103 and a transfer function selection module 104.

The weights $w(k, ri)$ are computed via a multichannel Wiener filter approach. The Wiener filter minimizes the power of the residual signal at the output, i.e.,

$$w_{nd} = \arg\min_w E \left\{ \left| \tilde{Y}(k, n) - Y(k, n) \right|^2 \right\}$$

(17)

The cost function $C(k, ri)$ to be minimized can be written as

$$C(k, n) = E \left\{ \left| \tilde{Y}(k, n) - Y(A, n) \right|^2 \right\}$$

(18)

$$= \left[ g - A^H(k, n) w \right]^H \Phi_s(k, n) \left[ g - A^H(k, n) w \right] + w^H \Phi_u(k, n) w$$

(19)

where $\Phi_s(k, ri) = E \left\{ x_s(k, ri) x_s(k, n)^H \right\}$ comprises the directional sound PSDs and $x_s(k, ri) = \{ x_1(k, n, d_i), \ldots, x_L(k, n, d_i) \}$ comprises the signals proportional to the sound pressures of the $L$ plane waves at the reference microphone. Note that $\Phi_s(k, ri)$ is a diagonal matrix where the diagonal elements $\text{diag}(\Phi_s(k, ri)) = [\phi_1(k, ri), \ldots, \phi_L(k, ri)]^T$ are the powers of the arriving plane waves. In order to have control over the introduced signal distortions, one can include a diagonal matrix $A(k, ri)$ comprising time and frequency-dependent control parameters $\text{diag}(A) = [\lambda_1(k, ri), \ldots, \lambda_L(k, ri)]^T$, i.e.,
The solution to the minimization problem in (17) given $C_{pw}(\beta; n)$ is

$$w = [A^H \Lambda (k; \eta) \Phi_s (\lambda; \eta) A + \Phi_u]^{-1} A \Lambda (\lambda; \beta) \Phi_s (k; n) g. \tag{21}$$

This is identical to

$$w = \Phi_u^{-1} A [A^{-1} \Phi_s^{-1} + A^H \Phi_u^{-1} A]^{-1} g \tag{22}$$

It should be noted that for $\Lambda^{-1} = 0$, the LCMV solution in (14) is obtained. For $\Lambda^{-1} = 1$, the multichannel Wiener filter is obtained. For other values $\Lambda_{\beta, \eta}(k, \eta)$, the amount of distortion of the corresponding source signal and the amount of residual noise suppression, can be controlled, respectively. Therefore, one usually defines $\lambda_{\beta, \eta}(k, n)$ depending on the available parametric information, i.e.

$$x_{\beta, \eta}(k, n) = f(\beta(k, n)), \tag{23}$$

where $f(\cdot)$ is an arbitrary user-defined function. For example, one can choose $\lambda_{\beta, \eta}(k, n)$ according to

$$\lambda_{\beta, \eta}(k, n) = \frac{1}{1 + \frac{\phi_1(k, n)}{\phi_u(k, n)}}, \tag{24}$$

where $\phi_1(k, n)$ is the power of the $l$-th signal ($l$-th plane wave) and $\phi_2(k, n) = \phi_0(k, n) + \phi_d(k, ri)$ is the power of the undesired signal (stationary noise/slowly-varying noise plus non-stationary noise). By this, the parametric Wiener filter depends on statistical information on a signal component of the two or more input microphone signals, and thus, the parametric Wiener filter further depends on statistical information on a noise component of the two or more input microphone signals.

If source $l$ is strong compared to the noise, $\lambda_{\beta, \eta}(k, ri)$ close to zero is obtained meaning that the LCMV solution is obtained (no distortion of the source signal), if the noise is strong.
compared to the source power, \( \lambda^{-1}(k, ri) \) close to one is obtained meaning that the multichannel Wiener filter is obtained (strong suppression of the noise).

The estimation of \( \Phi(k, ri) \) and \( \Phi(\frac{\pi}{4} ri) \) is described below.

In the following, embodiments of the instantaneous parameter estimation module 102 are described.

Different \(|P|\) needs to be estimated before the weights can be computed. The DOAs of the \( L \) plane waves computed in module 201 can be obtained with well-known narrowband DOA estimators such as ESPRIT [22] or root MUSIC [23], or other state-of-the-art estimators. These algorithms can provide for instance the azimuth angle \( \phi(p(k, ri)) \), the spatial frequency \( \mu(k \setminus p(k, ri)) \), the phase shift \( a[k \mid \phi(p(k, ri)) \} \), or the propagation vector \( a[k \mid \phi(k, ri) \} \) for one or more waves arriving at the array. The DOA estimation will not further be discussed, as DOA estimation itself is well-known in the art.

In the following, diffuse-to-noise ratio (DNR) estimation is described. In particular, the estimation of the input DNR \( \Phi(k, ri) \), i.e., a realization of module 202 in Fig. 5 is discussed. The DNR estimation exploits the DOA information obtained in module 201. To estimate \( \Phi(k, ri) \), an additional spatial filter may be used which cancels the \( l \), plane waves such that only diffuse sound is captured. The weights of this spatial filter are found, for example, by maximizing the WNG of the array, i.e.,

\[
\arg_\mathbf{w} \max_\mathbf{w} \quad \mathbf{w}^H \mathbf{w} = 25
\]

subject to

\[
\mathbf{w}^H \mathbf{a}(k \mid \phi_l(k, ri)) = 0, \quad l \in \{1, 2, \ldots, Z\}. \quad (26)
\]

\[
\mathbf{w}^H \mathbf{a}(k \mid \phi(\frac{\pi}{4})(k, ri)) = 1. \quad (27)
\]

Constraint (27) ensures non-zero weights \( \mathbf{W} \mathbf{\Phi} \). The propagation vector \( \mathbf{a}(k \mid \phi(0)(k, ri)) \) corresponds to a specific direction \( \phi(0)(k, ri) \) being different from the DOAs \( \phi(k, ri) \) of the \( L \) plane waves. In the following, for \( \phi(0)(k, ri) \) the direction which has the largest distance to all \( \phi(k, ri) \) is chosen, i.e.,
Given the weights $\mathbf{w}^\ast$, the output power of the additional spatial
filter is given by

$$
\mathbf{w}_\psi^H \mathbf{\Phi}(k, n) \mathbf{w}_\psi = \phi_d(k, n) \mathbf{w}_\psi^H \mathbf{\Gamma}_d(k) \mathbf{w}_\psi + \phi_n(k, n) \mathbf{w}_\psi^H \mathbf{\Psi}_n \mathbf{w}_\psi.
$$

(29)

The input DNR can now be computed with (13) and (29), i.e.,

$$
\mathbf{\Psi}(k, n) = \frac{\mathbf{w}_\psi^H \mathbf{\Phi}(k, n) \mathbf{w}_\psi - \phi_n(k, n) \mathbf{w}_\psi^H \mathbf{\Gamma}_d(k) \mathbf{w}_\psi}{\phi_n(k, n) \mathbf{w}_\psi^H \mathbf{\Gamma}_d(k) \mathbf{w}_\psi}.
$$

(30)

The required expected power of the microphone self-noise $\phi_d(k, n)$ can, for example, be estimated during silence assuming that the power is constant or slowly-varying over time. Note that the proposed DNR estimator does not necessarily provide the lowest estimation variance in practice due to the chosen optimization criteria (45), but provides unbiased results.

In the following, the estimation of the non-stationary PSD $\psi_{n}(k, n)$, i.e., another realization of module (202) in Fig. 5 is discussed. The power (PSD) of the non-stationary noise can be estimated with

$$
\phi_d(k, n) = \frac{\mathbf{w}_\psi^H [\mathbf{\Phi}(k, n) - \mathbf{\Phi}_n(k, n)] \mathbf{w}_\psi}{\mathbf{w}_\psi^H \mathbf{\Gamma}_d(k) \mathbf{w}_\psi},
$$

(31)

where $\mathbf{w}_\psi$ is defined in the previous paragraph. It should be noted that the stationary/slowly-varying noise PSD matrix $\mathbf{\Phi}_n(k, n)$ can be estimated during silence (i.e., during the absence of the signal and non-stationary noise), i.e.,

$$
\mathbf{\Phi}_n(k, n) = \mathbb{E} \{ \mathbf{x}(k, n) \mathbf{\chi}^H(k, n) \}.
$$

(32)

where the expectation is approximated by averaging over silent frames $n$. Silent frames can be detected with state-of-the-art methods.
In the following, estimation of the undesired signal PSD matrix (see module 203) is discussed.

The PSD matrix of the undesired signal (stationary/slowly-varying noise plus non-stationary noise) $\Phi_{\text{u}}(k, n)$ can be obtained with

$$\Phi_{\text{u}}(k, n) = \phi_n(k, n) (\Psi(k, n) \Gamma_d(k) + \Gamma_n(\Lambda))$$ \hspace{1cm} (33)

or more general with

$$\Phi_{\text{u}}(\Lambda; n) = \phi_d(k, n) T_d(k) + \Phi_n(\Lambda, n)$$ \hspace{1cm} (34)

where $T_d(k)$ and $\Gamma_n(k)$ are available as apriori information (see above). The DNR $\Psi(\Lambda; n)$, stationary/slowly-varying noise power $\phi_d(k, n)$, and other required quantities can be computed as explained above. Therefore, the $\Phi_{\text{u}}(k, n)$ estimation exploits the DOA information obtained by module 201.

In the following, estimation of the signal PSD matrix (see module 204) is described.

The power $\phi_{1, \ldots, L}(k, n)$ of the arriving plane waves, required to compute $\Phi_{s}(k, n)$, can be computed with

$$\begin{bmatrix} \phi_1(k, n) \\ \vdots \\ \phi_L(k, n) \end{bmatrix} = \begin{bmatrix} w_1(k, n) \\ \vdots \\ w_L(k, n) \end{bmatrix}^H \begin{bmatrix} \Phi_{s} \ast (k, n) \\ \Phi_{\text{u}} \ast (k, n) \\ \Phi_{\text{u}}(k, n) \end{bmatrix} \begin{bmatrix} w_1(\Lambda, n) \\ \vdots \\ w_L(\Lambda, n) \end{bmatrix}$$ \hspace{1cm} (35)

where the weights $w_l$ suppress all arriving plane waves but the $l$-th wave, i.e.,

$$W_l(k, n) H(z) \ast (\Lambda, n) = \begin{cases} 1 & \text{if } I = V \\ 0 & \text{otherwise.} \end{cases} \hspace{1cm} (36)$$

For example,

$$w_l = \arg \min_w w^H w$$ \hspace{1cm} (37)
subject to (36). The $\Phi_s(k, ri)$ estimation exploits the DOA information obtained in module (201). The required PSD matrix of the undesired signals $\Phi_s(k, ri)$ can be computed as explained in the previous paragraph.

Now, a transfer function selection module 104 according to an embodiment is described.

In this application, the gain $g_{jk} | \Phi_s(k, ri)$ may be found for the corresponding plane wave / depending on the DOA information $\Phi_s(k, n)$. The transfer function $g_{jk} \Phi_s(k, ri)$ for the different DOAs $\phi_p(k, ri)$ is available to the system e.g. as user-defined a priori information. The gain can also be computed based on the analysis of an image, for instance using the positions of detected faces. Two examples are depicted in Fig. 4. These transfer functions correspond to the desired pick-up patterns of the directional microphone. The transfer function $g_{jk} | \Phi_s(k, ri)$ can be provided e.g. as a look-up table, i.e., for an estimated $\Phi_s(k, ri)$ we select the corresponding gain $g_{jk} \Phi_s(k, ri)$ from the look-up table. Note that the transfer function can also be defined as a function of the spatial frequency $u_{jk} \Phi_s(k, ri)$ instead of the azimuth $\Phi_s(k, ri)$, i.e., $G_{uk} \Phi_s(k, ri)$ instead of $G_{ji} \Phi_s(k, ri)$.

The gains can also be computed based on source position information instead of DOA information.

Now, experimental results are provided. The following simulation results demonstrate the practical applicability of the above-described embodiments. The proposed system to state-of-the-art systems are compared, which will be explained below. Then, the experimental setup is discussed and results are provided.

At first, existing spatial filters are considered.

While the PSD $\Phi_s(k, ri)$ can be estimated during periods of silence, $\phi_s(k, ri)$ is commonly assumed unknown and unobservable. Therefore two existing spatial filters are considered that can be computed without this knowledge.

The first spatial filter is known as a delay-and-sum beamformer and minimizes the self-noise power at the filter’s output [i.e., maximizes the WNG] [1]. The optimal weight vector that minimizes the mean squared error (MSE) between (7) and (8) subject to (9) is then obtained by

$$ w_n = \arg \min_w \left\{ w^H n(k, \tau_n) w \right\} $$

subject to (36).
There exists a closed-form solution to (38) [1] that allows a fast computation of \( w_n \). It should be noted that this filter does not necessarily provide the largest DI.

The second spatial filter is known as the robust superdirective (SD) beamformer and minimizes the diffuse sound power at the filter’s output [i.e., maximizes the DI] with a lower-bound on the WNG [24]. The lower-bound on the WNG increases the robustness to errors in the propagation vector and limits the amplification of the self-noise [24]. The optimal weight vector that minimizes the MSE between (7) and (8) subject to (9) and satisfies the lower-bound on the WNG is then obtained by

\[
\mathbf{w}_d = \text{arg min}_{\mathbf{w}} \frac{\mathbf{w}^H \Phi_d(k, n) \mathbf{w}}{\mathbf{w}^H \Gamma_d(k, n) \mathbf{w}}
\]

(39)

and subject to a quadratic constraint \( \mathbf{w}^H \mathbf{w} < \beta \). The parameter \( \beta^{-1} \) defines the minimum WNG and determines the achievable DI of the filter. In practice, it is often difficult to find an optimal trade-off between a sufficient WNG in low SNR situations, and a sufficiently high DI in high SNR situations. Moreover, solving (39) leads to a non-convex optimization problem due to the quadratic constraint, which is time-consuming to solve. This is especially problematic, since the complex weight vector need be recomputed for each \( k \) and \( n \) due to the time-varying constraints (9).

Now, an experimental setup is considered. Assuming \( L=2 \) plane waves in the model in (2) and a uniform linear array (ULA) with \( M = 4 \) microphones with an inter-microphone spacing of 3 cm, a shoebox room \((7.0 \times 5.4 \times 2.4 \text{ m}^3, \text{RT}_{60} \approx 380 \text{ ms})\) was simulated using the source-image method [25, 26] with two speech sources at \( \varphi_A = 86^\circ \) and \( \varphi_B = 11^\circ \), respectively (distance 1.75 m, cf. Fig. 4). The signals consisted of 0.6 s silence followed by double talk. White Gaussian noise was added to the microphone signals resulting in a segmental signal-to-noise ratio (SSNR) of 26 dB. The sound was sampled at 16 kHz and transformed into the time-frequency domain using a 512-point STFT with 50% overlap.

The directivity function \( G_{\lambda}(\varphi) \) of Fig. 4 is considered, i.e., source A shall be extracted without distortion while attenuating the power of source B by 21 dB. The two spatial filters above and the provided spatial filter is considered. For the robust SD beamformer (39), the minimum WNG is set to \(-12 \text{ dB}\). For the provided spatial filter (12), the DNR \( \Psi(k, n) \) is estimated as explained above. The self-noise power \( \phi_n(k, n) \) is computed from the silent signal part at the beginning. The expectation in (3) is approximated by a recursive temporal average over \( r = 50 \text{ ms} \).
In the following, time-invariant directional constraints are considered.

For this simulation, prior knowledge about the two source positions \( \phi_A \) and \( \phi_B \) is assumed. In all processing steps we used \( r(k, ri) = \phi_A \) and \( \phi_2(k, n) = \phi_0 \). Therefore, the directional constraints in (9) and (26) do not vary over time.

Fig. 7 illustrates true and estimated DNR \( \Psi(k, ri) \). The two marked areas indicate respectively a silent and active part of the signal. In particular, Fig. 7 depicts the true and estimated DNR \( \Phi(k, ri) \) as a function of time and frequency. We obtain a relatively high DNR during speech activity due to the reverberant environment. The estimated DNR in Fig. 7(b) possesses a limited temporal resolution due to the incorporated temporal averaging process. Nevertheless, the \( \Psi(k, ri) \) estimates are sufficiently accurate as shown by the following results.

Fig. 8(a) depicts the mean DI for \( w_n \) and \( w_d \) (which are both signal-independent), and for the proposed spatial filter \( w_{nd} \) (which is signal-dependent). For the proposed spatial filter, we show the DI for a silent part of the signal and during speech activity [both signal parts marked in Fig. 7(b)]. During silence, the proposed spatial filter (dashed line \( w_{nd} \)) provides the same low DI as \( w_n \). During speech activity (solid line \( w_{nd} \)), the obtained DI is as high as for the robust SD beamformer \( w_d \). Fig. 8(b) shows the corresponding WNGs. During silence, the proposed spatial filter (dashed line \( w_{nd} \)) achieves a high WNG, while during signal activity, the WNG is relatively low.

Fig. 8: DI and WNG of the compared spatial filters. For \( w_d \), the minimum WNG was set to \(-12 \) dB to make the spatial filter robust against the microphone self-noise.

In general, Fig. 8 shows that the proposed spatial filter combines the advantages of both existing spatial filters: during silent parts, a maximum WNG is provided leading to a minimal self-noise amplification, i.e., high robustness.

During signal activity and high reverberation, where the self-noise is usually masked, a high DI is provided (at cost of a low WNG) leading to an optimal reduction of the diffuse sound. In this case, even rather small WNGs are tolerable.

Note that for higher frequencies \((f > 5 \) kHz\), all spatial filters perform nearly identically since the coherence matrix \( \Gamma_d(k) \) in (39) and (12) is approximately equal to an identity matrix.
In the following, instantaneous directional constraints are considered.

For this simulation, it is assumed that no a priori information on $\varphi_A$ and $\varphi_B$ is available. The DOAs $\varphi_1(k, n)$ and $\varphi_2(k, n)$ are estimated with ESPRIT. Thus, the constraints (9) vary across time. Only for the robust SD beamformer ($w_d$) a single and time-invariant constraint (9) corresponding to a fixed look direction of $\psi_A = 86^\circ$ is employed. This beamformer serves as a reference.

Fig. 9 depicts estimated DOA $\varphi(k, n)$ and resulting gains $G[k \backslash \varphi(k, n)]$. In particular, Fig. 9 illustrates the estimated DOA $\psi(k, n)$ and resulting gain $\psi G(k \backslash \varphi(k, n))$. The arriving plane wave is not attenuated if the DOA is inside the spatial window in Fig. 4 (solid line). Otherwise, the power of the wave is attenuated by 21 dB.

Table 1 illustrates a performance of all spatial filters [* unprocessed]. Values in brackets refer to time-invariant directional constraints, values not in brackets refer to instantaneous directional constraints. The signals were A-weighted before computing the SIR, SRR, and SSNR.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>*</td>
<td>11 (11)</td>
<td>20 (20)</td>
<td>1.0 (1.5)</td>
<td></td>
</tr>
<tr>
<td>$w_n$</td>
<td>21 (32)</td>
<td>33 (31)</td>
<td>2.0 (1.7)</td>
<td></td>
</tr>
<tr>
<td>$w_d$</td>
<td>26 (35)</td>
<td>22 (24)</td>
<td>2.1 (2.0)</td>
<td></td>
</tr>
<tr>
<td>$w_{nd}$</td>
<td>25 (35)</td>
<td>28 (26)</td>
<td>2.1 (2.0)</td>
<td></td>
</tr>
</tbody>
</table>

Table 1

In particular, Table 1 summarizes the overall performance of the spatial filters in terms of signal-to-interference ratio (SIR), signal-to-reverberation ratio (SRR), and SSNR at the filter’s output. In terms of SIR and SRR (source separation, dereverberation), the proposed approach ($w_{nd}$) and the robust SD beamformer ($w_d$) provide the highest performance. However, the SSNR of the proposed $w_{nd}$ is 6 dB higher than the SSNR of $w_d$, which represented a clearly audible benefit. The best performance in terms of SSNR is obtained using $w_n$. In terms of PESQ, $w_{nd}$ and $w_d$ outperform $w_n$. Using instantaneous directional constraints instead of time-invariant constrains (values in brackets) mainly reduced the achievable SIR, but provides a fast adaption in case of varying source positions. It should be noted that the computation time of all required complex weights per time frame was
larger than 80 s for \( w_d \) (CVX toolbox [27, 28]) and smaller than 0.08 s for the proposed approach (MATLAB R2012b, MacBook Pro 2008).

In the following, embodiments for spatial sound reproduction are described. The aim of the embodiments is to capture a sound scene e.g. with a microphone array and to reproduce the spatial sound with an arbitrary sound reproduction system (e.g., 5.1 loudspeaker setup, headphone reproduction) such that the original spatial impression is recreated. We assume that the sound reproduction system comprises \( N \) channels, i.e., we compute \( N \) output signals \( Y(k, n) \).

At first a problem formulation is provided. The signal model (see Formula (2) above) is considered and a similar problem is formulated. The stationary/slowly-varying noise corresponds to undesired microphone self-noise while the non-stationary noise corresponds to desired diffuse sound. The diffuse sound is desired in this application as it is of major importance to reproduce the original spatial impression of the recording scene.

In the following, reproducing the directional sound \( X_j(k, n, d) \) without distortions from the corresponding DOA \( \varphi_j(k, n) \) shall be achieved. Moreover, the diffuse sound shall be reproduced with correct energy from all directions, while the microphone self-noise is suppressed. Therefore, the desired signal \( Y(k, n) \) in (7) is now expressed as

\[
Y_i(k, n) = \sum_{l=1}^{L} G_i[k \mid \varphi_i(k, n)] X_i(k, n, d_{x_i}) + G_d(k, n) X_d(k, n, d),
\]

(40)

where \( Y_i(k, r_i) \) is the signal of the \( i \)-th channel of the sound reproduction system (\( i \in \{1, \ldots, N\} \)), \( X_i(k, n, d) \) is the measured diffuse sound at an arbitrary point (for instance at the first microphone df) to be reproduced from loudspeaker \( i \), and \( G_d(k, r_i) \) is a gain function for the diffuse sound to ensure a correct power of the diffuse sound during reproduction (usually \( G_d(k, n) = \sqrt{\frac{1}{N}} \)). Ideally, the signals \( X_d(k, n) \) have the correct diffuse sound power and are mutually uncorrelated across the channels \( i \), i.e.,

\[
E\{X_d(k, n)X_d^*(k, n)\} = \begin{cases} \phi_d(k, n) & \text{if } i = j \\ 0 & \text{otherwise} \end{cases}.
\]

(41)

The transfer functions \( G_i[k \mid \varphi_i(k, n)] \) for the directional sound components correspond to a DOA-dependent loudspeaker gain function. An example for the case of stereo loudspeaker reproduction is depicted in Fig. 10. If wave \( i \) arrives from \( f_i(k, r_i) = 30^\circ \), \( G_1 \approx 1 \) and \( G_2 = 0 \).
This means, this directional sound is reproduced only from channel $i = 1$ of the reproduction system (left channel). For $(\theta_{i}, \rho_{i}) = 0^\circ$, we have $G_{1} = G_{2} = \sqrt{0.5}$, i.e., the directional sound is reproduced with equal power from both loudspeakers. Alternatively, $G_{i(k, n)}$ may correspond to an HRTF if a binaural reproduction is desired.

The signals $\hat{Y}_{i(k, n)}$ are estimated via a linear combination of the microphone signals based on complex weights $w(k, \rho_{i})$, as explained above, i.e.,

$$\hat{Y}_{i(k, n)} = w_{k} \cdot \bar{Y}(k, \rho_{i})$$  \hspace{1cm} (42)

subject to specific constraints. The constraints and computation of the weights $w_{i(k, \rho_{i})}$ are explained in the next subsection.

In the following, the weights computation module 103 according to corresponding embodiments is considered. In this context, two embodiments of the weights computation module 103 of Fig. 2 are provided. It follows from Formula (5) and Formula (40) that $w_{i(k, n)}$ should satisfy the linear constraints

$$w_{i(k, n)} \cdot a^{*}_{\rho_{i(k, n)}} = G_{i(k, n)} \cdot \phi_{i(k, n)}(k, n), \hspace{0.5cm} i \in \{1, 2, \ldots, L\}, \hspace{0.5cm} k \in \{1, 2, \ldots, N\}. \hspace{1cm} (43)$$

Moreover, the diffuse sound power should be maintained. Therefore, $w_{i(k, n)}$ may satisfy the quadratic constraint

$$w_{i(k, n)} \cdot r_{d}(k, n) \cdot w_{i(k, n)} = \|G_{d}(k, n)\|^2. \hspace{1cm} \forall i. \hspace{1cm} (44)$$

Moreover, the self-noise power at the filter's output should be minimized. Thus, the optimal weights may be computed as

$$W_{i} = \arg \min_{w} w^{H} w \hspace{1cm} (45)$$

subject to Formula (43) and Formula (44). This leads to a convex optimization problem which can be solved e.g. with well-known numerical methods [29].

With respect to the instantaneous parameter estimation module 102, according to corresponding embodiments, the DOAs $\varphi_{i(k, n)}$ of the $L$ plane waves can be obtained with
well-known narrowband DOA estimators such as ESPRIT [22] or root MUSIC [23], or other state-of-the-art estimators.

Now, the transfer function selection module 104 according to corresponding embodiments is considered. In this application, the gain $G(k | f(k, rij))$ for channel $i$ is found for the corresponding directional sound $f$ depending on the DOA information $\phi(k, ri)$. The transfer function $G_i[k \setminus \phi(k, ri)]$ for the different DOAs $\phi(k, ri)$ and channels $i$ is available to the system e.g. as user-defined apriori information. The gains can also be computed based on the analysis of an image, for instance using the positions of detected faces.

The transfer functions $G(k \setminus f(k, rij))$ are usually provided as a look-up table, i.e., for an estimated $\phi(k, ri)$ we select the corresponding gains $G[k | \phi(k, rij)]$ from the look-up table. Note that the transfer function can also be defined as a function of the spatial frequency $\mu(k | \phi(k, rij))$ instead of the azimuth $\phi(k, ri)$, i.e., $Gj(k | \phi(k, rij))$ instead of $G(k \setminus \phi(k, rij))$. Note further that the transfer function can also correspond to an HRTF which enables a binaural sound reproduction. In this case, $G/k | \phi(k, rij)$ is usually complex. Note that the gains or transfer functions can also be computed based on source position information instead of DOA information.

An example for stereo loudspeaker reproduction is depicted in Fig. 10. In particular, Fig. 10 illustrates gain functions for stereo reproduction.

Although some aspects have been described in the context of an apparatus, it is clear that these aspects also represent a description of the corresponding method, where a block or device corresponds to a method step or a feature of a method step. Analogously, aspects described in the context of a method step also represent a description of a corresponding block or item or feature of a corresponding apparatus.

The inventive decomposed signal can be stored on a digital storage medium or can be transmitted on a transmission medium such as a wireless transmission medium or a wired transmission medium such as the Internet.

Depending on certain implementation requirements, embodiments of the invention can be implemented in hardware or in software. The implementation can be performed using a digital storage medium, for example a floppy disk, a DVD, a CD, a ROM, a PROM, an EPROM, an EEPROM or a FLASH memory, having electronically readable control signals stored thereon, which cooperate (or are capable of cooperating) with a programmable computer system such that the respective method is performed.
Some embodiments according to the invention comprise a non-transitory data carrier having electronically readable control signals, which are capable of cooperating with a programmable computer system, such that one of the methods described herein is performed.

Generally, embodiments of the present invention can be implemented as a computer program product with a program code, the program code being operative for performing one of the methods when the computer program product runs on a computer. The program code may for example be stored on a machine readable carrier.

Other embodiments comprise the computer program for performing one of the methods described herein, stored on a machine readable carrier.

In other words, an embodiment of the inventive method is, therefore, a computer program having a program code for performing one of the methods described herein, when the computer program runs on a computer.

A further embodiment of the inventive methods is, therefore, a data carrier (or a digital storage medium, or a computer-readable medium) comprising, recorded thereon, the computer program for performing one of the methods described herein.

A further embodiment of the inventive method is, therefore, a data stream or a sequence of signals representing the computer program for performing one of the methods described herein. The data stream or the sequence of signals may for example be configured to be transferred via a data communication connection, for example via the Internet.

A further embodiment comprises a processing means, for example a computer, or a programmable logic device, configured to or adapted to perform one of the methods described herein.

A further embodiment comprises a computer having installed thereon the computer program for performing one of the methods described herein.

In some embodiments, a programmable logic device (for example a field programmable gate array) may be used to perform some or all of the functionalities of the methods described herein. In some embodiments, a field programmable gate array may cooperate
with a microprocessor in order to perform one of the methods described herein. Generally, the methods are preferably performed by any hardware apparatus.

The above described embodiments are merely illustrative for the principles of the present invention. It is understood that modifications and variations of the arrangements and the details described herein will be apparent to others skilled in the art. It is the intent, therefore, to be limited only by the scope of the impeding patent claims and not by the specific details presented by way of description and explanation of the embodiments herein.
References


Claims

1. A filter (100) for generating an audio output signal, comprising a plurality of audio output signal samples, based on two or more input microphone signals, wherein the audio output signal and the two or more input microphone signals are represented in a time-frequency domain, wherein each of the plurality of audio output signal samples is assigned to a time-frequency bin ((k, n)) of a plurality of time-frequency bins ((k, n)), and wherein the filter (100) comprises:

a weights generator (110) being adapted to receive, for each of the plurality of time-frequency bins ((k, n)), direction-of-arrival information of one or more sound components of one or more sound sources or position information of one or more sound sources, and being adapted to generate weighting information for each of the plurality of time-frequency bins ((k, n)) depending on the direction-of-arrival information of the one or more sound components of the one more sound sources of said time-frequency bin ((k, r)) or depending on the position information of the one or more sound sources of said time-frequency bin ((k, r)), and

an output signal generator (120) for generating the audio output signal by generating for each of the plurality of time-frequency bins ((k, n)) one of the plurality of audio output signal samples, which is assigned to said time-frequency bin ((k, r)), depending on the weighting information of said time-frequency bin ((k, n)) and depending on an audio input sample, being assigned to said time-frequency bin ((k, r)), of each of the two or more input microphone signals,

2. A filter (100) according to claim 1, wherein the weights generator (110) is adapted to generate the weighting information for each of the plurality of time-frequency bins ((k, n)) depending on statistical information on signal or noise components of the two or more input microphone signals, and depending on the direction-of-arrival information of the one more sound sources of said time-frequency bin ((k, n)) or depending on the position information of the one or more sound sources of said time-frequency bin ((k, n)).

3. A filter (100) according to claim 2, wherein the weights generator (110) is adapted to generate the weighting information for each of the plurality of time-frequency bins ((k r)) depending on the statistical information on signal or noise components of the two or more input microphone signals, wherein the statistical information is a power of a noise component, a signal-to-diffuse information, a signal-to-noise
information, a diffuse-to-noise information, a power of a signal component, a power of a diffuse component, or a power spectral density matrix of a signal component, of a noise component or of a diffuseness component of the two or more input microphone signals.

4. A filter (100) according to claim 1, wherein the weights generator (110) is adapted to generate the weighting information for each of the plurality of time-frequency bins \((k, n)\) depending on first noise information indicating information on first noise components of the two or more input microphone signals and depending on second noise information indicating information on second noise components of the two or more input microphone signals.

5. A filter (100) according to claim 4, wherein the weights generator (110) is adapted to generate the weighting information for each of the plurality of time-frequency bins \((k, n)\) depending on the first noise information indicating the information on the first noise components of the two or more input microphone signals and depending on the second noise information indicating the information on the second noise components of the two or more input microphone signals, wherein the weights generator (110) is configured to generate the first noise information by employing statistical information, and wherein weights generator (110) is configured to generate the second noise information without employing the statistical information, wherein the statistical information is predefined.

6. A filter (100) according to claim 4 or 5, wherein the weights generator (110) is adapted to generate the weighting information for each of the plurality of time-frequency bins \((k, n)\) depending on the first noise information on the first noise components of the two or more input microphone signals and depending on the second noise information on the second noise components of the two or more input microphone signals, wherein the weights generator (110) is adapted to generate the weighting information for each of the plurality of time-frequency bins \((k, n)\) depending on the formula:

\[
v_{\nu_{\text{nd}}} = \Phi_{\text{d}}^{-1} \Phi_{\text{a}}^{-1} A_{\nu}^H \left[ A_{\nu} \Phi_{\text{a}}^{-1} A_{\nu}^H \right]^{-1} g_{\nu},
\]

wherein \(\Phi_{\nu} = \epsilon_{\nu} + \Phi_{\text{a}}\),
wherein $\Phi_d$ is the first noise information being a first matrix indicating a first power spectral density matrix of the first noise components of the one or more microphone input signals,

wherein $\Phi_\eta$ is the second noise information being a second matrix indicating a second power spectral density matrix of the second noise components of the one or more microphone input signals,

wherein $A$ indicates the direction-of-arrival information,

wherein $w_{nd}$ is a vector indicating the weighting information,

$$ g(k, n) = \begin{bmatrix} G[k \mid \varphi_1(k, n)] \ldots G[k \setminus \varphi_1(k, n)] \end{bmatrix}^T, $$

wherein $G[k \mid \varphi_h(k, n)]$ is a first real-valued or complex-valued predefined directivity function depending on the direction-of-arrival information, and

wherein $G[k \setminus \varphi_i(k, n)]$ is a further real-valued or complex-valued predefined directivity function depending on the direction-of-arrival information.

7. A filter (100) according to one of claims 4 to 6, wherein the weights generator (110) is configured to determine the first noise information depending on one or more coherences between at least some of the first noise components of the one or more microphone input signals, wherein the one or more coherences are predefined.

8. A filter (100) according to one of claims 4 to 7, wherein the weights generator (110) is configured to determine the first noise information depending on a coherence matrix $\Gamma_d(k)$ indicating coherences resulting from the first noise components of the two or more input microphone signals, wherein the coherence matrix $\Gamma_d(k)$ is predefined.

9. A filter (100) according to claim 8, wherein the weights generator (110) is configured to determine the first noise information according to the formula:

$$ \Phi_d(fc, n) = \varphi_d(k, n) \Gamma_d(k), $$
wherein $\Gamma_d(k)$ is the coherence matrix, wherein the coherence matrix is predefined,

wherein $\Phi_d(k, n)$ is the first noise information, and

wherein $\phi_d(k, \eta)$ is an expected power of the first noise components of the two or more input microphone signals.

10. A filter (100) according to one of claims 4 to 9, wherein the weights generator (110) is configured to determine the first noise information depending on the second noise information and depending on the direction-of-arrival information.

11. A filter (100) according to one of the preceding claims,

wherein the weights generator (110) is configured to generate the weighting information as a first weighting information, and

wherein the weights generator (110) is configured to generate the first weighting information by determining second weighting information such that the formula

$$w^H \alpha[k|\varphi(k, n)] = 0.$$ 

is satisfied,

wherein $\varphi(k, n)$ indicates the direction-of-arrival information,

wherein $\alpha[k|\varphi(k, n)]$ indicates a propagation vector, and

wherein $w$ indicates the second weighting information.

12. A filter (100) according to claim 11, wherein the weights generator (110) is configured to generate a diffuse-to-noise information or a power of a diffuse component depending on the second weighting information and depending on the two or more input microphone signals to determine the first weighting information.

13. A filter (100) according to one of claims 1 to 3, wherein the weights generator (110) is configured to determine the weighting information by applying a
parametric Wiener filter, wherein the parametric Wiener filter depends on statistical information on a signal component of the two or more input microphone signals, and wherein the parametric Wiener filter depends on statistical information on a noise component of the two or more input microphone signals.

14. A filter (100) according to one of the preceding claims, wherein the weights generator (110) is configured to determine the weighting information depending on the direction-of-arrival information indicating a direction of arrival of one or more plane waves.

15. A filter (100) according to one of the preceding claims, wherein the weights generator (110) comprises a transfer function selection module (104) for providing a predefined transfer function, and wherein the weights generator (110) is configured to generate the weighting information depending the direction-of-arrival information and depending on the predefined transfer function.

16. A filter (100) according to claim 15, wherein the transfer function selection module (104) is configured to provide the predefined transfer function so that the predefined transfer function indicates an arbitrary pick-up pattern depending on the direction-of-arrival information, so that the predefined transfer function indicates a loudspeaker gain depending on the direction-of-arrival information, or so that the predefined transfer function indicates a head-related transfer function depending on the direction-of-arrival information.

17. A method for generating an audio output signal, comprising a plurality of audio output signal samples, based on two or more input microphone signals, wherein the audio output signal and the two or more input microphone signals are represented in a time-frequency domain, wherein each of the plurality of audio output signal samples is assigned to a time-frequency bin \((k, n)\) of a plurality of time-frequency bins \((k, n)\), and wherein the method comprises:

- receiving, for each of the plurality of time-frequency bins \((k, n)\), direction-of-arrival information of one or more sound components of one or more sound sources or position information of one or more sound sources,
generating weighting information for each of the plurality of time-frequency bins 
\((k, n)\) depending on the direction-of-arrival information of the one or more sound
components of the one or more sound sources of said time-frequency bin \((k, n)\) or
depending on the position information of the one or more sound sources of said
time-frequency bin \((k, «)\), and

generating the audio output signal by generating for each of the plurality of time-
frequency bins \((k, n)\) one of the plurality of audio output signal samples, which is
assigned to said time-frequency bin \((k, «)\), depending on the weighting
information of said time-frequency bin \((k, n)\) and depending on an audio input
sample, being assigned to said time-frequency bin \((k, n)\), of each of the two or
more input microphone signals.

18. A computer program for implementing the method of claim 17 when being
executed on a computer or signal processor.
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