Abstract: In order to determine somatic mutations from germline mutations when matched normal sequences may not be available, adaboost machine learning algorithms are developed to classify germline mutations and somatic mutations. Three models were built based on different types of samples. The types samples can include, for example, fresh frozen samples, formalin-fixed paraffin-embedded (FFPE) samples, and plasma samples. The performances of the algorithms are evaluated with either ten-fold cross-validation or tested on independent set of samples.
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CLASSIFYING SOMATIC MUTATIONS FROM
HETEROGENEOUS SAMPLE

BACKGROUND

Next generation sequencing (NGS) of solid tumors has been widely implemented in the last decade. These technologies are starting to play an essential role in our understanding of altered genes and pathways important in the development of cancer. Additionally, NGS is increasingly being used as the primary testing method in molecular diagnostics. While current non-NGS methods, for example overexpression of Human epidermal growth factor receptor-2 (HER2) by immunohistochemistry (IHC) or fluorescence in situ hybridization (FISH), mostly detect only one variant type, NGS technology allows the tumor to be tested for multiple types of variations like single nucleotide variations (SNV), insertions/deletions (InDels), duplications, copy number variations (CNV), and translocations. NGS also has the potential to detect genetic alterations which may be missed by traditional non-NGS methods. NGS can be applied to solid tumors (tissue biopsy) or blood (liquid biopsy) from patients with malignancies. Most personalized medicine strategies rely on single tumor biopsy sample to determine specific mutations or aberrations. However, single tumor biopsy may lead to underestimation of the tumor genomic landscape, since extensive intratumor and intertumor heterogeneity is well documented. In contrast, NGS of blood has the potential to examine many aberrations in a non-invasive manner and thus deliver individualized health care for patients. Liquid biopsy also potentially provides the advantage to minimize inter and intra tumor heterogeneity which may be underestimated by single sampling of tissue biopsy. Since liquid biopsy is non-invasive, multiple samples over the course of the disease can be easily obtained allowing for monitoring of changes in tumor in response to therapy. While liquid biopsy has many advantages over tissue biopsy, the main limitations are very low concentration of tumor derived material and uncertain nature of the tissue of origin.
Sequencing of both tissue and blood will typically identify mutations that were inherited (germline mutations) as well as those which accumulated during a person's lifetime (somatic mutations). Germline mutations occur in germ cells and are passed onto the next generation while somatic mutations occur in any cell and are typically not passed on to the next generation. A majority of somatic mutations are considered harmless (passenger mutations) since they do not have noticeable effects. However, some mutations may occur in genes or regions of the genome and may lead to a selective advantage to the cell. These mutations are called "driver mutations" and can lead to cell proliferation and eventual cancer. An important goal of cancer sequencing is to identify driver somatic mutations so as to be able to, for example, target personalized therapies, monitor disease, determine possible resistance to therapy, and understand the mechanism of oncogenesis.

Sequencing and comparison of matched normal samples to cancer genome can allow accurate identification of somatic variants from germline variants. However, in routine clinical practice, it is difficult to always sequence matched normal genetic material mainly because of difficulty in obtaining matched blood or adjacent normal sample and increased cost.

BRIEF DESCRIPTION OF THE DRAWINGS

FIG. 1 illustrates an exemplary lineage of mitotic cell divisions from a fertilized egg to a single cell within a cancer, showing the timing of somatic mutations acquired by the cancer cell and the processes that may contribute to them.

FIG. 2 illustrates schematically how a patient's blood sample (or tissue sample) may show both germline variants inherited from the patient's father and mother and somatic variants.

FIG. 3 shows some exemplary databases and the predictors that may be used in a machine learning algorithm according to some embodiments of the present invention.
FIG. 4 illustrates schematically a method of classifying somatic variants from germline variants using machine learning according to some embodiments of the present invention.

FIG. 5 illustrates schematically an exemplary machine learning (ML) module according to an embodiment.

FIG. 6 illustrates an exemplary tree classifier according to an embodiment of the present invention.

FIG. 7 shows a confusion matrix for an exemplary model trained with The Cancer Genome Atlas (TCGA) tissue samples according to an embodiment of the present invention.

FIG. 8 illustrates the relative importance of various predictors used in the model trained with TCGA tissue samples according to an embodiment of the present invention.

FIG. 9 shows a confusion matrix for the model trained with TCGA tissue samples as tested on an independent dataset according to an embodiment of the present invention.

FIG. 10 illustrates a Receiver Operator characteristics (ROC) curve (i.e., AUC) of the model trained with TCGA tissue samples according to an embodiment of the present invention.

FIG. 11 shows a confusion matrix for an exemplary model trained with plasma samples according to an embodiment of the present invention.

FIG. 12 illustrates the relative importance of various predictors used in the model trained with plasma samples according to an embodiment of the present invention.

FIG. 13 shows a flowchart illustrating a method for classifying genomic variants in a heterogeneous sample including DNA from various cells of an organism according to an embodiment of the present invention.
FIG. 14 illustrates an example computer system that may be utilized to implement techniques disclosed herein.

FIG. 15 illustrates an example sequence analytical system according to an embodiment of the present invention.

DETAILED DESCRIPTION

In order to classify somatic mutations from germline mutations when matched normal sequences may not be available, machine learning algorithms are developed. Three models are built based on different types of samples. The types of samples can include, for example, fresh frozen samples, formalin-fixed paraffin-embedded (FFPE) samples, and plasma samples. The performances of the algorithms are evaluated either with ten-fold cross-validation or tested on independent set of samples.

In some embodiments, fresh frozen 569 samples from lung adenocarcinoma from TCGA are used to train a model, which can achieve a receiver operating characteristic (ROC) area under curve (AUC) of 0.9968 as tested on an independent data set of 490 lung squamous cell carcinoma samples available in TCGA. In some other embodiments, 9 in-house FFPE samples are used to train a model, which can achieve an ROC AUC of 0.991 by ten-fold cross-validation. In another embodiment, a model trained on 48 plasma samples can achieve an ROC AUC of 0.991 with accuracy of 0.998.

While sequencing data from matched normal samples may be an ideal approach to identify somatic mutations with high confidence, embodiments of the present invention demonstrate that machine learning can be utilized to identify somatic mutations in tissue samples or blood samples with high accuracy in absence of normal DNAs. Accordingly, the machine learning techniques can help to reduce the amount of sequencing, e.g., by removing the step of sequencing healthy cells of the subject. Thus, embodiments can provide cheaper and quicker techniques for identifying somatic mutations.
I. TUMOR MUTATION PROFILING

A. Germline mutations and somatic mutations

A cancer cell carries a copy of diploid genome; it can also carry set of differences from the progenitor fertilized egg. These differences from the original are called somatic mutations. Somatic mutations that do not occur in germ cells are not passed onto offspring, while the germline mutations are inherited from parents and are transmitted to offspring.

Cancer may arise due to somatically acquired mutations acquired during one's lifetime, for example as a result of errors which occur during cell replication or from exposure to carcinogens (e.g., tobacco smoke) or radiation (e.g., UV light from sun), or due to mutations in the germline of an individual. Cancers arising from germline inherited mutations are called inherited cancers. It is estimated that inherited genetic mutations play a major role in about 5 to 10 percent of all cancers. For most cancers, multiple somatic mutations can be detected by sequencing. However, most of the mutations are not involved in the development of cancer. Such mutations are referred to as "passenger mutations." On the other hand, certain mutations in genes or regions of the genes, for example mutations that are involved in tumor suppression or oncogenesis may confer growth advantage on the cancer cell and may be positively selected, thus leading to cancer growth. Mutations that may lead to cancer are referred to as "driver mutations." A passenger mutation typically does not confer any growth advantage and is not considered to contribute to cancer. Many passenger mutations are found in cancer genome because these mutations often occur during cell division.

Fig. 1 illustrates an exemplary lineage of mitotic cell divisions from a fertilized egg to a single cell within a cancer, showing the timing of somatic mutations acquired by the cancer cell and the processes that may contribute to them. As illustrated, somatic mutations can be caused by environmental and lifestyle exposures during a person's lifetime.
B. Single nucleotide polymorphisms (SNPs) and allele frequency (AF)

[0025] Single nucleotide polymorphism (SNP) is a phenomenon that two or more than two nucleotides can occur at a specific locus in the genome among the population. For example, a majority of population may have A at a given locus while some individuals have C or T at that locus. While a majority of SNPs may not have phenotypic consequences, some of them may lead to changes, such as eye color, height and disease predisposition. Multiple consortiums are dedicated to build repositories of common SNPs by sequencing thousands of individuals and investigate disease predisposition using SNPs' linkage disequilibrium mapping.  

[0026] A single-nucleotide variant (SNV) is a single nucleotide substitution that can occur in any frequency. It may be inherited from parents (e.g. SNPs) or arise in somatic cells. Somatic single nucleotide variations may contribute to cancer.  

[0027] Allele frequency (AF) is the frequency of an allele at a particular locus. In DNA sequencing, allele frequency of a given variant is percentage of reads supporting that variant at that locus.  

C. Tissue biopsy and liquid biopsy

[0028] Identifying genes involved in the development of cancer can be important for understanding cancer biology, for developing novel therapeutics for cancer treatment and monitoring, and for providing methods for cancer prevention and early diagnosis. The use of polymorphic markers, such as somatic mutations, can help identifying driver genes and genomic regions contributing to the cancer phenotype, as well as monitoring progression of cancer.  

[0029] A tissue biopsy is a procedure to remove a piece of tissue or a sample of cells from a tumor so that it can be analyzed in a laboratory. Liquid biopsy is a test done on a sample of blood to look for cancer cells from a tumor that are circulating in the blood or for pieces of DNA from tumor cells that are in the blood. Liquid biopsy can be useful for comprehensive screening of cancer, diagnosing tumor staging, primary tumor profiling, and treatment monitoring. A liquid biopsy may be used to help find cancer at an early stage. It may also be used to help plan
treatments or to find out how well the treatment is working or if a patient has relapsed. Being able to take multiple samples of blood over time may also help clinicians understand the kind of molecular changes taking place in a tumor, for example resistance to therapy and recurrence of the disease. Thus, liquid biopsy has the potential to enable clinicians make personalized decisions for a given therapy or change in therapy based on the tumor sequences.

D. Tumor mutation profiling for cancer diagnosis and treatments

[0030] Tumor molecular profiling by NGS from tissue or blood (liquid biopsy) holds tremendous potential to guide cancer treatments. Therapies targeting specific genetic alterations can be more effective than traditional chemotherapies when used in an appropriate patient population. One of the challenges of liquid biopsies has been ensuring adequate accuracy of determining somatic variations. In a blood specimen (also referred to as a plasma sample), there may be very little tumor DNA present in the blood specimen.

[0031] Cancer genome sequencing may determine both germline variants and somatic variants. FIG. 2 illustrates schematically how a patient's blood sample (or tissue sample) may show both germline variants inherited from the patient's father and mother (e.g., variants A and B, respectively) and somatic variants (e.g., variant C). Since somatic variants in oncogenes and tumor suppressors mostly drive the development and growth of the tumor, it may be important to separate somatic variants from germline variants.

[0032] Sequencing of tumor DNA and comparing it to sequences obtained from the same person's normal samples will allow one to classify germline mutations and somatic mutations. However, often it is not possible to sequence matched normal tissue because it may be difficult to obtain a blood or adjacent normal samples, or it may result in increased cost. In some instances, patient may not provide consent to examine germline variants since these variants are shared with many family members and can be passed on to offspring.

[0033] Therefore, one of the challenges on using tumor mutation profiling for cancer diagnosis and treatment is how to determine whether a given mutation is a
somatic mutation or a germline mutation in the absence of matched sequences from normal DNA.

II. MACHINE LEARNING AND CLASSIFICATION

[0034] Classification is a problem of categorization, identifying to which categories a new case belongs to. A classic example of classification is determining whether or not a given email is "spam". Two main algorithms for classification problem are statistical modeling and machine learning.  

[0035] Machine learning algorithms for classification learn from a set of training data whose categories are known, and predict the category membership of a new observation. An algorithm that implements classification is referred as a classifier.

[0036] Each observation possesses a set of quantifiable properties, known as predictors, explanatory variables, or features. These properties may be categorical (e.g. "Female," "Male," for gender), ordinal (e.g. "tall," "medium" or "short"), continuous values (e.g. the blood pressure measures). Machine learning algorithms utilize a selected set of properties to learn from training data and then assign each new observation to different classes.

A. Binary classification

[0037] Binary classification is a type of classification problems, in which a given set of new observations will be assigned to only two classes based on the classification rules. Some typical binary classification tasks include medical testing to diagnose if a patient has certain disease or not, and quality check if a product passes or fails.

B. Decision tree learning

[0038] Decision tree learning is one of several successful approaches in machine learning and data mining. It uses a decision tree to build a prediction model, which classify an observation by sorting it down from the root node to the leaf node. Each node in the tree is a test of a particular feature and each branch descending from the node represents the outcome of the test. The leaf node indicates the class
label of a given observation. The target class value in the decision tree can be both
discrete and continuous. The advantages of decision tree learning include the
ability to handle missing value, the ability to deal with heavily skewed data, and
robustness to outliers\textsuperscript{14}.

C. Ensemble method and boosting

[0039] Ensemble methods of machine learning build a predictive model by
integrating multiple learning algorithms (e.g. neural networks or decision trees) to
improve predictive performance of a single unstable or weak classifier. Multiple
studies showed that ensemble approach can have more accurate prediction than any
single classifier in the ensemble\textsuperscript{15}.

[0040] Boosting is one of the popular ensemble approaches. It combines
iteratively built simple classifiers with respect to emphasizing the training instances
that are mis-classified in the previous classifier\textsuperscript{16}.

[0041] Adaboost, short for "adaptive boosting," is a common implementation of
boosting. The adaptive aspect lies in the sense that each iterative simple learner is
weighted in favor of cases misclassified in previous classifier. In each step of the
sequence, Adaboost attempts to find a new classifier according to the current
weight of each observation. The cases that are misclassified in the classifier will
receive more weight in the next iteration and the cases that are correctly classified
will receive less weight. In the final model, the classifiers with highest accuracy
will weigh more than the less accurate classifier\textsuperscript{16}.

III. CLASSIFYING SOMATIC MUTATIONS FROM GERMLINE
MUTATIONS USING MACHINE LEARNING

[0042] According to some embodiments of the present invention, machine
learning algorithms are developed to classify somatic variants and germline
variants. A set of rules may be learned from a set of training data.
A. **Predictors and databases**

[0043] A set of features or predictors may be selected for the machine learning. The predictors may relate to the genome databases that are available now. FIG. 3 shows some exemplary databases from which data and the predictors that may be used in a machine learning algorithm according to some embodiments of the present invention. Exemplary databases for germline variants may include Exome Aggregation Consortium (ExAC), Single Nucleotide Polymorphism Database (dbSNP), and 1000 Genomes Project. Exemplary databases for somatic variants may include The Cancer Genome Atlas (TCGA) and Catalogue Of Somatic Mutations In Cancer (COSMIC). Other databases may also be used.

[0044] The ExAC database and the 1000 Genomes Project database include germline SNPs identified from DNA sequences of thousands of people. If a variant identified in a sample exists in the ExAC database and/or the 1000 Genomes Project database, it may mean that the variant is common among the population, and therefore may have a higher likelihood of being a germline variant. The TCGA database and the COSMIC database include many somatic SNPs identified from DNA sequences of many tumor tissues. If a variant identified in a sample exists in the TCGA database and/or the COSMIC database, the variant may have a higher likelihood of being a somatic variant that occurs only in tumors.

[0045] Predictors or features may be generated based on the databases. For example, the population allele frequency (AF) of a variant in a database may indicate how frequent the variant shows up in a population. Whether a variant exists in a database and the number of counts a variant appears in a database can also be used as predictors.

[0046] Allele frequency can be a good predictor for classifying somatic variants from germline variants. Somatic variants have distinguished features as compared to germline variants. The allele frequency values for germline variants tend to cluster around 50% or 100% depending on if the variant is inherited from father, mother or both of the parents, whereas the allele frequency values for somatic variants are expected to be randomly distributed between 1% to 100% depending...
on percentage of tumor cells that have the variation as well as percentage of tumor cells in a given specimen.17.

[0047] The consistency of allele frequencies across multiple time point samples (for example in liquid biopsy where it is easy to obtain multiple samples) can be a good predictor to classify somatic variants from germline variants. Because germline variants would show up in every sample, the allele frequencies of germline variants tend to be consistent across matched samples. In contrast, for somatic variants, as the patient goes through different stages of therapy and treatment, their allele frequencies can vary across matched samples. According to some embodiments, a statistic measure of consistency is used as one of the predictors in the machine learning model.

[0048] According to embodiments of the present invention, multiple predictors can be used in the machine learning algorithm. A set of rules based on the multiple predictors may be learned from a set of training data. The rationale for using multiple databases and multiple predictors may include: (1) usually no single database can be perfect or can include all germline SNPs and somatic SNVs; (2) simple cutoffs based on allele frequencies (AF) may not yield the best results because of the chances of missing low AF or not considering high AF; and (3) it may be difficult to come up with a set of rules to maximize the accuracy of the classification of somatic variants from germline variants.

1. Databases

[0049] The Exome Aggregation Consortium (ExAC) consolidated exome sequencing data from a variety of large-scale sequencing projects and made summary data public for the scientific community. ExAC data set contains sequencing data from 60,706 unrelated individuals. This data set can serve as a useful reference set of human genetic variation.18.

[0050] The Single Nucleotide Polymorphism Database (dbSNP) is a free public database for single nucleotide polymorphisms (SNPs) and multiple small-scale variations including insertion, deletion and microsatellites in different species. It is developed and hosted by the National Center for Biotechnology Information.
(NCBI) in collaboration with the National Human Genome Research Institute (NHGRI). It also can serve as a reference set of human genetic variation.

[0051] The 1000 Genomes Project is launched in 2008, aiming to comprehensively understand common human genetic variations. Thousands of individuals from 26 populations have been sequenced by whole-genome sequencing and a repository of human common genetic variants are made available for public scientific community.

[0052] The Cancer Genome Atlas (TCGA) consortium is collaboration of multiple institutions to understand cancer genome by integration of multi-omics data, including large-scale DNA/RNA sequencing, epigenome profile, transcriptome and proteome and clinic information. It has generated comprehensive cancer genome profiles for 33 cancer types. TCGA is publicly available, becoming a reservoir of information for cancer research.

[0053] The Catalogue Of Somatic Mutations In Cancer (COSMIC) is the world's largest database to store somatic mutations related to human cancer which are curated by expert scientists and supported by numbers of scientific publications. COSMIC collected somatic mutations for all cancer types and is available in a number of ways (e.g. graphic visualization of data and programmatic API). COSMIC provides useful resource and tools for cancer research.

2. Predictors

[0054] Exemplary predictors may include:

AF: allele frequency of variants in the sample (e.g., tissue sample or plasma sample);

CV: coefficient of variations of variants’ AFs across multiple time points samples from the same patient (CV can be a consistency measure);

EXAC_AF: population frequency of variants in the ExAC database;

DBSNP_AF: population frequency of variants in the dbSNP database;
KG_AF: population frequency of variants in the 1000 Genomes Project database;

IN_EXAC: existence of variants in the ExAC database;

IN_DBSNP: existence of variants in the dbSNP database;

IN_KG: existence of variants in the 1000 Genomes Project database;

IN_TCGA: existence of variants in the TCGA database;

IN_COSMIC: existence of variants in the COSMIC database;

DBSNP_AQ: alignment quality in the dbSNP (1=unique mapping, 2=non-unique, 3=many matches);

DBSNP_COMMON: common variant in the dbSNP database;

COSMIC_COUNT: number of times variant appears in the COSMIC database;

TCGA_COUNT: number of times variant appears in the TCGA database;

WHITELIST: check if variants are whitelist variants that are known driver mutations, for example whitelist variants in AVENIO ctDNA assay. The AVENIO ctDNA Kit is a next-generation sequencing (NGS) liquid biopsy assay that can detect all four mutation classes (SNVs, inDels, fusions, and CNVs) in a single assay with high sensitivity and specificity.

Among the above-listed predictors, some of them are real-valued predictors. For example, AF, CV, EXAC_AF, DBSNP_AF, and KG_AF are real-valued predictors. Some of them are categorical predictors. For example, IN_EXAC, IN_DBSNP, IN_KG, IN_TCGA, IN_COSMIC, DBSNP_AQ, and DBSNP_COMMON (common variant in the dbSNP database) are categorical predictors. Some of them are integer-valued predictors. For example, COSMIC_COUNT and TCGA_COUNT are integer-valued predictors.
3. **Consistency measure**

[0071] Other predictors can also be used, including but not limited to copy number variation (CNV), linkage disequilibrium database, tumor content in the specimen, and the like.

According to some embodiments, consistency measure may be used as one of the predictors if multiple samples are available from the same patient. Multiple methods can be used to measure the consistency of the data. For example, range, interquartile range, variance, standard deviation, and coefficient of variation can be used as consistency measures.

[0072] Range (R) is a measure of the distance between the maximum number and the minimum number in a given dataset, calculated as follows,

\[ R = \text{maximum} - \text{minimum}. \]

[0073] Interquartile range (IQR) is the difference between the upper quartile (Q3: 75th percentile) and the lower quartile (Q1: 25th percentile) in a given dataset, calculated as follows,

\[ IQR = Q_3 - Q_1. \]

[0074] Variance (\( \sigma^2 \)) is the average squared distance from the mean in a given dataset, calculated as follows,

\[ \sigma^2 = \frac{\sum(x-\mu)^2}{n-1}, \]

where \( x \) is the value of AF, \( n \) is the number of samples in the dataset, and \( \mu \) is the mean AF calculated as follows,

\[ \mu = \frac{\sum x}{n}. \]

[0075] Standard deviation (\( \sigma \)) is the square root of variance in a given dataset.

[0076] The coefficient of variation (CV) can be calculated using the values of \( \mu \) and \( \sigma \) as,
For example, assuming that variant A’s AF values are 14% and 15% at Sample 1 and Sample 2, respectively, the values of \( \mu \) and \( \sigma \) can be calculated as follows,

\[
\mu = \frac{(14\% + 15\%)}{2} = 14.5\%; \text{ and}
\]

\[
\sigma = \sqrt{\frac{(14\% - \mu)^2 + (15\% - \mu)^2}{2-1}} = .00707.
\]

**B. Machine learning algorithms**

FIG. 4 illustrates schematically a method of classifying somatic variants from germline variants using machine learning according to some embodiments of the present invention. A training dataset may include a list of variants with multiple predictors and known classifications. A machine learning (ML) algorithm, such as adaboost, is used to build a classifier model trained on the training dataset. Once the classifier model has been trained, it can be used to classify a new list of variants.

1. **Adaboost ML algorithms**

FIG. 5 illustrates schematically an exemplary adaboost machine learning (ML) module according to an embodiment. Adaboost is an ensemble method of machine learning that can create a strong classifier from a number of weak classifiers. The ML module may include a plurality of classifiers. For example, the ML module can include three classifiers as illustrated in FIG. 5. Each classifier may use a respective set of predictors 502, 504, or 506 to produce a respective prediction. The predictions from the plurality of classifiers can then be combined into a weighted sum to provide a final prediction. In other embodiments, a ML module can include more or fewer number of classifiers.
2. Tree classifier with multiple predictors

[0081] Each classifier can be a tree classifier. FIG. 6 illustrates an exemplary
5 tree classifier according to an embodiment. The leaves of the tree represent
classification labels (i.e., "somatic" or "germline"). The branches of the tree
represent conjunctions of features, referred herein as "predictors," that lead to those
classification labels.

[0082] For instance, in the example illustrated in FIG. 6, the tree classifier can
evaluate an input variant at a first predictor 602 relating to EXAC_AF (population
10 allele frequency of variants in the ExAC database). If the value of EXAC_AF is
greater than 0.2%, the tree classifier evaluates the variant at a second predictor 604
relating to DBSNP_AF (population frequency of variants in the dbSNP database).
If the value of DBSNP_AF is greater than 2%, the variant is classified as
"germline." If the value of DBSNP_AF is not greater than 2%, the tree classifier
evaluates the variant at a third predictor 606 relating to IN_COSMIC (existence of
variants in the COSMIC database).

[0083] If the variant exists in the COSMIC database, the tree classifier evaluates
the variant at a fourth predictor 608 relating to COSMIC_COUNT (number of
times variant appears in the COSMIC database). If the number of times variant
15 appears in the COSMIC database is greater than 3, the variant is classified as
"somatic." If the number of times variant appears in the COSMIC database is not
greater than 3, the tree classifier evaluates the variant at a fifth predictor 610
relating to AF (allele frequency of variants). If the allele frequency is greater than
80%, the variant is classified as "germline." If the allele frequency is not greater
than 80%, the variant is classified as "somatic."

[0084] Referring back to the third predictor 606 relating to IN_COSMIC, If the
variant does not exist in the COSMIC database, the tree classifier evaluates the
variant at a sixth predictor 616 relating to AF (allele frequency of variants). If the
allele frequency is less than 10%, the variant is classified as "somatic." If the allele
frequency is not less than 10%, the variant is classified as "germline."
Referring back to the first predictor 602, if the value of EXAC_AF is not
5 greater than 0.2%, the tree classifier evaluates the variant at a seventh
predictor 612 relating to IN_TCGA (existence of variants in the TCGA database). If the variant
exists in the TCGA database, the variant is classified as "somatic." If the variant
does not exist in the TCGA database, the tree classifier evaluates the variant at an
eighth predictor 614 relating to AF (allele frequency of variants). If the allele
frequency is greater than 40%, the variant is classified as "germline." If the allele
frequency is not greater than 40%, the variant is classified as "somatic."

It should be understood that the decision tree illustrated in FIG. 6 is only
10 an exemplary decision tree according to one embodiment. Decision trees with
more or fewer predictors and with different predictors may be used according to
some other embodiments.

Referring to FIG. 5, different classifiers can have different decision trees,
15 with different features and different number of features or predictors. For example,
one classifier may include 5 features, and another classifier may include 10
features. In some embodiments, each classifier may include about 4 to 10
predictors, or about 4 to 8 predictors. Also, the threshold values for the real-valued
or integer-valued predictors can be different in different classifiers.

Each classifier may produce a probability of whether a variant is a
20 germline variant or a somatic variant. Referring again to FIG. 5, the probabilities
produced by the plurality of classifiers may be combined to produce a weighted
sum that represents a final probability. The adaboost machine learning (ML)
module can include a cutoff or threshold value for the probability for classifying
somatic or germline variants. For example, the cutoff can be 0.5. A variant may be
classified as somatic if the probability is greater than 0.5, and germline otherwise.
The cutoff value can be changed based on certain criteria.

One of the advantages of adaboost machine learning algorithm is that
30 there is no need to normalize the training data, as suitable weights can be provided
for each feature. Thus, raw numbers of counts can be used, as opposed to all
features being normalized (e.g., the allele frequency AF). An example of a raw
count is number of samples having the mutation in a database. The prediction can
be robust whether a feature is positive or negative. In addition, the adaboost machine learning algorithm can prevent overfitting.

IV. PREDICTION PERFORMANCE

A. Cross-validation and test on independent dataset

Performing machine learning usually involves the following:

Training phase: train the machine learning model with a training dataset, by pairing the input with expected output;

Validation/test phase: estimate how well the model has been trained by estimating model performance characteristics (e.g., classification errors for classifiers, etc.) using a validation dataset and/or a test dataset; and

Application phase: apply the model to the real-world data and get the results.

The validation/test phase often has two parts: (1) validation - evaluating the model and tuning parameters using a validation dataset; and (2) test - estimating the accuracy of the selected classifier on a test dataset.

Cross-validation is a method of assessing predictive performance of a machine learning algorithm on an independent dataset that is not used to train the model. This involves partitioning a dataset into a training dataset and a validation dataset. One of the advantages of cross-validation is to prevent overfitting since it is tested on an independent dataset. There are multiple common cross-validation methods, including k-fold cross-validation, holdout, leave-one-out and so on. In k-fold cross-validation, the original dataset is randomly split into k equal sized independent subgroups. In turns, a single subgroup is retained as the validation data for testing the model and the union of remaining subgroups are used to train the model. Each of these k subgroups will be selected once as validation data set. Then the average of k results will be the classifier performance estimation. The advantages of this method include: (1) the entire dataset is used for both training and validation for which each observation is exactly used once; and
(2) validation data in each round is independent from training data, thus preventing overfitting\textsuperscript{25}.

[0097] A test dataset is a set of data used to assess predictive performance of a classifier.
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\textbf{B. Model performance characteristics}

1. \textbf{ROC and AUC}

[0098] In statistics, a receiver operating characteristic (ROC) curve is a plot of the true positive rate (TPR) against the false positive rate (FPR) for different decision threshold. The true positive rate is also known as sensitivity or recall. The false positive rate is 1 - specificity. An ROC curve can evaluate the discrimination ability of a classifier in terms of sensitivity and specificity and identify the optimal decision threshold. The ROC curve for a model with no discrimination capacity would be a 45-degree diagonal line. The area under the curve (AUC) is the probability that a classifier scores higher for randomly selected positive observation than a randomly selected negative observation. AUC can summarize the performance of a classifier with a single value\textsuperscript{26}.

2. \textbf{Accuracy and confusion matrix}

[0099] A confusion matrix in machine learning is a table that summarizes the prediction accuracy on a classification problem. Each row of the table represents the number of instances in each predicted class and each column represents the number of instances in each truth classes. A confusion matrix can also show the accuracy of predictions for each class.

\textbf{C. Exemplary models and their performances}

[0100] Three models are built with different types of samples according to some embodiments. The types of samples can include, for example, fresh frozen samples, formalin-fixed paraffin-embedded (FFPE) samples, and plasma samples. The models are validated either with ten-fold cross-validation method or tested on independent set of samples.
1. Data sources

[0101] Exemplary data sources can include the following TCGA lung cancer samples (whole exome-sequencing data on fresh frozen tissue): 490 lung squamous cell carcinoma (LUSC) and 569 lung adenocarcinoma (LUAD) samples.

2. Prediction performance in TCGA tissue samples

[0102] FIG. 7 shows a confusion matrix for an exemplary model trained with TCGA tissue samples according to some embodiments. The training dataset includes about 569 LUAD samples. A total of about 62913 variances are tested in the training dataset. A ten-fold cross-validation is used. As illustrated, the model can achieve an accuracy of about 0.9974, and an AUC value of about 0.9992.

[0103] FIG. 8 illustrates the relative importance of various predictors used in the model. As illustrated, EXAC_AF (population frequency of variants in the ExAC database), DBSNP_AF (population frequency of variants in the dbSNP database), and KG_AF (population frequency of variants in the 1000 Genomes Project database) can be more important predictors as compared to the other predictors.

[0104] FIG. 9 shows a confusion matrix for the model trained on LUAD samples as tested on an independent dataset. The test dataset includes about 490 LUSC samples. A total of about 53516 variants are tested in the test dataset. As illustrated, the model can achieve an accuracy of about 0.9968, and an AUC value of about 0.9989.

[0105] FIG. 10 illustrates an ROC curve (i.e., AUC) of the model.

3. Prediction performance in house plasma samples

[0106] FIG. 11 shows a confusion matrix for an exemplary model trained with 48 plasma samples according to some embodiments. A ten-fold cross-validation is used. As illustrated, the model can achieve an accuracy of about 0.991, and an AUC value of about 0.998.

[0107] FIG. 12 illustrates the relative importance of various predictors used in the model. As illustrated, AF (allele frequency of variants), EXAC_AF
(population frequency of variants in the ExAC database), and DBSNP_AF (population frequency of variants in the dbSNP database) can be more important predictors as compared to the other predictors.

[0108] Note that the most important predictor is different between the plasma samples (as illustrated in FIG. 12) and the tissue samples (as illustrated in FIG. 8). In the case of plasma samples illustrated in FIG. 12, the AF of the sample can be the most important predictor. The AF of the sample can vary significantly in a plasma sample as the tumor cell free DNA concentration can vary significantly. Thus, there can be AFs that are around 10% for somatic mutations (corresponding to tumor concentration), and AFs that are around 50% or 100% for germline mutations where nearly all the cells would have such mutations since it is germline. The AF of 50%, would occur in cases where the variant is heterozygous, and AF of 100%, would occur in cases where the variant is homozygous.

[0109] Targeted sequencing can be performed by amplifying DNA fragments corresponding to certain parts of the genome (e.g., using certain primers) and/or capturing DNA fragments corresponding to certain parts of the genome (e.g., using capture probes).

V. METHOD OF CLASSIFYING SOMATIC MUTATIONS FROM GERMLINE MUTATIONS

[0110] FIG. 13 shows a flowchart illustrating a method for classifying cancer-specific variants in cancer genome sequencing data, including cancer-specific variants and germline variants, according to some embodiments of the present invention.

[0111] At 1302, sequencing is performed on the heterogeneous sample to obtain a plurality of sequence reads. The sequencing can be performed using techniques known to one skilled in the art. As examples, the sequencing can be performed using sequencing-by-synthesis, nanopore sequencing, or combinations thereof. The signals from the sequencing can be of various types, e.g., light signals from probes or electrical signals (e.g., voltage or current). The sequence reads can be of
the entire DNA/RNA fragment or part(s) of it, e.g., the ends of the DNA/RNA fragment.

[0112] At 1304, the plurality of sequence reads is aligned to a reference genome corresponding to the organism to determine genomic locations for the plurality of sequences in the reference genome. Alignment can be performed using techniques known to one skilled in the art, such as exist in software programs like basic local alignment search tool (BLAST), BLAST-like alignment tool (BLAT), BWA, SOAP, and Bowtie, which can use a Burrows-Wheeler transform.

[0113] At 1306, the plurality of sequence reads is received at a computer system.

[0114] At 1308, a first genomic location in the reference genome exhibiting a first allele that is different than a reference allele of the reference genome is identified by the computer system based on an analysis of bases of sequence reads that align to the first genomic location. For example, the different bases on reads aligned to a location can be tracked. If a base is different than that of the reference genome, the location can be identified and the base be identified as part of a potential mutation.

[0115] At 1310, one or more first values for one or more first features are determined by the computer system using a first amount of sequence reads having the first allele at the first genomic location. An example of the first feature is an allele fraction (AF). The allele fraction of a particular allele at a location can be computed as the percentage (or fraction) of all reads aligned to the location that have the particular allele at the location. Other examples of first features are provided herein.

[0116] At 1312, one or more second values for one or more second features corresponding to population statistics of the first allele at the first genomic location (e.g., in one or more databases) corresponding to somatic mutations and/or germline mutations may be determined by the computer system. Examples of such second features are EXAC_AF, DBSNP_AF, and KG_AF. Step 1312 may be optional.
At 1314, a classification model is retrieved by the computer system from memory. The classification model is trained using other cancer genome sequencing data of the same type. For example, the samples can all be plasma, all be serum, all be fresh frozen tissue samples, or all be formalin-fixed paraffin-embedded (FFPE) tissue samples. The other heterogeneous samples include one or more genomic locations labeled as being a somatic mutation or a germline mutation. Some samples include the first genomic location, but not all of the samples need to include the first genomic location. The training uses values of the one or more first features and the one or more second features as determined for each of the one or more genomic location of the other cancer genome sequencing data.

Examples of classification models are provided herein, e.g., decision trees, support vector machines, neural networks, etc. The classification model may be composed of sub-models of an ensemble model, as is described herein.

At 1316, the one or more first values for the one or more first features and the one or more second values for the one or more second features are input by the computer system into the classification model. Once the features are determined, the function of the classification model can be invoked with the features as input variables.

At 1318, whether the first allele is somatic or germline is determined by the classification model executing on the computer system. The determination can be determined using a cutoff value, e.g., where the classification model provide a probability of being a somatic mutation or a germline mutation. The classification can be binary, with the cutoff value discriminating between the two classifications. In other embodiments, more classifications can exist (e.g., an indeterminate classification), where more than one cutoff can exist: each one discriminating between one pair of classifications.

VI. COMPUTER SYSTEM

Any of the computer systems mentioned herein may utilize any suitable number of subsystems. Examples of such subsystems are shown in FIG. 14 in
computer system 10. In some embodiments, a computer system includes a single computer apparatus, where the subsystems can be the components of the computer apparatus. In other embodiments, a computer system can include multiple computer apparatuses, each being a subsystem, with internal components. A computer system can include desktop and laptop computers, tablets, mobile phones and other mobile devices.

[0122] The subsystems shown in FIG. 14 are interconnected via a system bus 75. Additional subsystems such as a printer 74, keyboard 78, storage device(s) 79, monitor 76, which is coupled to display adapter 82, and others are shown. Peripherals and input/output (I/O) devices, which couple to I/O controller 71, can be connected to the computer system by any number of means known in the art such as input/output (I/O) port 77 (e.g., USB, FireWire®). For example, I/O port 77 or external interface 81 (e.g. Ethernet, Wi-Fi, etc.) can be used to connect computer system 10 to a wide area network such as the Internet, a mouse input device, or a scanner. The interconnection via system bus 75 allows the central processor 73 to communicate with each subsystem and to control the execution of a plurality of instructions from system memory 72 or the storage device(s) 79 (e.g., a fixed disk, such as a hard drive, or optical disk), as well as the exchange of information between subsystems. The system memory 72 and/or the storage device(s) 79 may embody a computer readable medium. Another subsystem is a data collection device 85, such as a camera, microphone, accelerometer, and the like. Any of the data mentioned herein can be output from one component to another component and can be output to the user.

[0123] A computer system can include a plurality of the same components or subsystems, e.g., connected together by external interface 81 or by an internal interface. In some embodiments, computer systems, subsystem, or apparatuses can communicate over a network. In such instances, one computer can be considered a client and another computer a server, where each can be part of a same computer system. A client and a server can each include multiple systems, subsystems, or components.
Aspects of embodiments can be implemented in the form of control logic using hardware (e.g. an application specific integrated circuit or field programmable gate array) and/or using computer software with a generally programmable processor in a modular or integrated manner. As used herein, a processor includes a single-core processor, multi-core processor on a same integrated chip, or multiple processing units on a single circuit board or networked. Based on the disclosure and teachings provided herein, a person of ordinary skill in the art will know and appreciate other ways and/or methods to implement embodiments of the present invention using hardware and a combination of hardware and software.

Any of the software components or functions described in this application may be implemented as software code to be executed by a processor using any suitable computer language such as, for example, Java, C, C++, C#, Objective-C, Swift, or scripting language such as Perl or Python using, for example, conventional or object-oriented techniques. The software code may be stored as a series of instructions or commands on a computer readable medium for storage and/or transmission. A suitable non-transitory computer readable medium can include random access memory (RAM), a read only memory (ROM), a magnetic medium such as a hard-drive or a floppy disk, or an optical medium such as a compact disk (CD) or DVD (digital versatile disk), flash memory, and the like. The computer readable medium may be any combination of such storage or transmission devices.

Such programs may also be encoded and transmitted using carrier signals adapted for transmission via wired, optical, and/or wireless networks conforming to a variety of protocols, including the Internet. As such, a computer readable medium may be created using a data signal encoded with such programs. Computer readable media encoded with the program code may be packaged with a compatible device or provided separately from other devices (e.g., via Internet download). Any such computer readable medium may reside on or within a single computer product (e.g. a hard drive, a CD, or an entire computer system), and may be present on or within different computer products within a system or network. A
computer system may include a monitor, printer, or other suitable display for providing any of the results mentioned herein to a user.

[0127] Any of the methods described herein may be totally or partially performed with a computer system including one or more processors, which can be configured to perform the steps. Thus, embodiments can be directed to computer systems configured to perform the steps of any of the methods described herein, potentially with different components performing a respective steps or a respective group of steps. Although presented as numbered steps, steps of methods herein can be performed at a same time or in a different order. Additionally, portions of these steps may be used with portions of other steps from other methods. Also, all or portions of a step may be optional. Additionally, any of the steps of any of the methods can be performed with modules, units, circuits, or other means for performing these steps.

VII. DNA SEQUENCE ANALYTICAL SYSTEM

[0128] FIG. 15 illustrates a sequence analytical system 1500 according to an embodiment of the present invention. System 1500 as shown includes a sample 1505, such as a DNA molecule, within a sample holder 1510, e.g., a flow cell or a tube containing droplets of DNA. A physical characteristic 1515, such as a fluorescence intensity value, from sample 1505 is detected by a detector 1520. A data signal 1525 from detector 1520 can be sent to analysis system 1530, which may include a processor 1550 and a memory 1535. Data signal 1525 may be stored locally in analysis system 1530 in memory 1535, or externally in an external memory 1540 or a storage device 1545.

[0129] Detector 1520 can detect a variety of physical signals, such as light (e.g., fluorescent light from different probes for different bases) or electrical signals (e.g., as created from a molecule traveling through a nanopore).

[0130] Analysis system 1530 may be, or may include, a computer system, ASIC, microprocessor, etc. It may also include or be coupled with a display (e.g., monitor, LED display, etc.) and a user input device (e.g., mouse, keyboard, buttons, etc.). Analysis system 1530 and the other components may be part of a stand-alone
or network connected computer system, or they may be directly attached to or incorporated in a thermal cycler device. Analysis system 1530 may also include optimization software that executes in processor 1550.

[0131] The specific details of particular embodiments may be combined in any suitable manner without departing from the spirit and scope of embodiments of the invention. However, other embodiments of the invention may be directed to specific embodiments relating to each individual aspect, or specific combinations of these individual aspects.

[0132] The above description of example embodiments of the invention has been presented for the purposes of illustration and description. It is not intended to be exhaustive or to limit the invention to the precise form described, and many modifications and variations are possible in light of the teaching above.

[0133] A recitation of "a," "an" or "the" is intended to mean "one or more" unless specifically indicated to the contrary. The use of "or" is intended to mean an "inclusive or," and not an "exclusive or" unless specifically indicated to the contrary. Reference to a "first" component does not necessarily require that a second component be provided. Moreover reference to a "first" or a "second" component does not limit the referenced component to a particular location unless expressly stated.

[0134] All patents, patent applications, publications, and descriptions mentioned herein are incorporated by reference in their entirety for all purposes. None is admitted to be prior art.
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PATENT CLAIMS

1. A method of classifying genomic variants in a heterogeneous sample including DNA from various cells of an organism, the method comprising:
   sequencing DNA from the heterogeneous sample to obtain a plurality of sequence reads;
   aligning the plurality of sequence reads to a reference genome corresponding to the organism to determine genomic locations for the plurality of sequences in the reference genome;
   receiving the plurality of sequence reads at a computer system;
   identifying, by the computer system, a first genomic location in the reference genome exhibiting a first allele that is different than a reference allele of the reference genome based on an analysis of bases of sequence reads that align to the first genomic location;
   determining, by the computer system, one or more first values for one or more first features using a first amount of sequence reads having the first allele at the first genomic location;
   retrieving, by the computer system from memory, a classification model that is trained using other heterogeneous samples of a same type, the other heterogeneous samples including one or more genomic locations labeled as being a somatic mutation or a germline mutation, wherein the training uses first values of the one or more first features as determined for each of the one or more genomic location of the other heterogeneous samples;
   inputting, by the computer system, the one or more first values for the one or more first features into the classification model; and
   determining, by the classification model executing on the computer system, whether the first allele is somatic or germline.

2. The method of claim 1, further comprising:
   determining, by the computer system, one or more second values for one or more second features corresponding to population statistics of the first allele at the first genomic location corresponding to somatic mutations and/or germline mutations, wherein the training also uses second values of the one
or more second features as determined for each of the one or more genomic location of the other heterogeneous samples; and
inputting, by the computer system, the one or more second values for the one or more second features into the classification model.

3. The method of claim 1, wherein the classification model includes:
a plurality of classifiers, each classifier providing a mutation classification of the first allele at the first genomic location;
assigning a weight to each of plurality of classifiers;
determining a weighted sum of the plurality of classifiers that all have the mutation classification being somatic mutation or that all have the mutation classification being germline mutation; and
comparing the weighted sum to a threshold value to determine whether the first allele is somatic or germline.

4. The method of claim 3, wherein the plurality of classifiers are decision trees.

5. The method of claim 1, wherein the amount of sequencing required to classify genomic variants is reduced as a result of the classifier model.

6. A computer product comprising a computer readable medium storing a plurality of instructions for controlling a computer system to perform operations of any of the methods above.

7. A system comprising:
the computer product of claim 6; and
one or more processors for executing instructions stored on the computer readable medium.

8. A system comprising means for performing any of the methods above.

9. A system configured to perform any of the above methods.

10. A system comprising modules that respectively perform the steps of any of the above methods.
<table>
<thead>
<tr>
<th>Databases</th>
<th>AF %</th>
<th>Wide distribution a number between 0-100%</th>
<th>Vary</th>
</tr>
</thead>
<tbody>
<tr>
<td>EXAC, DbSNP and 1000 Genomes Project</td>
<td>50% or 100%</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Germline</td>
<td>Consistent</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Somatic</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

**FIG. 3**
Training data:
a list of variants with multiple predictors and
known classification of germline and somatic variants

Machine Learning (e.g. Adaboost)

Classifier

New list of variants  Prediction  Classify each variant as germline or somatic

FIG. 4
10-fold cross-validation in TCGA LUAD (WES)

Confusion matrix

<table>
<thead>
<tr>
<th>N=62913</th>
<th>Predicted</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Somatic</td>
</tr>
<tr>
<td>Truth</td>
<td></td>
</tr>
<tr>
<td>Somatic</td>
<td>2653</td>
</tr>
<tr>
<td>Germline</td>
<td>75</td>
</tr>
</tbody>
</table>

Accuracy: 0.9974
AUC: 0.9992

FIG. 7
Training model using TCGA LUAD (WES)

Importance of predictors

Fig. 8
Training model: TCGA LUAD
Test on TCGA LUSC (WES)

Confusion matrix

<table>
<thead>
<tr>
<th>Truth</th>
<th>Predicted</th>
<th></th>
<th>Classification error</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Somatic</td>
<td>Germline</td>
<td></td>
</tr>
<tr>
<td>N=53516</td>
<td>2300</td>
<td>104</td>
<td>0.0433</td>
</tr>
<tr>
<td>Somatic</td>
<td>69</td>
<td>51043</td>
<td>0.0013</td>
</tr>
</tbody>
</table>

Accuracy: 0.9968
AUC: 0.9989

FIG. 9
Training model using 48 plasma cfDNA (targeted deep sequencing)

Importance of predictors

Fig. 12
sequence DNA from the heterogeneous sample to obtain a plurality of sequence reads

align the plurality of sequence reads to a reference genome corresponding to the organism to determine genomic locations for the plurality of sequences in the reference genome

receive the plurality of sequence reads at a computer system

Identify, by the computer system, a first genomic location in the reference genome exhibiting a first allele that is different than a reference allele of the reference genome based on an analysis of bases of sequence reads that align to the first genomic location

determine, by the computer system, one or more first values for one or more first features using a first amount of sequence reads having the first allele at the first genomic location

determine, by the computer system, one or more second values for one or more second features corresponding to population statistics of the first allele at the first genomic location in one or more databases corresponding to somatic mutations and/or germline mutations

retrieve, by the computer system from memory, a classification model that is trained using other cancer genome sequencing data of a same type, the other cancer genome sequencing data including one or more genomic locations labeled as being a somatic mutation or a germline mutation, wherein the training uses values of the one or more first features and the one or more second features as determined for each of the one or more genomic location of the other cancer genome sequencing data

input, by the computer system, the one or more first values for the one or more first features and the one or more second values for the one or more second features into the classification model

determine, by the classification model executing on the computer system, whether the first allele is somatic or germline
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