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(57) ABSTRACT 

A method, system, computer program product, and computer 
program storage device for receiving and processing I/O 
requests from a host device and providing data consistency in 
both a primary site and a secondary site, while migrating a 
SRC (Synchronous Peer to Peer Remote Copy) from a back 
end storage Subsystem to a storage virtualization appliance. 
While transferring SRC from the backend storage subsystem 
to the storage virtualization appliance, all new I/O requests 
are saved in both a primary cache memory and a secondary 
cache memory, allowing a time window during which the 
SRC at the backend storage subsystem can be stopped and the 
secondary storage device is made as a readable and writable 
medium. The primary cache memory and secondary cache 
memory operates separately on each I/O request in write 
through, read-write or no-flush mode. 
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METHOD FOR MIGRATION OF 
SYNCHRONOUS REMOTE COPY SERVICE 

TO AVIRTUALIZATION APPLIANCE 

BACKGROUND OF THE INVENTION 

0001 1. Fields of the Invention 
0002 The present invention generally relates to Synchro 
nous Peer to Peer Remote Copy (SRC) protocol generally, 
and more particularly, the present invention relates to migrat 
ing a SRC (i.e., mirroring between a primary storage device 
and a secondary storage device) from a backend storage Sub 
system (i.e., un-virtualized storage platform; e.g., IBM(R) 
DS8000) to a storage virtualization appliance (e.g., IBM(R) 
San Volume Controller). 
0003 2. Description of the Prior Art 
0004. The Peer to Peer Remote Copy (PPRC) is a protocol 
to mirror a primary storage device located at a primary site to 
a secondary storage device located at a remote site. Synchro 
nous PPRC (SRC) causes each write to the primary storage 
device to be performed to the secondary storage device as 
well, and the I/O (Input/Output) is only considered complete 
when update to both primary and secondary have completed. 
In some applications, a customer may want to migrate his/her 
SRC relationship (i.e., an instance of a SRC between a pri 
mary storage device and a secondary storage device) from a 
backend storage subsystem (e.g., IBMR, DS8000, IBM(R) 
DS4000, EMC(R) Symmetrix R, EMCR CLARiiONR, etc.) to 
a storage virtualization appliance (e.g., IBM(R) San Volume 
Controller and the like). Currently, it is not possible to per 
form this migration without an interruption on a host device 
(i.e., a server) or losing data consistency (i.e., data is consis 
tent if all interrelated data (e.g., a group of data set) have a 
same instance (e.g., a value)). 
0005. A backend storage subsystem is a system compris 
ing physical storage devices (e.g., disk array), a disk array 
controller, a cache memory, mirrored storage devices 
0006 (i.e., a primary storage device and its mirrored sec 
ondary storage device) under a protocol (e.g., PPRC), and an 
interface to a virtualization storage appliance. The storage 
virtualization appliance is a system that contains no physical 
storage device but provides virtualization (i.e., a plurality of 
physical storage devices are appeared as a single logical 
storage unit) of physical storages to a host device or host 
application. 
0007. There are two traditional solutions to perform a 
migration of SRC from a backend storage Subsystem to a 
storage virtualization appliance: 
1. A first solution with no impact on the host device: The SRC 
must be stopped at a backend storage Subsystem and a new 
SRC is started at a storage virtualization appliance. This 
Solution involves copying all data from a primary storage 
device to a secondary storage device. During this copying, the 
secondary storage device loses data consistency and is thus 
unusable. (The definition of SRC requires two storage loca 
tions (i.e., storage sites). The storage locations are referred to 
as “Primary site and “Secondary' site. A host device may 
exist at the primary site and a storage device at the primary 
site is both readable and writable. This storage device is 
referred to as primary storage device. The secondary site 
contains a secondary storage device that is only writable by 
the primary storage device at the primary site. This secondary 
storage device may be presented to a host device as read 
only.) 
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2. A second solution with no impact on data consistency: All 
I/O requests from host devices must be temporarily stopped, 
before stopping a SRC at the backend storage Subsystem and 
restarting the SRC at the storage virtualization appliance. 
This second solution does not involve copying all data from 
the primary storage device to the secondary storage device at 
backend Subsystem. 
0008 Both solutions have problems: 
1. For the first solution, data must be re-copied from the 
primary storage device to the secondary storage device at the 
backend storage subsystem. 

0009. This recopying takes long time, during which 
time a recent backup data in the secondary storage 
device is not available. 

0.010 Performance of a host device will suffer during 
this recopying. 

2. For the second solution, there is temporal service down 
time (i.e., a user can not request an I/O service through a host 
device). The service down-time is not allowable, because 
most users prefer to have 100% service availability. 
0011. Therefore, it would be desirable to provide a method 
transferring a Synchronous Peer to Peer Remote Copy (SRC) 
from a backend storage Subsystem to a storage virtualization 
appliance without interrupting a host device and without los 
ing data consistency. 

SUMMARY OF THE INVENTION 

0012. The present invention is a system, method, and com 
puter program product for using cache memories and I/O 
tagging (i.e., appending a piece of data on an I/O request from 
a host device) to provide a user with a window (i.e., a time 
frame), during which a user is able to stop SRC (i.e., a primary 
storage device and its mirrored secondary device) at the back 
end storage Subsystem, and restart the SRC at the storage 
virtualization appliance, while always providing I/O services 
to a host device. 
(0013 While SRC is instantaneously transferred from the 
backend storage Subsystem to the storage virtualization appli 
ance, all I/O requests are saved at cache memories in the 
primary site and secondary site, allowing a time window (i.e., 
after all outstanding I/O request directed to the backend stor 
age Subsystem are completed and before the cache memories 
fills up) during which the SRC at the backend storage sub 
system is stopped and the SRC is made available at the storage 
virtualization appliance. 
0014 Thus, there is provided a system for servicing an I/O 
request from a host device while migrating SRC (Synchro 
nous Peer to Peer Remote Copy) from a backend storage 
Subsystem to a storage virtualization appliance, the SRC 
including a primary storage device at a primary site and a 
secondary storage device at a secondary site, the system com 
prising: 
00.15 means for receiving an I/O request from a host 
device, the I/O request being directed to the primary storage 
device or the secondary storage device; 
0016 an I/O tag appending means for appending a cache 
operation tag on the I/O request, the cache operation tag 
indicating one of a read-write mode indicating the I/O 
request is completed by a cache memory and the I/O request 
is sent to the backend storage Subsystem later, a no-flush 
mode indicating the I/O request is completed by a cache 
memory and the I/O request is not sent to the backend storage 
subsystems until the no-flush mode is turned off, and a write 
through mode indicating the I/O request is forwarded to the 
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backend storage Subsystem by a cache memory and the I/O 
request is completed by the backend storage subsystem; 
0017 a primary cache memory, at the primary site, for 
receiving and storing the I/O request with the cache operation 
tag from the I/O tag appending means and operating accord 
ing to one of the read-write mode, the no-flush mode, and the 
write-through mode; and 
0018 a secondary cache memory, at a secondary site, for 
receiving and storing the I/O request with the cache operation 
tag from the I/O tag appending means and for operating 
according to one of two modes, the two modes comprising: 
the read-write mode and the no-flush mode, 
0019 wherein data consistency is maintained between the 
primary cache memory and the secondary cache memory. 
0020. Thus, there is provided a method for servicing an 
I/O request from a host device while migrating SRC (Syn 
chronous Peer to Peer Remote Copy) from a backend storage 
Subsystem to a storage virtualization appliance, the SRC 
including a primary storage device at a primary site and a 
secondary storage device at a secondary site, the system com 
prising: 
0021 receiving an I/O request from a host device, the I/O 
request being directed to the primary storage device or the 
secondary storage device; 
0022 appending a cache operation tag on the I/O request, 
the cache operation tag indicating one of a read-write mode 
indicating the I/O request is completed by a cache memory 
and the I/O request is sent to the backend storage Subsystem 
later, a no-flush mode indicating the I/O request is completed 
by a cache memory and the I/O request is not sent to the 
backend storage Subsystems until the no-flush mode is turned 
off, and a write-through mode indicating the I/O request is 
forwarded to the backend storage Subsystem by a cache 
memory and the I/O request is completed by the backend 
storage Subsystem; 
0023 receiving and storing the I/O request with the cache 
operation tag at a primary cache memory and operating the 
primary cache memory according to one of the read-write 
mode, the no-flush mode, and the write-through mode; and 
0024 receiving and storing the I/O request with the cache 
operation tag at a secondary cache memory and operating the 
secondary cache memory according to one of two modes, the 
two modes comprising: the read-write mode and the no-flush 
mode, 
0025 wherein data consistency is maintained between the 
primary cache memory and the secondary cache memory. 
0026 Advantageously, the present invention operates to 
perform SRC migration between a backend storage sub 
system and a storage virtualization appliance with the follow 
1ng: 
1. There is no service down-time at a host device (i.e., a host 
device can continuously issue I/O requests). 
2. Data consistency is preserved. (i.e., the primary storage 
device and the secondary storage device stores consistent 
data.) 
3. A host device performance is not affected. 
0027 Operating a SRC at the backend storage subsystem 
has following restrictions: 
1. Cache memory must be write-through (i.e., an I/O request 
from a hostis Submitted to a storage virtualization appliance. 
The storage virtualization appliance transfers the I/O request 
to the cache memory. The cache memory receives the I/O 
request but directly forwards the I/O request to the backend 
storage Subsystem without saving the I/O request at the cache 
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memory. The backend storage Subsystem completes the I/O 
request and sends a completion notice to the cache memory. 
The cache memory sends the completion notice to the host) or 
disabled. 
2. There must be one-to-one mapping between the storage 
virtualization appliance and the backend storage Subsystem. 
0028 Operating a SRC (i.e., mirroring between a primary 
storage device and a secondary storage device) at a storage 
virtualization appliance has following benefits: 
1. An extra cache memory can be installed at the storage 
virtualization appliance. The extra cache improves perfor 
mance for a host device or host application. 
2. Physical storage at a current backend storage Subsystem 
can be migrated to a new backend storage Subsystem (i.e., the 
current backend storage Subsystem can be replaced by a new 
backend storage Subsystem), without impacting I/O services 
(e.g., Writing data). 
3. There is a single set of SRC at a storage virtualization 
appliance being independent of a backend storage Subsystem. 
4. Physical storage can be efficiently used. 
5. Data migration (i.e., moving data to other storage appli 
ance) can be performed without impacting a host device or 
host application. 
6. Data stripping (i.e., spreading data on a virtualized disk 
across many physical disks) can be achieved. 

BRIEF DESCRIPTION OF THE DRAWINGS 

0029. The accompanying drawings are included to pro 
vide a further understanding of the present invention, and are 
incorporated in and constitute a part of this specification. The 
drawings illustrate embodiments of the invention and, 
together with the description, serve to explain the principles 
of the invention. In the drawings, 
0030 FIG. 1 depicts a block diagram of one embodiment 
of the present invention. 
0031 FIG. 2 is a flow chart depicting I/O request flow path 
at the primary site of the storage virtualization appliance. 
0032 FIG.3 a flow chart depicting I/O request flow pathat 
the secondary site of the storage virtualization appliance. 
0033 FIG. 4 depicts a behavior of a primary cache and a 
secondary cache memory. 
0034 FIG. 5 illustrates a flow chart that one embodiment 
of the present invention employs. 

DETAILED DESCRIPTION 

0035 FIG. 1 illustrates a block diagram of one embodi 
ment of a system employing the present invention. Especially, 
FIG. 1 depicts an environment where a migration of SRC 
(Synchronous Peer to Peer Remote Copy) from a backend 
storage subsystem (e.g., IBMR, DS8000, IBM(R) DS4000, 
EMC(R) Symmetrix R, EMCR CLARiion(R), etc.) to a storage 
virtualization appliance (e.g., IBM(R) San Volume Controller) 
occurs. The Peer to Peer Remote Copy (PPRC) is a protocol 
to mirror data stored at a primary storage device (e.g., PPRC 
PrimaryY18) at a primary site 10 to data stored at a secondary 
storage device (e.g., PPRC Secondary Y 26) at a secondary 
site 20. Under Synchronous PPRC (SRC), each write to the 
primary storage device (e.g., PPRC Primary Y. 18) is also 
performed to the secondary storage device (e.g., PPRC Sec 
ondary Y 26). In one embodiment, a mirrored write to a 
secondary storage device (e.g., PPRC Secondary Y 26) is 
performed by a primary storage device (e.g., PPRC PrimaryY 
18) via a physical link 40. Under SRC protocol, the I/O is only 



US 2010/001 1177 A1 

considered complete when writing to both the primary Stor 
age device (e.g., PPRC Primary Y. 18) and the secondary 
storage device (e.g., PPRC Secondary Y 26) are completed. 
Under SRC protocol, there are two sites, “Primary site 10” 
and “Secondary site 20'. There are a host device or host 
application 12, a primary storage virtualization appliance 
(e.g., PPRC Primary X14), a primary cache memory 16, and 
a primary storage device (e.g., PPRC Primary Y. 18) at a 
primary site 10. There are a secondary storage virtualization 
appliance (e.g., PPRC Secondary X 22), a secondary cache 
memory 24, and a secondary storage device (e.g., PPRC 
Secondary Y26) at a secondary site 20. The primary storage 
virtualization appliance and the secondary storage virtualiza 
tion appliance are at a storage virtualization appliance (e.g., 
IBM(R) San Volume Controller). The primary storage virtual 
ization appliance and the secondary storage virtualization 
appliance are created and configured upon installation of the 
storage virtualization appliance. The primary storage device 
and the secondary storage device exist at a backend storage 
subsystem (e.g., IBMR DS8000, IBM(R) DS4000, EMC(R) 
Symmetrix R, EMCR) CLARiion(R), etc.). The primary stor 
age virtualization appliance (e.g., PPRC Primary X14) stores 
a virtualized representation (e.g., a logical representation) of 
data on the primary storage device (e.g., PPRC PrimaryY18). 
The secondary storage virtualization appliance (e.g., PPRC 
Secondary X 22) stores a virtualized representation (e.g., a 
logical representation) of data on the secondary storage 
device (e.g., PPRC Secondary Y 26). 
0036 Before a migration of a SRC (i.e., mirroring 
between a primary storage device and a secondary storage 
device) from the backend storage subsystem to the storage 
virtualization appliance, the storage virtualization appliance 
has been installed and storage devices at the backend storage 
Subsystem are presented to the host device or host application 
12 through the storage virtualization appliance. An I/O 
requestis Submitted from a host device or host application 12 
to the storage virtualization appliance. Before the migration 
of the SRC, SRC (i.e., mirroring between a primary storage 
device and a secondary storage device) at the backend storage 
Subsystem is active. Data consistency is maintained by data 
transfer from the primary storage device to the secondary 
storage device via a physical link 40. For example an I/O 
request is Submitted via a host 12->a primary storage virtu 
alization appliance (e.g., PPRC Primary X 14)->a primary 
cache memory 16->a primary storage device (e.g., PPRC 
Primary Y. 18)->(a physical link 40)->a secondary storage 
device (e.g., PPRC Secondary Y 26). Arrows in FIG. 1 indi 
cates direction in which an I/O request is submitted. In one 
embodiment, the primary storage device (e.g., PPRC Primary 
Y18) and the secondary storage device (e.g., PPRC Second 
ary Y 26) are non-volatile memory devices (e.g., a RAID 
array or a disk drive). The secondary storage device (e.g., 
PPRC Secondary Y 26) is only writeable by the primary 
storage device (e.g., PPRC Primary Y. 18) and only readable 
by the secondary storage virtualization appliance (e.g., PPRC 
Secondary X 22) via a secondary cache memory 24. 
0037. While transferring SRC from the backend storage 
Subsystem to the storage virtualization appliance, cache 
memories (e.g., the primary cache memory 16 and the sec 
ondary cache memory 24) guarantees that no new I/O request 
is Submitted to the backend storage Subsystem by operating at 
no-flush mode. (i.e., new I/O requests are saved at cache 
memories and then cache memories send I/O request comple 
tion notices to a host device or host application 12. The saved 
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new I/O requests are sent to the backend storage Subsystem 
after completion of transferring SRC) While the cache memo 
ries (the primary cache memory 16 and the secondary cache 
memory 24) are being filled up, the transferring SRC is com 
pleted (i.e., the SRC is stopped at the backend storage sub 
system and a new SRC is made available at the storage virtu 
alization appliance). In one embodiment, the SRC at the 
backend storage Subsystem is stopped (i.e., mirroring 
between the primary storage device and the secondary storage 
device via a physical link 40 is stopped), after the outstanding 
I/O requests (i.e., I/O requests that were sent to the backend 
storage Subsystem but have not been completed; I/O requests 
that were sent to the backend storage subsystem but the back 
end storage Subsystem has not yet acknowledged receipts) 
directed to the backend storage Subsystem are completed. 
0038. After completing the migration of the SRC from the 
backend storage Subsystem to the storage virtualization appli 
ance, SRC at the storage virtualization appliance is active 
(i.e., mirroring between a primary storage device and a sec 
ondary storage device is maintained at the storage virtualiza 
tion appliance). Data consistency between the primary site 10 
and the secondary site 20 is maintained by data transfer from 
the primary storage virtualization appliance to the secondary 
storage virtualization appliance via a physical link 30. For 
example, an I/O request is submitted via a host 12->a primary 
storage virtualization appliance (e.g., PPRC Primary X 
14)->a primary cache memory 16->a primary storage device 
(e.g., PPRC Primary Y. 18). At the same time, the same I/O 
request is Submitted to a host 12->a primary storage virtual 
ization appliance (e.g., PPRC Primary X 14)->(a physical 
link30)->a secondary storage virtualization appliance (e.g., 
PPRC Secondary X 22)->a secondary cache memory 24->a 
secondary storage device (e.g., PPRC Secondary Y 26). 
Though the I/O request is split at the primary storage virtu 
alization appliance (e.g., PPRC Primary X 14), the host 12 
does not know about the two routes (e.g., 12->14->16->18 
and 12->14->(30)->22->24->26). The primary storage 
device (e.g., PPRC Primary Y. 18) and the secondary storage 
device (e.g., PPRC Secondary Y 26) are same non-volatile 
memory devices (e.g., a RAID array or a disk drive) used 
before the migration of the SRC. 
0039. Before the migration of the SRC or after the migra 
tion of the SRC, each I/O request is sent once over one link 
only (e.g., via a physical link 30 or a physical link 40). To 
maintain data consistency, an order of I/O requests that is 
submitted to the primary site 10 must be identical to an order 
of I/O requests that is submitted to the secondary site 20. 
Though the secondary storage virtualization appliance (e.g., 
PPRC Secondary X 22) exists before the migration of the 
SRC, the secondary storage virtualization appliance (e.g., 
PPRC Secondary X22) only receives I/O requests after com 
pleting the migration of the SRC. In one embodiment, I/O 
requests are Submitted to the primary storage device via a 
same route before the migration of the SRC or after the 
migration of the SRC. However, I/O requests are submitted to 
the secondary storage device via a different route after the 
migration of the SRC. In one embodiment, the secondary 
storage device (e.g., PPRC Secondary Y 26) is only readable 
by the secondary storage virtualization appliance (e.g., PPRC 
Secondary X 22) via a secondary cache memory 24. In one 
embodiment, while transferring SRC from the backend stor 
age Subsystem to the storage virtualization appliance, nothing 
is physically transferred, but I/O requests are routed differ 
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ently afterwards. And, a different SRC application (e.g., 
executing at a storage virtualization appliance) will be active 
after the transferring SRC. 
0040 FIG. 4 illustrates a behavior of cache memories (i.e., 
the primary cache memory 16 and the secondary cache 
memory 24). The cache memories operate at one of: a write 
through mode (i.e., after an I/O request is completed by a 
backend storage Subsystem, the I/O request is indicated as 
completed), a no-flush mode (i.e., an I/O request is completed 
by a cache memory and the I/O request is not sent to backend 
storage Subsystem until the no-flush mode is turned off), and 
a normal mode (i.e., a read-write mode; an I/O request is 
completed by a cache memory and the I/O request is sent to 
backend storage Subsystem some time later). A host device 
(i.e., a server) or a host application 12 sends an I/O request to 
a storage virtualization appliance. The storage virtualization 
appliance forwards the I/O request to a cache memory (i.e. a 
primary cache memory 16 or a secondary cache memory 24). 
At step 400, the cache memory (i.e. a primary cache memory 
16 or a secondary cache memory 24) receives the I/O request. 
At step 405, an operation mode of the cache memory is 
decided based on the received I/O request. In one embodi 
ment, the I/O request received at the cache memory (i.e. a 
primary cache memory 16 or a secondary cache memory 24) 
includes cache operation tag information that indicates a pre 
ferred cache memory operation mode for the I/O request (e.g., 
an I/O request with a no-flush mode operation tag). In another 
embodiment, the cache memory operation mode is set by a 
user via a graphical user interface or common style interface. 
0041. When the cache memory operates at the no-flush 
mode, at step 410, the cache memory saves the received I/O 
request and sends an I/O request completion notice (e.g., a 
signal or a message) to the host device or the host application 
12. At step 415, the cache memory waits until the no-flush 
mode is turned off. After the no-flush mode is turned off (i.e., 
the cache memory operation mode becomes the normal 
mode), at step 420, the cache memory submits the I/O request 
to the backend storage Subsystem. In one embodiment, the 
cache memory operation mode is changed from the no-flush 
mode to the normal mode, when a migration of a SRC from 
the backend storage Subsystem to the storage virtualization 
appliance is completed. In one embodiment, there is a 
completion event flag that indicates a completion of a migra 
tion of a SRC from the backend storage subsystem to the 
storage virtualization appliance. Therefore, when the 
completion event flag is set to indicate that the migration of 
the SRC is completed, the cache memory operation mode is 
changed from no-flush mode to the normal mode. In another 
embodiment, a userchanges a cache memory configuration or 
setting (i.e., changes the cache memory operation mode) via 
the graphical user interface or common style interface. At step 
425, the cache memory waits, until the backend storage Sub 
system completes the I/O request and the backend storage 
Subsystem sends an I/O request completion notice (e.g., a 
signal or a message) to the cache memory. At step 465, the I/O 
request is marked as completed at the cache memory. 
0042. When the cache memory operates at the normal 
mode (i.e., read-write mode), at Step 430, the cache memory 
saves the received I/O request and sends an I/O request 
completion notice (e.g., a signal or a message) to the host 
device or the host application 12. At step 435 the cache 
memory waits for a wait period. In one embodiment, the wait 
period in the cache memory is defined by a caching algorithm 
(e.g., Belady's optimal algorithm, clairvoyant algorithm, 
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Least Recently Used (LRU), etc). Diverse caching algorithms 
can be found at http://en.wikipedia.org/wiki/Cache algo 
rithms. After the wait period is passed, at step 440, the cache 
memory Submits the I/O request to the backend storage Sub 
system. At step 445, the cache memory waits, until the back 
end storage Subsystem completes the I/O request and the 
backend storage Subsystem sends an I/O request completion 
notice (e.g., a signal or a message) to the cache memory. At 
step 465, the I/O request is marked as completed at the cache 
memory. 

0043. When the cache memory operates at the write 
through mode, at step 450, the cache memory directly sends 
the received I/O request to the backend storage subsystem 
without saving the received I/O request. At step 455, the cache 
memory waits until the backend storage Subsystem completes 
the I/O request and the backend storage Subsystem sends an 
I/O request completion notice (e.g., a signal or a message) to 
the cache memory. At step 460, after receiving the I/O request 
completion notice, the cache memory sends the I/O request 
completion notice to the host device or the host application 
12. At step 465, the I/O request is marked as completed. In one 
embodiment, if an I/O request is tagged with a write-through 
operation mode (i.e., an I/O request with a write-through 
operation mode tag), this I/O request overrides a cache 
memory setting. For example, though a cache memory is set 
to the no-flush mode or the normal mode (i.e., read-write 
mode), if an I/O request tagged with a write-through opera 
tion mode arrives, a cache memory that receives the I/O 
request (i.e., the I/O request tagged with a write-through 
operation mode) operates at the write-through mode. 
0044 FIG. 2 is a flow chart depicting I/O request flow path 
at the primary site 10 of the storage virtualization appliance. 
At step 100, an I/O request is received at a storage virtualiza 
tion appliance from a host device or host application 12. Step 
105 checks whether a redirection event flag is set. The redi 
rection event flag indicates the I/O request needs to be redi 
rected to a SRC (i.e., an I/O request is submitted to the 
secondary site 20 via a physical link 30; SRC at the storage 
virtualization appliance is active now) at the storage virtual 
ization appliance. When the redirection event flag is not set 
(i.e., an I/O request is still submitted to the secondary site 20 
via a physical link 40), the I/O request is tagged with a 
write-through operation mode tag at step 130 and then is 
submitted to a primary cache memory 16 at step 135. How 
ever, while preparing a migration of a SRC from a backend 
storage Subsystem to a storage virtualization appliance or 
while outstanding I/O requests (i.e., I/O requests has been 
received but has not been submitted to a backend storage 
Subsystem to complete the I/O requests) exists in the primary 
cache memory 16, the redirection event flag becomes set. In 
one embodiment, there is a redirection detection means (e.g., 
a sensor) that detects whether the redirection event flag is set 
or not. When the redirection event flag is set (i.e., SRC at the 
storage virtualization appliance is active now), at step 110, the 
I/O request is Submitted to a primary storage device (e.g., 
PPRC Primary Y. 18) via a host 12->a primary storage virtu 
alization appliance (e.g., PPRC Primary X 14)->a primary 
cache memory 16->a primary storage device (e.g., PPRC 
Primary Y. 18). At the same time, the same I/O request is 
submitted to the secondary storage device (e.g., PPRC Sec 
ondary Y 26) via a host 12->a primary storage virtualization 
appliance (e.g., PPRC Primary X 14)->(a physical link 
30)->a secondary storage virtualization appliance (e.g., 
PPRC Secondary X 22)->a secondary cache memory 24->a 
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secondary storage device (e.g., PPRC Secondary Y 26). The 
I/O request is split at a primary storage virtualization appli 
ance (e.g., PPRC Primary X 14). At step 115, it is checked 
whether the migration of the SRC from the backend storage 
Subsystem to the storage virtualization appliance is com 
pleted or not. In one embodiment, there is a completion event 
flag that indicates a completion of transferring SRC from the 
backend storage Subsystem to the storage virtualization appli 
ance. In one embodiment, a migration detection means (i.e., a 
sensor) is provided to detect whether the completion event 
flag is set or not. If the migration of the SRC is not completed, 
the I/O request is tagged with a no-flush operation mode tag at 
step 125 and then is submitted to the primary cache memory 
16 at step 135. If the migration of the SRC is completed, the 
I/O request is tagged with a normal (i.e., read-write) operation 
mode tag at step 120 and then is submitted to the primary 
cache memory 16 at step 135. In one embodiment, tag infor 
mation (e.g., no-flush operation mode tag) appended to an I/O 
requestis readby the primary cache memory 16 and then each 
I/O request is processed based on each tag information 
appended to each I/O request. At step 140, the I/O request is 
saved at the primary cache memory 16 or is Submitted to a 
primary storage device 18 at the backend storage Subsystem. 
After the primary cache memory 16 receives an I/O request 
with a no-flush operation mode tag or an I/O request with a 
normal operation mode tag, the primary cache memory 16 
saves the received I/O request and sends an I/O request 
completion notice to a host device or a host application 12. 
However, when the primary cache memory 16 receives an I/O 
request with a write-through operation mode tag, the primary 
cache memory 16 directly sends the I/O request to the back 
end storage Subsystem without saving the I/O request. Then, 
at step 150, the primary cache memory 16 waits until the 
backend storage subsystem sends an I/O request completion 
notice to the primary cache memory 16. At step 160, after 
receiving the I/O request completion notice from the backend 
storage Subsystem, the primary cache memory 16 sends an 
I/O request completion notice to a host device or a host 
application 12 from which the I/O request is issued. At step 
170, the I/O request is marked as completed. 
0045 FIG.3 is a flow chart depicting I/O request flow path 
at the secondary site 20 of the storage virtualization appli 
ance. At step 200, an I/O request is received at a storage 
virtualization appliance. At step 205, it is checked whether the 
migration of SRC (i.e., a primary storage device and its mir 
rored secondary storage device) from the backend storage 
Subsystem to the storage virtualization appliance is com 
pleted or not. In one embodiment, there is a completion event 
flag that indicates a completion of transferring SRC from the 
backend storage Subsystem to the storage virtualization appli 
ance. A migration detection means (i.e., a sensor) may be 
provided to detect whether the completion event flag is set or 
not. If the migration of the SRC is not completed, the I/O 
request is tagged with a no-flush operation mode tag at Step 
215 and then is submitted to the secondary cache memory 24 
at step 220. If the migration of the SRC is completed, the I/O 
request is tagged with a normal (i.e., read-write) operation 
mode tag at step 210 and then is submitted to the secondary 
cache memory 24 at step 220. In one embodiment, tag infor 
mation (e.g., no-flush operation mode tag) is appended to an 
I/O request and then each I/O request is processed by cache 
memories (e.g., a primary cache memory 16 and a secondary 
cache memory 24) based on each tag information appended to 
each I/O request. At step 225, the I/O request is saved at the 
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secondary cache memory 24 or is Submitted to a secondary 
storage device 26 at the backend storage Subsystem. In one 
embodiment, the secondary cache memory 24 operates at one 
of the no-flush mode and the normal mode. In this embodi 
ment, after the secondary cache memory 24 receives an I/O 
request with a no-flush operation mode tag or an I/O request 
with a normal operation mode tag, the secondary cache 
memory 24 saves the received I/O request and sends an I/O 
request completion notice to a host device or a host applica 
tion 12. In an alternative embodiment, the secondary cache 
memory 24 operates at one of the write-through mode, the 
no-flush mode and the normal mode. In this alternative 
embodiment, when the secondary cache memory 24 receives 
an I/O request with a write-through operation mode tag, the 
secondary cache memory 24 directly sends the I/O request to 
the backend storage Subsystem without saving the I/O 
request. Then, at step 250, the secondary cache memory 24 
waits until the backend storage Subsystem sends an I/O 
request completion notice to the secondary cache memory 24. 
At step 260, after receiving the I/O request completion notice 
from the backend storage Subsystem, the secondary cache 
memory 24 sends the I/O request completion notice to a host 
device or a host application 12 from which the I/O request is 
issued. At step 270, the I/O request is marked as completed. 
0046 FIG. 5 depicts a flow chart that one embodiment of 
the present invention employs. At step 500, a user starts a SRC 
(i.e., mirroring between a primary storage device and a sec 
ondary storage device) at backend storage Subsystem (e.g., 
data is transferred from PPRC Primary Y. 18 to PPRC Sec 
ondary Y 26 via a physical link 40), if the SRC at the backend 
storage subsystem was stopped before. If the SRC at the 
backend storage Subsystem is just started, the user waits until 
a primary storage device (e.g., PPRC Primary Y. 18) and a 
secondary storage device (e.g., PPRC SecondaryY 26) main 
tain consistent data. At step 505, the secondary storage device 
(e.g., PPRC Secondary Y 26) at the backend storage sub 
system is mapped as a read-only medium to a storage virtu 
alization appliance. (The primary storage device (e.g., PPRC 
Primary Y18) at the backend storage subsystem is mapped as 
a readable and writable medium to the storage virtualization 
appliance.) A SRC at the storage virtualization appliance is 
installed (e.g., a physical link30 is installed, but is not active 
yet). However, I/O requests are not directed to the SRC at the 
storage virtualization appliance (e.g., a physical link 30 in 
FIG. 1 is not utilized at this time). 
0047. At step 510, a redirection event flag is set. The 
redirection event flag indicates an I/O request from a host 
device or a host application 12 needs to pass through the SRC 
at the storage virtualization appliance (e.g., an I/O request is 
submitted to the PPRC Primary Y18 via a host device 12->a 
PPRC Primary X 14 at the storage virtualization 
appliance->a primary cache memory 16->the PPRC Primary 
Y18 at the backend storage subsystem. At the same time, that 
I/O request is submitted to the PPRC Secondary Y 26 via a 
host device 12->a PPRC Primary X 14 at the storage virtual 
ization appliance->(a physical link30)->a PPRC Secondary 
X 22 at the storage virtualization appliance-ea secondary 
cache memory 24->the PPRC SecondaryY 26 at the backend 
storage Subsystem). The redirection event flag is also used for 
setting a cache memory operation mode (e.g., no-flush mode 
or normal mode) in FIG. 2. 
0048. At step 515, it is checked whether the primary cache 
memory 16 or the secondary cache memory 24 is full. A cache 
memory (e.g., a primary cache memory 16 or a secondary 
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cache memory 24) is full, if no space is available for writing 
new data (e.g., an I/O request). If the primary cache memory 
16 or the secondary cache memory 24 is full (e.g., before 
completing a migration of the SRC from the backend storage 
Subsystem to the storage virtualization appliance), at step 
550, the primary cache memory 16 and the secondary cache 
memory 24 are flushed (i.e., all data including I/O request 
tagged with no-flush mode is discarded in the primary cache 
memory 16 and the secondary cache memory 24). Upon 
flushing cache memories (e.g., the primary cache memory 16 
and the secondary cache memory 24), a migration of SRC 
from the backend storage Subsystem to the storage virtualiza 
tion appliance is prepared again from step 505. 
0049. If the cache memories (e.g., the primary cache 
memory 16 and the secondary cache memory 24) are not full, 
it is checked whether there is an outstanding I/O request in the 
primary cache memory 16. At step 520, when there is no 
outstanding I/O request in the primary cache memory 16, no 
new I/O request is submitted to the backend storage sub 
system. If there is an outstanding I/O request in the primary 
cache memory 16, the outstanding I/O(s) in the primary cache 
memory 16 are processed by the backend storage Subsystem 
by repeating steps 515-520. When no outstanding I/O request 
in the primary cache memory 16 or all outstanding I/O 
requests are completed at the backend storage Subsystem, at 
step 525, SRC at the backend storage subsystem is stopped 
(e.g., a physical link 40 in FIG. 1 is not used anymore). At step 
530, it is checked whether the primary cache memory 16 or 
the secondary cache memory 24 is full. If the primary cache 
memory 16 or the secondary cache memory 24 is full (e.g., 
before completing a migration of the SRC from the backend 
storage Subsystem to the storage virtualization appliance), at 
step 550, the primary cache memory 16 and the secondary 
cache memory 24 are flushed (i.e., all data including I/O 
request tagged with no-flush mode is discarded in the primary 
cache memory 16 and the secondary cache memory 24). 
Upon flushing cache memories (e.g., the primary cache 
memory 16 and the secondary cache memory 24), a migration 
of SRC from the backend storage subsystem to the storage 
virtualization appliance is prepared again from step 505. 
0050. If cache memories are not full before completing the 
migration of the SRC from the backend storage subsystem to 
the storage virtualization appliance, at step 535, the migration 
of the SRC is successfully completed. A completion event 
flag, which indicates a completion of transferring SRC from 
the backend storage Subsystem to the storage virtualization 
appliance, is set. The completion event flag is also used for 
setting a cache memory operation mode (e.g., no-flush mode) 
in FIGS. 2-3. At step 540, upon completion of the migration 
of the SRC, the primary cache memory 16 and the secondary 
cache memory 24 are flushed. At step 545, the user is notified 
of completing the migration of the SRC. Once the transferring 
SRC is completed, the SRC at storage virtualization appli 
ance becomes like any other SRC. The SRC at storage virtu 
alization appliance is maintained in exactly the same way that 
the SRC at backend storage Subsystem was maintained. 
0051. In one embodiment, while a redirection event flag is 
set (i.e., when a SRC at the storage virtualization appliance is 
just started) and a completion event is not set (i.e., while 
transferring SRC from the backend storage subsystem to the 
storage virtualization appliance), all new I/O requests are 
saved in both a primary cache memory 16 and a secondary 
cache memory 24, allowing a time window during which all 
outstanding I/O directed to the backend storage Subsystem 
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are completed, SRC at backend storage Subsystem is stopped 
(e.g., mirroring between the primary storage device and the 
secondary storage device is not performed via a physical link 
40 at the backend storage subsystem but performed via a 
physical link 30 at the storage virtualization appliance), and 
the secondary storage device (e.g., PPRC Secondary Y 26) is 
made as a readable and writable medium. The primary cache 
memory 16 and secondary cache memory 24 operates sepa 
rately on each I/O request in write-through, read-write or 
no-flush mode. 

0.052 Before transferring SRC from the backend storage 
Subsystem to the storage virtualization appliance, data con 
sistency between the primary site 10 and the secondary site20 
is maintained by writing operations via a physical link 40. 
While transferring SRC from the backend storage subsystem 
to the storage virtualization appliance, data consistency 
between the primary site 10 and the secondary site 20 is 
maintained by saving consistent data (e.g., saving same I/O 
requests) at the primary cache memory 16 and the secondary 
cache memory 24. The saved data (e.g., saved new I/O 
requests) at cache memories are Submitted to the backend 
storage Subsystem, right after completing the transferring 
SRC. After completion of transferring SRC from the backend 
storage Subsystem to the storage virtualization appliance, 
data consistency between the primary site 10 and the second 
ary site 20 is maintained by data transfer via a physical link 
30. Therefore, data consistency is maintained before transfer 
ring SRC, during transferring SRC, and after completion of 
transferring SRC. While transferring SRC from the backend 
storage Subsystem to the storage virtualization appliance, 
new I/O requests from a host device or a host application 12 
can be submitted to the storage virtualization appliance and 
then the new I/O requests are saved at the primary cache 
memory 16 and the secondary cache memory 24. Therefore, 
there is no impact on the host device or host application 12, 
while transferring SRC. 
0053) One of ordinary skill in the art understands that the 
time when a cache memory becomes fill is related to a size of 
the cache memory and the amount of I/O requests from a host 
device or a host application 12. The time spent on transferring 
SRC from the backend storage subsystem to the storage vir 
tualization appliance takes several minutes for most virtual 
ization appliance (e.g., IBM(R) San Volume Controller). In one 
embodiment of the present invention, when preparing migra 
tion of SRC from the backend storage subsystem to the stor 
age virtualization appliance (e.g., Step 505), all contents in the 
primary cache memory 16 and the secondary cache memory 
24 are deleted to maximize available size of the primary cache 
memory 16 and the secondary cache memory 24. 
0054. In one embodiment, a plurality of host devices com 
municate with a backend storage Subsystem and a storage 
virtualization appliance via SCSI (Small Computer System 
Interface). SCSI defines a set of standards for physically 
connecting and transferring data between computers and 
peripheral devices. 
0055 Although the preferred embodiments of the present 
invention have been described in detail, it should be under 
stood that various changes and Substitutions can be made 
therein without departing from Spirit and scope of the inven 
tions as defined by the appended claims. Variations described 
for the present invention can be realized in any combination 
desirable for each particular application. Thus particular limi 
tations, and/or embodiment enhancements described herein, 
which may have particular advantages to a particular appli 
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cation need not be used for all applications. Also, not all 
limitations need be implemented in methods, systems and/or 
apparatus including one or more concepts of the present 
invention. 

0056. The present invention can be realized in hardware, 
Software, or a combination of hardware and Software. A typi 
cal combination of hardware and Software could be a general 
purpose computer system with a computer program that, 
when being loaded and executed, controls the computer sys 
tem such that it carries out the methods described herein. The 
present invention can also be embedded in a computer pro 
gram product, which comprises all the features enabling the 
implementation of the methods described herein, and 
which when loaded in a computer system—is able to carry 
out these methods. 
0057 Computer program means or computer program in 
the present context include any expression, in any language, 
code or notation, of a set of instructions intended to cause a 
system having an information processing capability to per 
form a particular function either directly or after conversion 
to another language, code or notation, and/or reproduction in 
a different material form. 

0.058 Thus the invention includes an article of manufac 
ture which comprises a computer usable medium having 
computer readable program code means embodied thereinfor 
causing a function described above. The computer readable 
program code means in the article of manufacture comprises 
computer readable program code means for causing a com 
puter to effect the steps of a method of this invention. Simi 
larly, the present invention may be implemented as a com 
puter program product comprising a computer usable 
medium having computer readable program code means 
embodied therein for causing a function described above. The 
computer readable program code means in the computer pro 
gram product comprising computer readable program code 
means for causing a computer to effect one or more functions 
of this invention. Furthermore, the present invention may be 
implemented as a program storage device readable by 
machine, tangibly embodying a program of instructions 
executable by the machine to perform method steps for caus 
ing one or more functions of this invention. 
0059. It is noted that the foregoing has outlined some of 
the more pertinent objects and embodiments of the present 
invention. This invention may be used for many applications. 
Thus, although the description is made for particular arrange 
ments and methods, the intent and concept of the invention is 
Suitable and applicable to other arrangements and applica 
tions. It will be clear to those skilled in the art that modifica 
tions to the disclosed embodiments can be effected without 
departing from the spirit and scope of the invention. The 
described embodiments ought to be construed to be merely 
illustrative of some of the more prominent features and appli 
cations of the invention. Other beneficial results can be real 
ized by applying the disclosed invention in a different manner 
or modifying the invention in ways known to those familiar 
with the art. 

What is claimed is: 

1. A system for servicing an I/O request from a host device 
while migrating SRC (Synchronous Peer to Peer Remote 
Copy) from a backend storage Subsystem to a storage virtu 
alization appliance, the SRC including a primary storage 
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device at a primary site and a secondary storage device at a 
secondary site, the system comprising: 
means for receiving an I/O request from a host device, the 

I/O request being directed to the primary storage device 
or the secondary storage device; 

an I/O tag appending means for appending a cache opera 
tion tag on the I/O request, the cache operation tag 
indicating one of a read-write mode indicating the I/O 
request is completed by a cache memory and the I/O 
request is sent to the backend storage Subsystem later, a 
no-flush mode indicating the I/O request is completed by 
a cache memory and the I/O request is not sent to the 
backend storage Subsystems until the no-flush mode is 
turned off, and a write-through mode indicating the I/O 
request is forwarded to the backend storage Subsystem 
by a cache memory and the I/O request is completed by 
the backend storage Subsystem; 

a primary cache memory, at the primary site, for receiving 
and storing the I/O request with the cache operation tag 
from the I/O tag appending means and operating accord 
ing to one of the read-write mode, the no-flush mode, 
and the write-through mode; and 

a secondary cache memory, at a secondary site, for receiv 
ing and storing the I/O request with the cache operation 
tag from the I/O tag appending means and for operating 
according to one of two modes, the two modes compris 
ing: the read-write mode and the no-flush mode, 

wherein data consistency is maintained between the pri 
mary cache memory and the secondary cache memory. 

2. The system according to claim 1, further comprising: 
a redirection detection means for detecting a redirection 

event flag, the redirection event flag indicating the I/O 
request from the host needs to be redirected to SRC at the 
storage virtualization appliance; and 

a migration detection means for detecting a completion 
event flag, the completion event flag indicating a 
completion of transferring SRC from the backend stor 
age Subsystem to the storage virtualization appliance; 

3. The system according to claim 2, wherein when the 
redirection detection means detects the redirection event flag 
is not set, the I/O tag appending means appends the write 
through operation mode tag on the I/O request. 

4. The system according to claim 2, wherein when the 
migration detection means detects the transferring SRC is not 
completed, the I/O tag appending means appends the no-flush 
operation mode tag on the I/O request. 

5. The system according to claim 2, wherein when the 
migration detection means detects the transferring SRC is 
completed, the I/O tag appending means appends the read 
write operation mode tag on the I/O request. 

6. The system according to claim 2, wherein the migration 
detection means detects the transferring SRC is completed, 
the primary cache memory and the secondary cache memory 
are flushed. 

7. The system according to claim 1, wherein while trans 
ferring SRC from the backend storage subsystem to the stor 
age virtualization appliance, the primary cache memory and 
the secondary cache memory guarantee that no new I/O 
request is Submitted to the backend storage Subsystem. 

8. The system according to claim 1, wherein the primary 
cache memory and the secondary cache memory are flushed, 
if the primary cache memory and the secondary cache 
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memory become full before transferring SRC from the back 
end storage Subsystem to the storage virtualization applica 
tion is completed. 

9. The system according to claim 1, wherein when there is 
no outstanding I/O request in the primary cache memory, 
SRC at the backend storage subsystem is stopped and the 
SRC is made available at the storage virtualization appliance. 

10. A method for servicing an I/O request from a host 
device while migrating SRC (Synchronous Peer to Peer 
Remote Copy) from a backend storage Subsystem to a storage 
virtualization appliance, the SRC including a primary storage 
device at a primary site and a secondary storage device at a 
secondary site, the system comprising: 

receiving an I/O request from a host device, the I/O request 
being directed to the primary storage device or the sec 
ondary storage device; 

appending a cache operation tag on the I/O request, the 
cache operation tag indicating one of a read-write mode 
indicating the I/O request is completed by a cache 
memory and the I/O request is sent to the backend stor 
age Subsystem later, a no-flush mode indicating the I/O 
request is completed by a cache memory and the I/O 
request is not sent to the backend storage Subsystems 
until the no-flush mode is turned off and a write-through 
mode indicating the I/O request is forwarded to the 
backend storage Subsystem by a cache memory and the 
I/O request is completed by the backend storage sub 
system; 

receiving and storing the I/O request with the cache opera 
tion tag at a primary cache memory and operating the 
primary cache memory according to one of the read 
write mode, the no-flush mode, and the write-through 
mode; and 

receiving and storing the I/O request with the cache opera 
tion tag at a secondary cache memory and operating the 
secondary cache memory according to one of two 
modes, the two modes comprising: the read-write mode 
and the no-flush mode, 

wherein data consistency is maintained between the pri 
mary cache memory and the secondary cache memory. 

11. The method according to claim 10, further comprising: 
detecting a redirection event flag, the redirection event flag 

indicating the I/O request from the host needs to be 
redirected to SRC at the storage virtualization appliance; 

detecting a completion event flag, the completion event 
flag indicating a completion of transferring SRC from 
the backend storage Subsystem to the storage virtualiza 
tion appliance; 
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12. The method according to claim 11, wherein when the 
redirection event flag is not set, the write-through operation 
mode tag is appended on the I/O request. 

13. The method according to claim 11, wherein when the 
transferring SRC is not completed, the no-flush operation 
mode tag is appended on the I/O request. 

14. The method according to claim 11, wherein when the 
transferring SRC is completed, the read-write operation 
mode tag is appended on the I/O request. 

15. The method according to claim 11, wherein the trans 
ferring SRC is completed, the primary cache memory and the 
secondary cache memory are flushed. 

16. The method according to claim 10, wherein while 
transferring SRC from the backend storage subsystem to the 
storage virtualization appliance, the primary cache memory 
and the secondary cache memory guarantee that no new I/O 
request is Submitted to the backend storage Subsystem. 

17. The method according to claim 10, wherein the primary 
cache memory and the secondary cache memory are flushed, 
if the primary cache memory and the secondary cache 
memory become full before transferring SRC from the back 
end storage Subsystem to the storage virtualization applica 
tion is completed. 

18. The method according to 10, wherein when there is no 
outstanding I/O request in the primary cache memory, SRC at 
the backend storage subsystem is stopped and the SRC is 
made available at the storage virtualization appliance. 

19. A computer program product comprising computer 
usable medium having computer readable program code 
means embodied therein for causing a computer to receive an 
I/O request from a host device and providing data consistency 
while migrating SRC from a backend subsystem to a virtual 
ization appliance, the computer program code means in said 
computer program product comprising computer readable 
program code means for causing the computer to effect the 
functions of claim 10. 

20. A computer program storage device, readably by 
machine, tangibly embodying a program of instructions 
executable by a machine to perform method steps for receiv 
ing an I/O request from a host device and providing data 
consistency while migrating SRC from a backend Subsystem 
to a virtualization appliance, said method steps comprising 
the steps of claim 10. 


