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the data entry comprises up-to-date data of the data entry,
wherein in a data entry read operation the database number
of the distributed database (M) which stores the database
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TITLE

Method and apparatus for managing the coherency for data stored in distributed databases

TECHNICAL BACKGROUND

The invention relates to a method and apparatus for managing the coherency for data
stored in a predetermined number of distributed databases which store distributed

database copies of a data entry.

In many applications data is stored in a distributed database. A distributed database is a
database in which storage devices or memories are not all attached to a common central
processing unit CPU. The data may be stored in multiple computers located in the same
physical location or may be dispersed over a network of interconnected computers.
Distributed databases can reside on network servers on the internet or corporate intranets
or other company networks. The replication and distribution of databases can increase

database performance at end-user worksites.

In a conventional distributed database system there are processes involved to ensure that
the distributive databases are up-to-date and coherent. Replication involves the search for
changes in the distributive database. If a change has been identified, the replication
process tries to make the databases coherent to each other. Such a replication process can
be very complex and time-consuming depending on the size and number of distributed
databases. The conventional replication process can also require a lot of time and computer
resources. Duplication on the other hand is not so complicated. Duplication basically
identifies one database as a master and then duplicates that database. The duplication
process is normally done at a predetermined set time. Both processes try to keep the data

current in all distributed database locations.

In distributed databases partial copies of an overall information reside in physically different
locations. These locations can be either remote or close to one another. By distributing the
database the load can be distributed and a higher database bandwidth can be achieved as
well. In a conventional data management system the distributed database management
layer is typically a smart load balancer. A critical factor for a distributed data management
system is data coherency. Data coherency is, for example, needed for a cache memory or

for a multi-core CPU architecture. Further, data coherency is necessary, for example, for
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database servers cloud computing. For a fast database access the information or data
should be replicated in a data storage that is physically close to a client. A coherency
problem can arise when the information or data is altered or written by the client. In this
scenario only a local data copy is up-to-date and all other data copies can partially be
invalid, i.e. a part of the data entries is still valid while other entries are obsolete. After some
time and many local data alterations all data copies might be partial and the whole

information is no longer held by a single data copy stored in the distributed database.

To overcome the coherency problem it has been suggested to use a centralized supervisor
that tracks all of the data access in all distributed data copies. The disadvantages of this
conventional approach are the very high bandwidth requirements by the centralized unit.
Another conventional approach to overcome the coherency problem has been by
mandating that each information alteration must be carried out to all database copies.

Further, also in this conventional approach the bandwidth requirements are high.

SUMMARY

Accordingly, it is an object of the present invention to provide an apparatus and a method
providing data coherency between distributed database copies of a data entry with reduced

bandwidth requirements.

According to a first aspect a method for managing the coherency for data stored in a
predetermined number of distributed databases which store distributed database copies of

a data entry is provided.

According to a first possible implementation form of the first aspect a method for managing
the coherency for data stored in a predetermined number of distributed databases which
store distributed database copies of a data entry is provided,

wherein in a data entry write operation an data entry is written as a database copy of the
data entry to a distributed database along with a calculated data entry index which indicates
that the database copy of the data entry comprises up-to-date data of the data entry,
wherein in a data entry read operation the database number of the distributed database
which stores the database copy comprising the up-to-date data of the data entry is identified
by evaluating the data entry indices of all database copies of the data entry and wherein the

database copy is read from the distributed database having the identified database number.
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A data entry comprising up-to-date data along with a data entry index written into only one
distributed database by performing single one data entry write operation, and is not written
into all other distributed databases, i.e. all other distributed databases are left untouched,
during a read operation, the data entry index is identified and the data entry is read from the
distributed database identified by the data entry index. By doing this, the data entry
comprising up-to-date data can always be read from the distributed database identified by

the data entry index, data coherency is thereby ensured.

In a possible second implementation form of the method for managing the coherency for
data according to the first aspect the data entry index is identified according to the data
entry indices of all database copies of the data entry comprises the data entry index is
calculated in a modulo operation depending on the data entry indices of the other database

copies of the same data entry stored in the remaining distributed databases.

In a possible third implementation form of the method for managing the coherency for data
according to any of the preceding implementation forms of the first aspect, the data entry
index for the updated data entry written as a database copy into the distributed database x

is calculated as follows:

n-1
index « i = modulo (-index, i+ % index;j;, n)
=0

wherein x is the database number of distributed database in which the database copy of the
data entry is written,

i is the data entry number of the data entry,

jis a database number of a distributed database, and

n is the predetermined number of distributed databases,

wherein modulo finds the remainder of division of one number by another.

In a possible fourth implementation form of the method for managing the coherency for data
according to any of the preceding implementation forms of the first aspect, the database
number of the distributed database which stores the database copy comprising the
up-to-date data of the data entry is identified by calculating the database number in a
modulo operation depending on the data entry indices of the other database copies of the

same data entry stored in the remaining distributed databases.
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In a possible fifth implementation form of the method for managing the coherency for data
according to any of the preceding implementation forms of the first aspect, the database

number is calculated as follows:

n-1
database number x = modulo (£ index, n)
j=0

wherein i is the data entry number of the data entry,
j is a database number of the distributed database, and

n is the predetermined number of distributed databases.

In a possible sixth implementation form of the method for managing the coherency for data
according to any of the preceding implementation forms of the first aspect, an index size of

in number of bits of the data entry index is given by:

index size = Roundup [ log, (n) ]

wherein n is the number of distributed databases, Roundup, is also called ceiling function

which is the mathematical operation of rounding a number up to the next higher integer.

According to a second aspect a data management system for providing data coherency of
data stored in a predetermined number of distributed databases which store distributed

database copies of a data entry is provided.

In a possible firstimplementation form of the data management system according to the first
aspect the data management system providing data coherency of data stored in a
predetermined number of distributed databases which store distributed database copies of
a data entry comprises

at least one processing element adapted to write in a data entry write operation an data
entry as a database copy of the data entry to a distributed database of said data
management system along with a calculated data entry index which indicates that the
database copy of the data entry written to the distributed database comprises up-to-date
data of the data entry, wherein said data management system further comprises at least

one processing element adapted to identify in a data entry read operation the database
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number of the distributed database which stores the database copy comprising the
up-to-date data of the data entry and wherein the database copy is read from the distributed

database having the identified database number.

A data entry comprising up-to-date data along with a data entry index written into only one
distributed database by performing single one data entry write operation, and is not written
into all other distributed databases, i.e. all other distributed databases are left untouched,
during a read operation, the data entry index is identified and the data entry is read from the
distributed database identified by the data entry index. By doing this, the data entry
comprising up-to-date data can always be read from the distributed database identified by

the data entry index, data coherency is thereby ensured.

In a possible second implementation form of the data management system according to the
first implementation form of the second aspect the processing element is adapted to
calculate the data entry index for an data entry written as a database copy into the
distributed database in a modulo operation depending on the data entry indices of the other
database copies of the same data entry stored in the remaining distributed databases of

said data management system.

In a possible third implementation form of the data management system according to any of
the preceding implementation forms of the second aspect, the processing element
calculates the data entry index for the data entry written as a database copy to the

distributed database as follows:

n-1
index , ; = modulo (-index, j+ Z index;j; n)
j=0

wherein i is the data entry number (entry address) of the data entry,
j is a database number of a distributed database, and
n is the predetermined number of distributed databases,

wherein index, ; is the index of a database x and address i.

In a possible fourth implementation form of the data management system according to any
of the preceding implementation forms of the second aspect, the database number of the

distributed database which stores the database copy comprising the up-to-date data of the
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data entry is identified by calculating a database number in a modulo operation depending
on the current data entry indices of the other database copies of the same data entry stored

in the remaining distributed databases.

In a possible fifth implementation form of the data management system according to any of
the preceding implementation forms of the second aspect, the database number is

calculated as follows:

n-1
database number x = modulo ( £ index, n)
j=0

wherein i is the data entry number of the data entry,
j is a database number of the distributed database, and

n is the predetermined of distributed databases.

In a possible sixth implementation form of the first to fifth implementation forms of the
data management system according to the second aspect, said data management
system comprises a plurality of processing elements, said plurality of processing
elements are arranged in a processing element cluster and said distributed databases
for said processing elements are arranged in a memory cluster,

wherein the processing element cluster is connected through a crossbar or

interconnection to the memory cluster.

In a possible seventh implementation form of the first to fifth implementation forms of the
data management system according to the second aspect the data management system

comprises a plurality of processing elements each having its local distributed database.

In a possible eighth implementation form of the seventh implementation form of the data
management system according to the second aspect a plurality of processing elements

each having its local distributed database are connected to each other through a crossbar.

A data entry comprising up-to-date data along with a data entry index written into only one
distributed database by performing single one data entry write operation, and is not written
into all other distributed databases, i.e. all other distributed databases are left untouched,

during a read operation, the data entry index is identified and the data entry is read from the



10

15

20

25

30

35

WO 2014/060011 PCT/EP2012/070399

distributed database identified by the data entry index. By doing this, the data entry
comprising up-to-date data can always be read from the distributed database identified by
the data entry index, data coherency is thereby ensured. Furthermore, the method
according to the first aspect and the system according to the second aspect are reliable and
robust. Moreover, the data entry index is small in size and occupies only a tiny fraction of the
memory space of a distributed database. With the concept according to the first or second
aspect it is possible to provide data coherency between data entries of a huge number of
distributed databases M without significant data overhead. Accordingly, the concept

according to the first and second aspects is resource efficient.

BRIEF DESCRIPTION OF FIGURES

In the following possible implementation forms of a method for managing data according to
the first aspect and of the data management system according to the second aspect are

described with reference to the enclosed figures in more detail.

Fig. 1 shows a diagram for illustrating a possible implementation form of a method

for managing data according to the first aspect;

Fig. 2 shows a diagram for illustrating a possible implementation form of the data

management system according to the second aspect;

Fig. 3 shows a diagram for illustrating a further possible implementation form of the

data management system according to the second aspect.

DETAILED DESCRIPTION OF EMBODIMENTS

As can be seen in the schematic diagram of Fig. 1 a database M can be adapted to store
database copies of data entries. Database M as illustrated in Fig. 1 can form part of a group
of distributed databases which store distributed database copies of a data entry. In a
possible embodiment there can be a number n of distributed databases. For every
database of the n distributed databases each data entry can be attached with a data entry
index. As can be seen in Fig. 1 the database M can store m data entries. Each data entry i
refers to the same piece of information as a data entry j of another database copy stored in
another database within the system. With the method and system according to the present

invention not all data entries i hold the up-to-date data of the respective data entry but at
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least one data entry carries this up-to-date data. With the method according to the first
aspect it is possible to identify which each database copy holds this valid data entry having
the up-to-date data. In a possible implementation form of the method for managing data
according to the first aspect the method returns the database number of the distributed
database which stores a database copy comprising the up-to-date data of the respective
data entry. As can be seen in Fig. 1 the database y (y € 0,...,n) can comprise data entry

indices attached to the respective data entries.

With the method for managing the coherency for data according to the first aspect it is
possible to perform for each data entry a data entry write operation and a data entry read
operation. In a data entry write operation an updated data entry is written as a database
copy of the respective data entry to distributed database M as shown in Fig. 1 along with the
calculated data entry index which indicates that the respective database copy of the data
entry written to the distributed database comprises the up-to-date data of the respective
data entry. This data entry index for an updated data entry written as a database copy into
the distributed database is calculated in a possible implementation form of the method
according to the first aspect in a modulo operation depending on the current data entry
indices of the other database copies of the same data entry stored in the remaining

distributed databases.

In a possible implementation form of the method according to the first aspect the data entry
index of the updated data entry written as a database copy into a distributed database x is

calculated as follows:

n-1
index , ; = modulo (-index, j+ Z index;j; n)
(1)
j=0

wherein i is the data entry number (entry address) of the respective data entry, which is an
integer equal to or greater than 0,

j is a database number of a distributed database, 0<j<n, and

n is the predetermined number of distributed databases within the system, which is an
integer equal to or greater than 0,

wherein index, ; is the index of a database x and address i, 0<x<n,
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wherein modulo finds the remainder of division of one number by another. Given two
positive numbers, a (the dividend) and n (the divisor), a modulo n (abbreviated as a mod n)
can be thought of as the remainder, on division of a by n. For instance, the expression "5
mod 4" would evaluate to 1 because 5 divided by 4 leaves a remainder of 1, while "9 mod 3"
would evaluate to 0 because the division of 9 by 3 leaves a remainder of 0; there is nothing

to subtract from 9 after multiplying 3 times 3.

In the method for managing the coherency for data according to the first aspect in a data
entry read operation the data entry indices of all database copies of the respective data
entry are evaluated to identify a database number of the distributed database which stores
a database copy comprising the up-to-date data of the respective data entry. The database

copy is read from the respective distributed database with the identified database number.

In a possible implementation form of the method according to the first aspect the database
number of the distributed database which stores the database copy comprising the
up-to-date data of the data entry is identified by calculating a database number in a modulo
operation depending on the current data entry indices of the other database copies of the
same data entry stored in the remaining distributed databases. In a possible

implementation form the database number is calculated as follows:

n-1
database number = modulo ( Z index i, n) (2)
=0

wherein i is the data entry number of the respective data entry, which is an integer equal to
or greater than 0,

j is a database number of the distributed database, 0<j<n, and

n is the predetermined number of distributed databases which is an integer equal to or
greater than 0,

wherein index; ; is the index of a database j and address i.

In the method for managing data according to the first aspect the index size of a data entry

index is given by:

index size = Roundup [ log, (n) ]

3)
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wherein n is the number of distributed databases equal to or greater than 0, Roundup, is
also called ceiling function which is the mathematical operation of rounding a number up to

the next higher integer.

The size of the data entry index is small, i.e. the memory space occupied by storing the data
entry index along with the data entry is very low. Accordingly, the method for managing data
using data entry indices which indicate where up-to-date data of a respective data entry can

be found in the system is very efficient with respect to the low occupied memory.

In the following a specific exemplary implementation form for a method for managing the
coherency for data stored in a predetermined number of distributed databases which store
distributed database copies of a data entry is explained briefly for a simple scenario. If the
system, for example, comprises only three databases M-0, M-1, M-2, there is a
predetermined number of n=3 distributed databases M which can store distributed
database copies of the same data entry. A processor element PE having valid up-to-date
data of a data entry to be stored in the distributed databases M-0, M-1, M-2 does perform
with the method according to the present invention only one single data entry write
operation into one distributed database and labels the respective database as the database
which holds the up-to-date data for the respective data entry. If in the given example the
processor element PE stores the data entry into the second database M-1 and in a situation
where the other two databases M-0 and M-2 have in a possible exemplary first scenario a
stored data entry index of “1” for the respective data entry the processor can perform during
the write operation a calculation of the data entry index for the updated data entry as

follows:

(14+x+1) mod; = 1

Accordingly, the calculated data entry index for the second database M-1 of the three

databases M-0, M-1, M-2 is calculated in this simple example as x=2.

This calculated data entry index can be written by the processor element PE along with the

data entry into the respective distributed in this second exemplary scenario database M-1.

If for example in the same data management system the same processor element PE

stores as writes the valid up-to-date data of the data entry into the second database M-1 but
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the first database M-0 has a data entry index of 1, whereas the third database M-2 has a
data entry index of 0, the data entry index for the second database M-1 will be calculated as

follows:

(1+x+0) modulos = 1

so that the calculated data entry index for the second database M-1 is calculated to x=0.
Accordingly, the processor element PE will write the data entry to the second database M-1

along with the calculated data entry index of 0.

Later, when the data entry has to be read from the databases M-0, M-1, M-2 the data entry
indices of all database copies of the respective data entry are evaluated to identify the
correct database number of the distributed database which stores a database copy
comprising the up-to-date data of the respective data entry. In a possible implementation
form the database number of the distributed database which stores the database copy
comprising the up-to-date data of the data entry is identified by calculating the database
number in a modulo operation depending on the current data entry indices of the other
database copies of the same data entry stored in the remaining distributed databases. In a
possible implementation form the database number is then calculated as the above
equation (2). In the given simple example the number n of the predetermined number of

distributed databases is n=3.

Accordingly, in this simple example with three databases M-0, M-1, M-2 three data entry
indices are evaluated wherein the data entry index for the first database M-0 is 1,

the data entry index for the second database M-1 is 0 and the data entry index for the third
database M-2 is 0 if it assumed that for example the last write operation was performed as

described above according to the second exemplary scenario.

Accordingly, the processor element PE calculates the database number according to the

above equation (4) in this example:
database number = (1+0+0) modulos = 1
Consequently, the processor element PE calculates the database number of the database

which stores the database comprising the up-to-date data as database number = 1. This is

in fact the database number of the second database M-1 which holds the up-to-date data
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after the last write operation as explained above. Accordingly, in this simple example the
processor element PE will read the database copy storing on the second distributed

database M-1 having the calculated database number database number = 1.

The index size of the data entry index is in the given simple example:

index size = Roundup [ log, (3) ]

wherein 3 is the number of distributed databases M-0, M-1, M-2.

Accordingly, in this simple example the index size comprises 2 bits making it possible to

indicate up to four different databases.

According to a second aspect a data management system for providing data coherency of
data stored in a predetermined number of distributed databases M is provided. This data
management system can comprise a plurality of processing elements PE and databases or

memory elements M as shown in Figs. 2, 3.

Fig. 2 shows a possible first implementation form of a data management system comprising
a plurality of processing elements PE and memory or databases M. The distributed
databases M are adapted to store distributed database copies of a data entry. In the
implementation form of Fig. 2 the data management system comprises a processing
element cluster PE-C having a plurality of processing elements PE as shown in Fig. 2. The
processing element cluster PE-C is connected through a crossbar XB or interconnection to
a memory cluster M-C comprising databases or memories M for the processing elements

PE of the processing element cluster PE-C.

In an alternative possible implementation form of the data management system according
to the second aspect the data management system comprises a plurality of processing

elements PE each having a local database M as shown in Fig. 3.

The processing elements PE each having a local database M are connected to each other
through a crossbar XB as shown in Fig. 3. In the data management system as shown in the
implementation forms of Figs. 2, 3 each processing element PE can perform a data entry
write operation or a data entry read operation. In a data entry write operation an updated

data entry is written as a database copy of the respective data entry to the distributed
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database M along with the calculated data entry index which indicates whether the
respective database copy of the data entry written to the distributed database comprises the

up-to-date data of the respective data entry.

Further, the processing elements PE are also adapted to perform data entry read
operations. In a data entry read operation of a processing element PE the processing
element PE evaluates the data entry indices of all database copies of the respective data
entry to identify a database number of the specific distributed database or memory M which
stores the database copy comprising the up-to-date data of the respective data entry. After
having evaluated the data entry indices the database copy is read from the respective
distributed database or memory M with the calculated database number by the processing

element PE.

In the field, the crossbar also known as crossbar switch, cross-point switch, crosspoint
switch, or matrix switch is used for connecting multiple inputs to multiple outputs in a matrix
manner. A crossbar switch is an assembly of individual switches between multiple inputs
and multiple outputs. The switches are arranged in a matrix. If the crossbar switch has X
inputs and Y outputs, then a crossbar has a matrix with X x Y cross-points or places where
the "bars" cross. At each crosspoint is a switch; when closed, it connects one of X inputs to

one of Y outputs.

In a possible implementation form of the method and system according to the present
invention each distributed database or memory M is initialized. Even if an application does
not require for a content to be defined the data entry indices which form control information
are defined. In this implementation form before performing operations in the distributed

databases M the data management system initializes all data entry indices.

In the system according to the present invention the number of distributed databases can

be a power of 2 or not be a power of 2.

If the memory system comprises a number of databases which is not a power of 2, the
initialization is mandatory because values without initialization could be out of the index
range. For example, if there are three databases in the system with a two-bit index, an
uninitialized index could be, for example, 3 which is inadmissible or illegal. Further to that,
more than one index for a certain data entry could be illegal at the same time and hence

cannot be updated in a single write command during operation. Only in the case where the
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number of databases is a power of 2 like 2, 4, 8,16... databases, initialization can be

avoided.

An up-to-date data of a data entry to be stored in the distributed databases is written into
only one distributed database by performing single one data entry write operation according
to the first or second aspect, data coherency is thereby ensured. Furthermore, the method
and system according to the first and second aspects are reliable and robust. Moreover, the
used data entry index can be calculated in a modulo operation without occupying too much
calculation resources of the processing elements PE. The calculated data entry index is
small in size and occupies only a tiny fraction of the memory space of a distributed database
M. With concept according to the first or second aspect it is possible to provide data
coherency between data entries of a huge number of distributed databases M without
significant data overhead. Accordingly, the method and system according to the first and
second aspects are resource efficient, in particular with respect to calculation resources of a

processing element PE and memory resources of the distributed databases M.
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CLAIMS

A method for managing the coherency for data stored in a predetermined
number of distributed databases (M) which store distributed database copies of

a data entry,

wherein in a data entry write operation an data entry is written as a database copy of
the data entry to a distributed database (M) along with a calculated data entry index
which indicates that the database copy of the data entry comprises up-to-date data of

the data entry,

wherein in a data entry read operation the database number of the distributed

database (M) which stores the database copy comprising the up-to-date data of the
data entry is identified by evaluating the data entry indices of all database copies of
the data entry and wherein the database copy is read from the distributed database

(M) having the identified database number.

The method according to claim 1,

wherein the data entry index is identified according to the data entry indices of all
database copies of the data entry comprises the data entry index is calculated in a
modulo operation depending on the data entry indices of the other database copies of

the same data entry stored in the remaining distributed databases.

The method according to claim 1 or 2 wherein the data entry index is calculated

as follows:
n-1
index , ; = modulo (-index, i+ £ index; n)

j=0

wherein x is the database number of distributed database (M) in which the database

copy of the data entry is written,

i is the data entry number of the data entry,
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j is a database number of a distributed database (M), and

n is the predetermined number of distributed databases (M),

wherein index, ; is the index of a database x and address i.

4.  The method according to one of the preceding claims 1 to 3,

wherein the database number of the distributed database (M) which stores the
database copy comprising the up-to-date data of the data entry is identified by
calculating the database number in a modulo operation depending on the data entry
indices of the other database copies of the same data entry stored in the remaining
distributed databases (M).

5. The method according to one of the preceding claims 1 to 4,

wherein the database number is calculated as follows:
n-1

database number x = modulo ( Z indexj;, n)
j=0

wherein i is the data entry number of the data entry,

j is a database number of the distributed database, and

n is the predetermined number of distributed databases,

wherein index; ; is the index of a database j and address i.

6. The method according to one of the preceding claims 1 to 5 wherein an index

size of the data entry index is given by:

index size = Roundup [ log, (n) ]
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wherein n is the number of distributed databases (M).

A data management system for providing data coherency of data stored in a
predetermined number of distributed databases (M) which store distributed

database copies of a data entry,

wherein said data management system comprises at least one processing element
(PE) adapted to write in a data entry write operation an data entry as a database copy
of the data entry to a distributed database (M) of said data management system along
with a calculated data entry index which indicates that the database copy of the data
entry written to the distributed database (M) comprises up-to-date data of the data

entry,

wherein said data management system comprises at least one processing element
(PE) adapted to identify in a data entry read operation the database number of the
distributed database (M) which stores the database copy comprising the up-to-date
data of the data entry by evaluating the data entry indices of all database copies of the
data entry and wherein the database copy is read from the distributed database (M)

having the identified database number.

The data management system according to claim 7,

wherein said processing element (PE) is adapted to calculate the data entry index for
an data entry written as a database copy into the distributed database (M) in a modulo
operation depending on the data entry indices of the other database copies of the
same data entry stored in the remaining distributed databases of said data

management system.

The data management system according to claim 7 or 8,

wherein the processing element (PE) calculates the data entry index for the

data entry written as a database copy to the distributed database x as follows:
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n-1
index « i = modulo (-index, i+ % index;j;, n)

=0
wherein i is the data entry number of the data entry,
j is a database number of a distributed database (M), and
n is the predetermined number of distributed databases (M),
wherein index, ; is the index of a database x and address i.
The data management system according to one of the preceding claims 7 to 9,
wherein the database number of the distributed database (M) which stores the
database copy comprising the up-to-date data of the data entry is identified by
calculating the database number in a modulo operation depending on the data entry
indices of the other database copies of the same data entry stored in the remaining
distributed databases (M).
The data management system according to one of preceding claims 7 to 10,
wherein the database number is calculated as follows:

n-1
database number x = modulo ( £ index, n)

=0
wherein i is the data entry number of the data entry,
j is a database number of the distributed database (M), and

n is the predetermined number of distributed databases (M),

wherein index; ; is the index of a database j and address i.
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The data management system according to one of the preceding claims 7 to 11,

wherein said data management system comprises a plurality of processing
elements (PE), said plurality of processing elements (PE) are arranged in a
processing element cluster (PE-C) and said distributed databases (M) for said
processing elements (PE) are arranged in a memory cluster (M-C),

wherein the processing element cluster (PE-C)is connected through a crossbar

(XB) or interconnection to the memory cluster (M-C).

The data management system according to one of the preceding claims 7 to 11,

wherein said data management system comprises a plurality of processing

elements (PE) each having its local distributed database (M).

The data management system according to claim 13,

wherein said plurality of processing elements (PE) each having its local

distributed database (M) are connected to each other through a crossbar (XB).
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