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METHODS AND APPARATUS TO CAPTURE PHOTOGRAPHS
USING MOBILE DEVICES

FIELD OF THE DISCLOSURE

[0001] This disclosure relates generally to image recognition, and, more particularly,

to methods and apparatus to capture photographs using mobile devices.

BACKGROUND

[0002] Image recognition involves computer-aided techniques to analyze pictures or

photographs to determine and/or identify the content of the captured scene (e.g., the

recognition of the general subject matter of the scene and/or the recognition of individual

objects within the scene). Such techniques are useful in many different applications in many

different industries. For example, retail establishments, product manufacturers, and other

business establishments may take advantage of image recognition techniques of photographs

of such establishments (e.g., pictures of product shelving) to identify quantities and/or types

of products in inventory, to identify shelves that need to be restocked and/or the frequency

with which products need restocking, to recognize and read product barcodes, to assess

product arrangements and displays, etc.

BRIEF DESCRIPTION OF THE DRAWINGS

[0003] FIG. 1 illustrates an example environment in which the teachings disclosed

herein may be implemented.

[0004] FIG. 2 illustrates an example manner of implementing the example

photograph capturing module of FIG. 1.

[0005] FIG. 3 illustrates an example manner of implementing the example

perspective analyzer of FIG. 2.

[0006] FIG. 4 illustrates an example manner of implementing the example blurriness

analyzer of FIG. 2.

[0007] FIG. 5 illustrates an example manner of implementing the example

photograph stitcher of FIG. 2.

[0008] FIGS. 6-11 illustrate example capture information displayed via the example

mobile device of FIG. 1 to assist a user in capturing a photograph.

[0009] FIGS. 12-14 illustrate other example capture information displayed via the

example mobile device of FIG. 1 to assist a user in capturing a photograph.
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[0010] FIGS. 15-23 illustrate other example capture information displayed via the

example mobile device of FIG. 1 to assist a user in capturing multiple photographs to be

stitched together.

[0011] FIG. 24 illustrates an example preview of a stitched image corresponding to

the multiple photographs of FIGS. 15-23.

[0012] FIGS. 25 and 26 illustrate other example capture information to assist a user in

capturing a photograph.

[0013] FIGS. 27 and 28 illustrate the effect of perspective in a photograph.

[0014] FIGS. 29 and 30 illustrate the effect of blurriness in a photograph.

[0015] FIG. 31 illustrates example user-adjustable region of interest lines to assist a

user in capturing a photograph.

[0016] FIGS. 32A-F illustrate an example graphical user interface to enable a user to

define a region of interest within a photograph.

[0017] FIG. 33 illustrates the example photograph of FIGS. 32A-F corrected for

perspective.

[0018] FIG. 34 illustrates an example graphical user interface to enable a user to

define segments of the region of interest defined in FIGS. 32A-F.

[0019] FIGS. 35-36 illustrate example contextual feedback provided to a user to assist

the user in capturing a photograph.

[0020] FIG. 39 illustrates an example range of different angled lines passing through

a single point or pixel of a photograph.

[0021] FIG. 40 illustrates an example division of a photograph into areas to analyze

the photograph for perspective.

[0022] FIG. 41 illustrates an example division of a photograph into areas to analyze

the photograph for blurriness.

[0023] FIGS. 42-48 are flowcharts representative of machine readable instructions

that may be executed to implement the example photograph capturing module of FIGS. 1

and/or 2.

[0024] FIG. 49 is a block diagram of an example processor platform capable of

executing the example machine readable instructions of FIGS. 3-6 to implement the example

photograph capturing module of FIGS. 1 and/or 2.

DETAILED DESCRIPTION

[0025] While there are many different image recognition techniques to analyze an

image, the accuracy of such techniques depends upon the quality of the images being



analyzed. There are many factors that may play a role in the quality of pictures for effective

image recognition including, for example: (1) resolution (image quality typically increases as

resolution increases), (2) sharpness (high quality images typically include little or no

blurriness), (3) perspective (image quality typically increases the more directly the camera is

facing the scene of interest straight on rather than at an angle), (4) orientation (image quality

typically increases when the camera is rotated upright to correspond with the orientation of

the scene of interest), (5) framing (image quality typically increases when the photographed

scene to be analyzed is the central focus of the picture and extraneous material is excluded),

and (6) coverage (image quality typically increases when the image captures the entire scene

of interest). Sometimes it is not possible to capture an entire scene of interest in a single shot.

Accordingly, multiple pictures may need to be taken and stitched or spliced together to make

a complete image of the scene. In such examples, the quality of the final image also depends

upon the accuracy or quality of the stitching of the individual shots.

[0026] Frequently, individuals taking pictures may not be aware of all the factors that

go into capturing a high quality image for image recognition analysis and/or may

inadvertently do things when taking a picture that can negatively impact the resulting quality

of the image. For example, individuals may fail to steady the camera while taking a picture

resulting in blurriness. In some examples, individuals may preview the image but, due to the

small display screens, nevertheless fail to recognize that the image is blurry. Individuals may

fail to properly orient the scene of interest within the field of view of the camera (e.g., fail to

hold the camera in an upright position). Individuals may fail to capture the whole scene of

interest. In some instances, when individuals take multiple shots to be stitched together, they

may inadvertently change the angle of the camera relative to the scene of interest thereby

reducing the quality of a subsequent stitching of the shots. These and other factors may

reduce the quality of photographs that could otherwise be achieved resulting in lower

recognition rates of objects within the captured images during image recognition post¬

processing. Likewise, lower quality images increase the likelihood of false positives

(incorrectly recognizing an object) during image recognition post-processing. As a result,

bad or low quality images causes inefficiencies by bloating the post-processing system with

useless data. Furthermore, bad or low quality images can generate the need of an individual

to return to the location of the photographed scene of interest to retake pictures resulting in

additional waste of time and resources.

[0027] Examples disclosed herein take advantage of the processing resources and

sensors incorporated in modern mobile devices that also include a camera (e.g., smartphones,



tablets, etc.) to provide feedback to a user that assists the user in capturing high quality

images. More particularly, the examples disclosed herein provide guidance to users taking

photographs in substantially real-time to reduce the likelihood of certain errors that may arise

when users are left to take pictures manually without such guidance. This includes guiding a

user when taking a single shot, as well as when taking multiple shots to be stitched together.

In some examples, visual feedback (e.g., guidelines and/or other widgets on a user interface

of the mobile device) is provided to assist user in positioning the camera at an acceptable

orientation and ensuring that the mobile device is sufficiently still to increase the likelihood

of high quality photos being taken. Additionally, in some examples, non-visual feedback

(e.g., sound, vibration, etc.) is provided to a user to assist in positioning the camera device to

increase the likelihood of a high quality photograph. In some examples, feedback to guide a

user is based on sensor data from one or more sensors associated with a mobile device (e.g.,

gyroscope, accelerometer, magnetic field sensor, vibration sensor, etc.). In some examples,

the sensor data include orientation data indicative of an orientation of the mobile device (e.g.,

angle of rotation relative to the three axes in three-dimensional Euclidean space). In some

examples, the sensor data include movement data indicative of the amount of motion or

movement of the mobile device.

[0028] Additionally, in some examples, a processor within the mobile device is used

to analyze captured photographs as soon as they are taken for image quality metrics such as

perspective and/or blurriness to automatically detect pictures that are low quality (e.g., one or

more of the metrics fail to satisfy one or more corresponding quality thresholds). In some

such examples, the picture may be rejected and the user is immediately asked to retake the

shot to replace the first shot determined to be of insufficient quality. This on-device analysis

results in less processing by backend servers because fewer poor quality photographs will be

collected for analysis and reduces (e.g., avoids) the need for the user to return to the location

after the fact to retake a shot because it is later discovered a photograph was not of an

acceptable quality.

[0029] Further, examples disclosed herein enable users to define or demarcate the

region of interest within a photographed scene to ensure that the desired scene of interest is

fully captured and is the focus of the image to be analyzed via image recognition.

Additionally, in some examples, once a user has defined the scene of interest in a captured

photograph, the mobile device may conduct post-processing on the image to correct for

perspective (e.g., perspective that was insufficient to require retaking the shot but could be

improved). Further, in some examples, a user may demarcate individual segments within the



region of interest (e.g., individual shelves on a shelving module) to facilitate the subsequent

analysis of the image.

[0030] FIG. 1 illustrates an example scene 100 within a retail establishment to be

photographed corresponding to a row of shelving units or modules 102, 104, 106. In the

illustrated example, a mobile device 108 is used to capture photographs of the scene 100 that

may then be sent to a data collection facility 110. In some examples, the data collection

facility 110 may be associated with a business operating the retail establishment where the

scene 100 is located. In other examples, the data collection facility 110 may be associated

with a third party entity that provides image recognition analytical services.

[0031] In some examples, each shelving module 102, 104, 106 corresponds to a

separate region of interest to be the focus of separate images. In some examples, each

shelving module 102, 104, 106 is captured in a single photograph. In other examples,

multiple photographs are taken and stitched together to generate a complete image of each of

the shelving modules 102, 104 106. In some examples, more than one of the shelving

modules 102, 104, 106 may be defined as a region of interest to be captured within a single

image (corresponding to a single photograph or a group of stitched photographs).

Additionally or alternatively, in some examples, only a portion of one of the modules 102,

104, 106 is defined as a region of interest to be captured within an image sent to the data

collection facility 110 for subsequent processing.

[0032] In the illustrated example, the shelving modules 102, 104, 106 define a front

facing plane 112. For purposes of explanation, FIG. 1 shows an X, Y, and Z axes 114, 116,

118. The X axis 114 extends in a horizontal direction perpendicular to the front face (e.g.,

the plane 112) of the shelving modules 102, 104, 106. The Y axis 116 extends in a horizontal

direction parallel with the front face of the shelving modules 102, 104, 106. The Z axis 118

extends in a vertical direction (parallel to the front face of the shelving modules 102, 104,

106). In some examples, to increase the likelihood of capturing high quality photographs, it

is desirable to position the mobile device in an upright position (e.g., vertically aligned with

the Z axis 118 when rotated about the X axis 114) and directly facing front facing plane 112

(e.g., the camera is aimed in the direction of the X axis 114 such that the mobile device 108 is

parallel to the Y and Z axes 116, 118).

[0033] In some examples, the orientation of the mobile device relative to the X, Y,

and Z axes 114, 116, 118 may be determined based on feedback from motion and position

sensors in the mobile device 108. For example, an accelerometer and/or a gyroscope may be

used to detect the rotation of the mobile device about either of the X or Y axes 114, 116.



Further, a compass or magnetic field detector may determine the rotation of the mobile

device about the Z axis 118. In some examples, rotation about the X or Y axes 114, 116 is

determined relative to the direction of gravity (i.e., a vertical direction). Thus, in the

illustrated examples, where the scene to be photograph includes a subject with a known

orientation (e.g., vertically oriented shelves aligned with the vertical direction of gravity), the

orientation of the mobile device 108 can be determined relative to the subject to be

photographed (e.g., relative to the plane 112 of the shelving modules 102, 104, 106). The

examples described herein assume the scene has a front facing plane that is vertically oriented

(as with shelving modules). However, this is for purposes of explanation only. The

teachings disclosed herein may be adapted to other applications with different known

orientations of scene containing different subject matter. For example, the teachings

disclosed herein may be applied to optical character recognition of documents assumed to be

in a horizontal plane on a desk or table. In other examples, the orientation of the scene to be

photographed may not be known and/or no assumptions about the orientation of a scene are

made.

[0034] As described above, for purposes of explanation, it will be assumed that the

plane of a scene to be photographed is vertical and corresponds to the front facing plane of a

shelving module. With such an assumption, the tilt of the mobile device 108 to the left or

right, when facing device (i.e., rotation about the X axis 114), relative to the upright (vertical)

shelves can be determined. Likewise, the inclination of the mobile device 108 forward or

backwards (i.e., aiming the camera of the device up or downwards via rotation about the Y

axis 116), relative to the upright (vertical) shelves can also be determined. In some examples,

the mobile device 108 is provided with a photograph capturing module 120 that monitors the

orientation of the mobile device 108 about the X and Y axes 114, 116 relative to the shelving

modules 102, 104, 106 to ensure the mobile device 108 is approximately aligned with the

modules (i.e., is in an upright position). In some such examples, as described more fully

below, the photograph capturing module 120 provides visual and/or non-visual feedback to

the user to guide the user in positioning and/or orienting the mobile device 108. In some

examples, if a user is holding the mobile device at an angle relative to the vertical Z axis 118

that exceeds a threshold, the photograph capturing module 120 prevents the user from taking

a photograph (e.g., by disabling the photograph capturing functionality) until the

misorientation of the device is corrected.

[0035] While shelving modules are typically vertically oriented, they may be

positioned in any geographic (compass) direction. As such, the rotation of the mobile device



108 to the left or right (i.e., rotation about the Z axis), relative to any particular shelving unit,

cannot typically be determined as with rotation about the other axes because there is no

direction of the shelves that can be assumed for reference. Of course, if the direction of a

particular shelving module is known (can be assumed) then the relative position of the mobile

device 108 to the shelving module about the Z axis 118 may also be determined. In some

examples, a user may specify the compass direction of the shelving modules and/or place the

mobile device 108 against a face a module to measure the direction of the module before

taking a picture. In some examples, real-time object recognition of a shelving module within

the field of view of the camera is implemented to determine the compass direction of the

mobile device 108 relative to the shelving module.

[0036] In other examples, no particular assumptions are made about the direction the

shelving modules 102, 104, 106 are facing. Rather, in some examples, the user is assumed to

be aiming the camera of the mobile device 108 in the general direction of the shelving unit to

be photographed. In some such examples, the user may not position the mobile device 108

exactly facing the scene such that a captured photograph will be less than ideal (e.g., the

photograph may exhibit more perspective than it would otherwise if the mobile device were

directly facing the shelves). Without assuming the facing direction of shelves, the

photograph capturing module 120 cannot provide feedback to a user to correct such

misorientations. However, as described more fully below, in some such examples, the

photograph capturing module 120 analyzes photographs immediately after they are taken to

detect pictures in which the mobile device 108 may be aimed in a direction at too much of an

angle (about the vertical Z axis 118) relative to the front facing plane 112 of the shelving

modules 102, 104, 106. In some examples, the photograph capturing module 120 detected

photographs taken at an angle based on an amount of perspective in the photograph. If the

amount of perspective exceeds a threshold, the photograph capturing module 120 may reject

the photograph and prompt the user to retake the shot. Thus, while the rotation of a mobile

device 108 about the Z axis 118 relative to the shelving modules 102, 104, 106 may not be

known, poor alignment of the mobile device 108 with the front face 112 of the modules 102,

104, 106 may nevertheless be detected to reduce the likelihood of the user capturing a poor

quality image that cannot be reliably analyzed using image recognition techniques.

[0037] In addition to providing real-time feedback to guide users in orienting the

mobile device 108 before a picture is taken, in some examples, the photograph capturing

module 120 provides additional feedback to the user both based on monitored sensor data and

post-processing of captured images. For example, the photograph capturing module 120 also



monitors the movement of the mobile device 108 to ensure the mobile device is sufficiently

still before a photograph is taken to reduce the likelihood of blurriness. Furthermore, in some

examples, the photograph capturing module 120 may analyze captured images for blurriness

and prompt the user to retake a shot if the amount of blurriness exceeds a threshold.

Additionally or alternatively, in some examples, the photograph capturing module 120

provides guidance to the user in collecting multiple shots to be stitched together into one

complete image of the scene. Further, in some examples, the photograph capturing module

120 stores the orientation of the mobile device 108 at the time each shot is taken to then use

this information to generate projective or geometric transformations of the shots

(homography) when they are being stitched together. These and other aspects of the

photograph capturing module 120 are described in the following description.

[0038] FIG. 2 illustrates an example implementation of the example photograph

capturing module 120 of FIG. 1. In the illustrated example, the photograph capturing module

120 includes an example photograph capturing controller 202, an example photograph

capturing interface 204, an example orientation monitor 206, an example transformation

calculator 207, an example movement monitor 208, an example perspective analyzer 210, an

example blurriness analyzer 212, an example photograph stitcher 214, an example region of

interest module 216, an example perspective corrector 218, an example scene segment

demarcation module 220, an example captured photograph database 222, and an example

communications interface 224.

[0039] The example photograph capturing controller 202 of the illustrated example is

provided to control various operations of the example photograph capturing module 120. In

some examples, the photograph capturing controller 202 communicates instructions and/or

commands to other portions of the example photograph capturing module 120 to control the

operations of those portions.

[0040] The example photograph capturing interface 204 of the illustrated example is

provided to generate graphical elements for a user interface rendered via a display of the

mobile device 108. In some examples, the graphical elements include capture information

that provides visual cues, indicators, and/or guides to assist a user in taking a quality

photograph. In some examples, the capture information is overlaid or superimposed onto an

image of the current field of view of the camera. As such, a user can see what the camera of

the mobile device 108 is aimed at while adjusting the camera based on feedback indicated by

the capture information.



[0041] In some examples, the capture information includes orientation lines or guides

to indicate the orientation of the mobile device 108 relative to a plane of the scene being

photographed. As described above, in the illustrated examples, the plane of the scene is

assumed to be a vertical plane corresponding to a front face of a shelving module (e.g., the

front facing plane 112 of the shelving modules 102, 104, 106 of FIG. 1).

[0042] In some examples, the photograph capturing interface 204 presents or renders

graphical orientation guides based on orientation data collected from position sensors (a

magnetometer, a gyroscope, an accelerometer, etc.) of the mobile device 108 by the

orientation monitor 206 of the photograph capturing module 120. In particular, the example

orientation monitor 206 tracks and/or monitors the orientation and/or position of the mobile

device 1 08 including the amount of tilt (e.g., rotation about the X axis 114), angle of

inclination (e.g., rotation about the Y-axis 116), and geographic direction (e.g., compass

direction) of the mobile device (e.g., rotation about the Z axis 118). In some examples, the

orientation monitor 206 compares the orientation data values provided by sensors of the

mobile device 108 to reference values defining a target or reference orientation for the mobile

device 108. In some examples, the orientation guides presented by the photograph capturing

interface 204 provide a visual indication of the amount and/or nature of deviation of an

orientation of the mobile device 108 relative to the reference orientation. In some examples,

the reference orientation is defined based on an assumed and/or measured orientation of the

front facing plane of the scene being photographed (e.g., a vertically upright plane for

shelving modules). In some examples, the reference orientation is defined by orientation data

collected from the sensors of the mobile device 108 at a particular point in time. For

instance, in some examples where multiple shots are to be taken and stitched together, the

reference orientation for the second and subsequent shots corresponds to the orientation of

the mobile device 108 when the first shot was taken.

[0043] Example orientation guides 602 are shown in FIGS. 6-11. In particular, FIG.

6 shows the mobile device 108 aimed at a shelving module 604 such that the module 604 is

within the field of view of the camera on the mobile device 108. As such, an image of the

shelving module 604 appears within a display screen 606 of the mobile device 108. The

shelving module 604 may be the same as, similar to, or different than the shelving modules

102, 104, 106 of FIG. 1. As shown in the illustrated example, the orientation guide 602 is a

rectangle superimposed on the image in the shelving module 604 shown in the display screen

606. As shown in the illustrated examples of FIGS. 6-8, as the mobile device rotates about an

axis perpendicular to the display screen (e.g., the X axis 114 in FIG. 1), the rectangle remains



vertically oriented to indicate the reference orientation corresponding to the plane of the

scene (e.g., the front face of the shelving module 604). As shown in the illustrated examples,

the rectangle of the orientation guide 602 varies in size depending on the angle of rotation of

the mobile device 108 to fully fit within display screen 606 of the mobile device 108 while

remaining in a vertical orientation corresponding to the orientation of the shelving module

604 (i.e., the assumed reference orientation of the illustrated example). Presenting the

orientation guide 602 in this manner, provides visual feedback to a user that can assist the

user in properly rotating the mobile device 108 to an upright position (i.e., the reference

orientation) by orienting the device such that the orientation guide substantially follows the

perimeter of the display screen 606.

[0044] In some examples, when the mobile device 108 is upright (FIG. 6) or within a

threshold angle of an upright position (e.g., FIG. 7), the photograph capturing interface 204

may present the orientation guide 602 with a first appearance (e.g., in green) to indicate that

the position or orientation of the device is acceptable to take a picture. However, if the angle

of rotation exceeds the threshold (e.g., FIG. 8), the photograph capturing interface 204 may

present the orientation guide 602 with a different appearance (e.g., in red) to indicate the

orientation of the mobile device is not acceptable. For purposes of clarity, in the illustrated

example, the orientation guide 602 is shown in a thick solid line (e.g., representing the color

green) when the mobile device 108 is in an acceptable orientation (e.g., within a threshold

amount of deviation from the reference orientation) and is shown in a thick dashed line (e.g.,

representing the color red) when the mobile device 108 is in an unacceptable orientation. In

some examples, the amount of tilt or rotation of the mobile device 108 about the X axis 114

before the orientation is deemed unacceptable depends upon the designated orientation

threshold. In some examples, the threshold is defined between 20 and 30 degrees, but other

angles greater or smaller than these may alternatively be implemented.

[0045] While the appearance of the orientation guide may change color (e.g., between

green and red), in some examples, the orientation guide 602 may change in other ways and/or

other graphical indicators may be provided to indicate when the orientation is acceptable or

not. For example, in the illustrated example, the photograph capturing interface 204 may

include a capture widget or button 608 that a user taps to take a picture. In some examples,

the capture button 608 changes appearance (e.g., color) based on whether the orientation of

the mobile device 108 is within the set limits of alignment with the reference orientation,

(e.g., a green color (indicated by solid coloring) when the orientation is acceptable and a red

color (indicated by cross-hatching) when the orientation is unacceptable). In some examples,



when the orientation of the mobile device 108 is outside of a corresponding threshold, the

picture taking functionality of the mobile device 108 may be disabled by, for example,

disabling the capture button 608. Thus, in some examples, the change in appearance of the

capture button 608 may not only indicate the mobile device 108 needs to be reoriented to

improve the likelihood of capturing a high quality photograph but may also indicate that a

user cannot capture a photograph until the orientation of the mobile device has been corrected

to within the tolerable limits.

[0046] In some examples, where the subject to be photographed is vertical shelving

(or other vertically oriented object), the mobile device 108 is locked into portrait mode such

that the longer dimension of a captured photograph correspond to height direction of the

shelves as in FIG. 7. In some example, due to space constraints (e.g., narrow aisles in a retail

establishment), it may not be possible to capture the entire shelving module 604 in a single

shot oriented in the portrait mode. Accordingly, in some examples, a user may rotate the

mobile device 108 90 degrees in landscape mode (as in FIG. 9) to take a picture of a portion

of the shelving module 604 from a closer distance. In some such, examples, multiple shots of

different portions of the shelving module 604 may be captured and subsequently stitched

together to generate a complete image of the shelving module 604. Thus, in some examples,

a user may take photos in either portrait mode (FIG. 7) or landscape mode (FIG. 9). As such,

in some example, although the mobile device 108 is rotated 90 degrees between FIGS. 7 and

9, both orientations may be deemed to be in an upright position that is aligned with the

shelving module 604 (assumed to be in a vertical orientation).

[0047] In addition to providing guidance to users regarding rotation about the X axis

114 that is perpendicular to display screen of the mobile device 108 (and perpendicular to the

plane of the front face of the shelving module 604), the orientation guide 602 may also

provide feedback on the inclination of the mobile device forwards or backwards (i.e., rotation

about the Y axis 116 that extends horizontally parallel to the display screen). As with the

rotation about the X axis 114 described above, if the mobile device 108 is inclined backwards

such that the camera is directed upward (e.g., aimed at an upward angle as represented in

FIG. 11) and the angle of inclination from a vertical (upright) position exceeds a threshold,

the orientation guide 602 will change appearance (e.g., turn red as indicated by the dashed

lines in the illustrated example) to indicate the orientation of the mobile device 108 needs to

be corrected. Similarly, if the mobile device is inclined forwards such that the camera is

directed downward (e.g., aimed at an downward angle as represented in FIG. 12) and the

angle of inclination from a vertical (upright) position exceeds a threshold, the orientation



guide 602 will change appearance (e.g., turn red) to indicate the orientation of the mobile

device needs to be corrected. The threshold defining acceptable angles of inclination for the

mobile device 108 (i.e., rotation about the Y axis 116) may be the same as or different than

the threshold defining acceptable angles of rotation for the mobile device 108 (i.e., rotation

about the X axis 114).

[0048] FIGS. 12-14 illustrate another example orientation guide 1202 that may be

presented to provide feedback to a user regarding the orientation of the mobile device 108

relative to a vertical plane. Unlike the orientation guide 602 of FIGS. 6-11 that is provided as

a rectangle fully contained within the display screen, the orientation guide 1202 of FIGS. 12-

14 represent a rectangle that has been mathematically transformed based upon the orientation

of the mobile device 108 to appear orthogonally aligned with the front plane of the shelving

module 604. More particularly, the rectangular shape is transformed to a non-rectangular

quadrilateral (e.g., a trapezoid-like shape) to account for perspective that may appear due to

the angle of inclination of the mobile device 108 (e.g., rotation about the Y axis 116). That

is, when the mobile device is inclined backwards such that the camera is aimed upwards

toward the top of the shelving module 604, the top of the shelving module 604 appear smaller

and more narrow than lower portions of the shelving module 604 (as represented in FIG. 12)

due to perspective because the top portion is farther away. Accordingly, in the illustrated

example of FIG. 12, the orientation guide 1202 represents a rectangle or box superimposed

on the image of the shelving module 604 that has been geometrically transformed (e.g.,

distorted) with a narrower upper edge to approximate the effect of perspective caused by the

angle of inclination of the mobile device 108. Similarly, when the mobile device is inclined

forward such that the camera is aimed downward toward the bottom of the shelving module

604 (as represented in FIG. 14), perspective causes the bottom of the shelving module 604 to

appear smaller and more narrow than upper portions. In such examples, the orientation guide

1202 is transformed accordingly with a narrower bottom edge. In some examples, the

particular transformation is determined by the example transformation calculator 207 of the

photograph capturing module 120 shown in FIG. 2.

[0049] While the orientation guide 1202 corresponds to a box that has been

transformed to be orthogonal to the front facing plane of the shelving module 604, when the

mobile device 108 is exactly aligned with the shelving module 604, the orientation guide

1202 will appear rectangular and correspond to the outer perimeter of the display screen 606.

That is, in some examples, the size of the rectangle represented by the orientation guide 1202

corresponds to the size of the field of view of the camera of the mobile device 108. In some



examples, the amount of distortion of the box represented by the orientation guide 1202

corresponds to the amount of deviation of the mobile device 108 from the reference

orientation corresponding to an upright position. Thus, the orientation guide 1202 in FIG. 13

is nearly rectangular and nearly corresponds to the perimeter of the display screen 606

because the mobile device 108 is nearly upright (inclined slightly downward in the illustrated

example). By contrast, the orientation guide 1202 in FIG. 12 is more distorted because the

mobile device 108 is angled or inclined upward a greater extent but still within acceptable

limits as indicated by the solid line. Further, the distortion of the orientation guide 1202 in

FIG. 14 is even more pronounced because the mobile device 108 is inclined downward an

even greater extent (even beyond the threshold limit as indicated by the dashed lines and

hashed capture button 608).

[0050] Additionally or alternatively, in some examples, the amount of the box

represented by the orientation guide 1202 that is visible on the screen 606 varies with the

inclination of the mobile device 108. Thus, as shown in the illustrated example, the box in

FIG. 13 nearly fills the display screen 606 whereas the box in FIG. 14 includes a relatively

small portion of the display screen 606.

[0051] The illustrated example of FIGS. 12-14 is described with respect to changes in

the inclination of the mobile device 108 (e.g., rotation about the Y axis 116 described in FIG.

1). In some examples, rotation of the mobile device 108 about the X axis 114 will cause the

orientation guide 1202 to rotate in a similar manner as shown in FIGS. 7 and 8 such that the

orientation guide 1202 remains substantially vertically oriented in alignment with the

reference orientation. Additionally, in some examples, where the facing direction of the

shelving module 604 is known or defined, turning the mobile to the left or right (i.e., rotation

about the Z axis 118) may also cause the orientation guide 1202 to become distorted to

account for horizontal perspective.

[0052] Another example orientation guide 1502 is illustrated in FIGS. 15 and 16.

FIG. 15 illustrates when the mobile device 108 is substantially facing the shelving module

604 such that the orientation of the device is within prescribed limits). By contrast, FIG. 16

illustrates the orientation guide 1502 when the mobile device is rotated or tilted beyond the

corresponding orientation threshold such that the orientation of the mobile device 108 needs

to be corrected before a picture can be taken. As shown in the illustrated examples, the guide

1502 corresponds to a box that remains substantially the same size regardless of the

orientation of the mobile device 108 (unlike the orientation guide 602 as shown in FIGS. 6-

8). In some examples, the orientation guide 1502 is geometrically transformed (e.g.,



distorted) based on the orientation of the mobile device 108 as with the transformed box

represented by the orientation guide 1202 of FIGS. 12-14. However, unlike the guide 1202 in

which only a portion of the box is viewable, in the illustrated examples of FIGS. 15 and 16,

the box represented by the orientation guide 1502 is slightly smaller than the size of the

display screen 606 such that all or substantially all of the guide 1502 is visible regardless of

the orientation of the mobile device 108. Having the orientation guide 1502 smaller than the

screen 606 in this manner can help a user more easily recognize distortion in the guide 1502

indicative of an orientation of the mobile device 108 that has deviated from the reference

orientation. For example, as shown in FIG. 15, the orientation guide 1502 is slightly

trapezoidal in shape indicating the mobile device 108 is inclined slightly downwards relative

to a reference orientation (e.g., an upright vertical position). In some examples, as shown, the

display includes a darkened border 1504 with the orientation guide 1502 slightly inset from

the perimeter of the display screen 606. In this manner, the box corresponding to the

orientation guide 1502 remains substantially onscreen regardless of the orientation of the

mobile device 108 to provide the user with a better sense of the orientation of the mobile

device relative to the reference orientation. Additionally or alternatively, the inset guide

1502 with darkened border 1504 helps guide a user to position the particular region of

interest of the scene to be photographed in the middle of the field of view of the camera.

[0053] In some examples, the photograph capturing interface 204 provided visual

feedback to a user based on orientation data collected by the orientation monitor 206 to assist

a user in capturing multiple photographs to be stitched together. Example graphical elements

provided to a user during a multi-shot workflow are shown and described in connection with

FIGS. 17-23 that correspond to the examples illustrated in FIGS. 15 and 16. For purposes of

explanation, FIG. 15 is assumed to illustrate the mobile device 108 just about to take a first

shot for a multi-shot photograph. As can be seen in the illustrated example, the display 606

includes orientation guide 1502 that indicates the mobile device is oriented slightly off of the

vertically upright position but within the threshold limits (indicated by the solid line (e.g.,

representative of the color green) having a slightly trapezoidal shape). FIG. 17 illustrates the

display of the mobile device 108 immediately after the first shot is taken. Although the

mobile device 108 has not changed orientation between FIGS. 15 and 17, in the illustrated

example, the orientation guide 1502 is rectangular in shape in FIG. 17 rather than the slightly

trapezoidal shape as shown in FIG. 15. In some examples, the change in shape of the

orientation guide 1502 is based on a redefinition of the reference orientation. In particular, in

some examples, the orientation of the mobile device 108 when a first of multiple shots is



taken is defined as the reference orientation for the second and any subsequent shots. Thus,

since the mobile device 108 in FIG. 17 (immediately after the first shot) is in the same

orientation as the mobile device 108 when the first shot was taken, the orientation of the

mobile device 108 exactly aligns with the reference orientation such that the box of the

orientation guide 1502 is rectangular and without any transformation. Redefining the

reference orientation for second and subsequent shots serves to ensure that a user takes each

picture to be stitched together from approximately the same angle or orientation (e.g., with

the specified threshold limits). Taking pictures to be stitched from a consistent orientation

serves to increase the accuracy of the resulting stitched image such that subsequent image

recognition analysis is more reliable. In some examples, in addition to redefining the

reference orientation for second and subsequent shots, the threshold limits are also redefined.

In some examples, the threshold limits for second and subsequent shots for a multi-shot

image are stricter than for the first shot. For example, while an initial shot may need to be

within 20 or 30 degrees of an upright reference orientation, the second and subsequent shots

may be limited to being within 5 or 10 degrees of the orientation of the mobile device 108 at

the time the first shot was taken.

[0054] In some examples, the portion or area of the scene being photographed (e.g.,

the shelving module 604) that has been captured by a previous shot (e.g., for a multi-shot

image) is overlaid with a shaded box 1506. In the illustrated example of FIG. 17, the shaded

box 1506 corresponds to the box of the orientation guide 1502 because the mobile device 108

is aimed at the same spot as the first shot. However, if the mobile device 108 is inclined

upwards (as in FIG. 18), only a portion of the shaded box 1506 is shown that corresponds to

the area of the shelving module 604 that was captured by the first shot. In this manner, a user

can easily recognize that the unshaded portion corresponds to areas of the shelving module

604 that yet need to be captured in order to stitch together a complete image of the shelving

module 604. In some examples, the shaded box 1506 is the same color as the orientation

guide 1502 to indicate when the orientation of the mobile device is acceptable. In some

examples, the shaded box is a different color that the orientation guide 1502 (e.g., blue). In

some examples, rather than shading the area that has been captured in a previous photograph,

the area is designated by an outline. Additionally or alternatively, in some examples, the

previously captured photograph is overlaid or superimposed onto the area previously

captured and made semi-transparent so that a user can see exactly what was captured during

the previous shot.



[0055] In some examples, the shaded box 1506 updates as each additional shot is

taken to cover the newly captured area of the scene (the shelving module 604). For example,

FIG. 18 represents the mobile device 108 immediately before taking a second shot whereas

FIG. 19 represents the mobile device 108 immediately after taking a second shot. As shown

in FIG. 19, the shaded box 1506 extends all the way up to the top of the orientation guide

1502 to indicate that the entire area within the field of view of the camera of the mobile

device 108 has been captured by the previous shots (e.g., the first and second shots).

However, as the mobile device is inclined downwards (FIGS. 20-22) there is still unshaded

area indicating portions of the shelving module 604 that has not yet been captured. In some

examples, when multiple shots are taken, the portion of the scene being photographed that

was captured in each shot is separately demarcated. For example, as shown in FIG. 19,

immediately after the second shot is taken, an outline 1508 is generated to designate the area

corresponding to the first shot. In some examples a separate outline may be generated to

designate the area corresponding to the second shot. In some examples, as shown, the

shaded box 1506 and/or the outline 1508 corresponds to the area within the orientation guide

1502. In other examples, the shaded box 1506 and/or the outline 1508 may correspond to the

entire field of view of the camera of the mobile device 108.

[0056] In some examples, the appearance (e.g., color) of the shaded box 1506 may

change depending on the amount of overlap between the shaded box 1506 and the area of the

scene within the field of view of the camera of the mobile device 108. For instance, when the

proportion of the area within the field of view of the camera covered by the shaded box 1506

(representative of the area captured in previous shots) drops below a threshold (e.g., 30

percent), the shaded box 1506 may change from a first color (e.g., green) to a second color

(e.g., red (represented by cross-hatching in FIG. 20) indicating the amount of overlap is

insufficient to achieve a quality stitch. In some examples, a user is prevented from taking a

picture in such a situation by the capture button being disabled. In some examples, the user

may take the picture but may then be prompted to take another shot between the previous

shots. Additionally or alternatively, in some examples, a textual indication 1510 is provided

to a user to indicate when there is insufficient overlap between the currently viewed area

(within the orientation guide 1502) and the previously captured area (corresponding to the

shaded box 1506.

[0057] In some examples, as shown in FIG. 20, the orientation guide 1502 changes

appearance (e.g., becomes red) along with the shaded box 1506 when there is insufficient

overlap with the shaded box 1506 and the current field of view. However, in other examples,



whether there is sufficient overlap between different shots is determined separately from

whether the orientation of the mobile device 108 is within tolerable limits of corresponding

orientation thresholds such that each is indicated separately. Thus, in some examples, the

display in FIG. 20 indicates there is insufficient overlap and that the orientation of the mobile

device 108 is unacceptable. For comparison, as shown in the illustrated example of FIG. 21,

there is sufficient overlap of the field of view and the shaded box 1506 but the difference

between the orientation of the mobile device 108 and the reference orientation has exceeded

the acceptable limits. As described above, for the second and subsequent shots, the reference

orientation corresponds to the orientation of the mobile device 108 when the first shot was

taken. In some such examples, the compass direction of the mobile device 108 at the time of

the first shot is included in the orientation data. As such, compass direction of the mobile

device (e.g., rotation about the Z axis 118) can be compared unlike when the first shot was

taken and the vertical direction of the reference orientation (corresponding to the front face of

the shelving module 604) was assumed without knowing the compass direction from which

to fix the reference orientation about the Z axis 118. Thus, as shown in the illustrated

example, the mobile device 108 has been rotated to the left an angle that exceeds the

corresponding orientation threshold. Accordingly, the orientation guide 1502 has been

transformed to have a narrow left edge.

[0058] As shown in the illustrated examples, after the first shot is taken (FIG. 17), a

back button 1512 is modified to include an indication that one photograph has been captured.

In some examples, selecting the back button 1512 will delete the first photograph. In some

examples, selecting a next button 1514 (without taking any additional shots) will indicate the

user does not intend to capture multiple shots to be stitched together. However, if the user

selects the capture button again a second shot will be taken (FIG. 19) and the button 1512

will indicate that two photographs have been captured. FIG. 23 represents the mobile device

108 immediately after taking a third shot (FIG. 22 representing the mobile device 108

immediately before taking the third shot). As shown in FIG. 23, the shaded box 1506 again is

updated to cover the new area that has been captured by a photograph and the back button

1512 is updated to indicate three photographs have been taken. In some examples, any

number of shots may be taken to be stitched together (e.g., 2 shots, 3 shots, 5 shots, 10 shots,

etc.) with the only limitation being the memory and/or processing capacity of the mobile

device 108 to store and process all of the shots to be stitched.

[0059] The example photograph capturing module 120 of FIG. 2 is provided with the

example photograph stitcher 214 to stitch or splice separate shots of a multi-shot photograph



to form a complete image of a scene (e.g., a shelving module). FIG. 24 illustrates a stitched

image 2402 previewed for a user corresponding to the three shots taken during the process

described above in connection with FIGS. 15-23. In the illustrated example, each of the three

shots are demarcated so that a user can verify that the stitching is accurate and/or whether one

or more of the photographs fail to line up properly. As shown in the illustrated example, each

of the shots has been geometrically transformed (e.g., distorted) to be properly stitched

together. In some examples, the transformation applied to each of the shots is determined

based on the orientation data collected by the orientation monitor 206 at the time that each

shot was taken. Further detail regarding the implementation of the example photograph

stitcher 214 is provided below in connection with FIG. 5.

[0060] The example photograph capturing module 120 of FIG. 2 is provided with the

example movement monitor 208 to track and/or monitor the movement (or stillness) of the

mobile device 108 (e.g., based on feedback from a vibration sensor of the mobile device

108). In some examples, the photograph capturing interface 204 presents graphical elements

based on movement data collected by the movement monitor 208 to provide feedback to a

user indicative of an amount of movement detected in the mobile device 108 and/or whether

the movement exceeds a corresponding movement threshold. Such feedback can help ensure

users hold the mobile device 108 sufficiently still while taking a picture to decrease the

likelihood of capturing blurry photographs. In some examples, the visual feedback

corresponds to a timer that graphically indicates a period of time the mobile device 108 needs

to remain still (within a threshold) before a photograph is taken. In some examples, the

movement monitor 208 begins monitoring the movement when a user first presses or taps on

the capture button 608 (indicating the user is ready to take a picture). In some such

examples, the timer begins as soon as the mobile device 108 is determined to be sufficiently

still. In some examples, if the movement of the mobile device 108 remains below the

threshold limit for the delay period set by the timer, a photograph is taken. In some

examples, if the mobile device 108 moves more than the acceptable threshold limit, the timer

resets and/or the request to capture a photograph is cancelled and a user must re-steady the

photograph and press the capture button 608 again. The length of the delay may differ from

one device to next (e.g., based on processing speeds, duration of auto-focus, etc.). In some

examples, the delay is one second or less.

[0061] In some examples, the duration of the delay is graphically represented to the

user so the user can anticipate when the delay expires and the photograph will actually be

taken. In some examples, such a visual timer is incorporated into the capture button 608 as



illustrated in FIG. 25 that changes appearance during the delay period while movement of the

mobile device 108 is being monitored. As shown in the illustrated example of FIG. 25, a

visual timer 2502 is represented as an outer ring of the capture button 608. In FIG. 25(a), the

capture button 608 is disabled (as indicated by the cross-hatching) because the orientation of

the mobile device 108 is outside threshold limits of the reference orientation. Once the

orientation is corrected to within acceptable limits, the capture button 608 appears as shown

in FIG. 25(b) indicating that a picture can be taken. At the time the capture button 608 is first

pressed or tapped to take a picture (FIG. 25(a)), the visual timer 2502 is represented in a first

state corresponding to a first color (e.g., white) but then gradually fills to a second color (e.g.,

green) in a clockwise direction (FIGS. 25(c-f)) until the ring is represented in a final state

(FIG. 25(f)) corresponding to a different color (e.g., entirely green) over the span of the

designated delay period during which the movement of the mobile device 108 is tracked. In

some examples, if the movement of the mobile device 108 exceeds a threshold before the

timer 2502 elapses (e.g., fully changes color), the request to capture the photograph is

cancelled and the user must steady the mobile device and press the capture button 608 again.

In other examples, the request to capture a photograph is not cancelled but the visual timer

2502 is reset to begin transitioning from the initial state (e.g., all white) to the final state (e.g.,

all green) before the photograph is finally taken. In some examples, once the time elapses, a

photograph is automatically taken. Although the visual timer 2502 is represented as an outer

ring around the capture button 608, the visual timer 2502 may be represented in any other

way in which the appearance changes (e.g., via animation) during the specified period of time

to provide visual feedback to assist a user in anticipating when a picture will actually be taken

and how long the user needs to hold the mobile device 108 steady. In some examples, the

visual timer is represented separate from and independent of the capture button 608.

[0062] FIG. 26 illustrates another example capture button 2602 that incorporates

another example orientation guide 2604 that may be used in addition to or instead of the

guide 602, 1202 described above, to guide a user in positioning the mobile device 108. In

some examples, the relative position of the orientation guide1604 along a first one of the axes

within the button 2602 (e.g., the vertical axis 2606) is representative of the inclination of the

mobile device forwards or backwards (e.g., aiming the camera up or down). In some

examples, the relative position of the orientation guidel604 along the second one of the axes

(e.g., the horizontal axis 2608) is representative of the angle of rotation or tilt of the mobile

device 108. In some examples, the size of the orientation guidel604 is representative of

threshold limits for the orientation of the mobile device. That is, in some examples, a user is



to orient the mobile device 108 such that the center of the button 2602 (e.g., where the two

axes 2606, 2608 cross) is within the orientation guide 2604. In some examples, if the

orientation guide 2604 is sufficiently off-centered, the guide 2604 changes appearance (e.g.,

from green (represented as a solid circle in FIG. 26(c)) to yellow (represented as a partially

broken circle in FIG. 26(b)). In some examples, the size of the button 2602 relative to the

size of the orientation guide 2604 represents the threshold limits for the orientation of the

mobile device 108. That is, the mobile device is within acceptable limits so long as the

orientation guide 2604 remains entirely within the button 2602. In some such examples, if

the mobile device is oriented such that the orientation guide 2604 goes outside of the button

2602 (e.g., FIG. 26(a)), the guide 2604 changes to a different color (e.g., red (represented by

a cross-hatched dashed circle)). In some examples, when the orientation guidel604 goes

outside of the button 2602, the ability to take a photograph is disabled until the orientation of

the mobile device has been corrected to be within the specified limits. The example capture

button 2602 of FIG. 26 also includes a visual timer similar to that described above in

connection with FIG. 25.

[0063] Returning to FIG. 2, the example photograph capturing module 120 is

provided with the example perspective analyzer 210 to analyze a captured photograph to

determine an amount or presence of perspective in the photograph. Perspective can be

described as the appearance of parallel lines in a real-world scene appearing to converge

when captured in a photograph. For example, FIG. 27 shows an example image of a shelving

unit that has perspective, whereas FIG. 28 shows an example image of the same shelving unit

without perspective. In the real world, the shelves are parallel (as shown in FIG. 28) but they

appear to converge in FIG. 27 because of perspective. Perspective is caused by objects that

are further away appearing smaller. The left side of the image is FIG. 26 is further away

from the camera (because of the camera's angle relative to the shelves) such that the shelves

appear closer together along the left side of the image. Perspective in a photograph is

reduced when the camera is directly facing the plane of the scene of interest being

photographed. This is one reason that, in some examples, the inclination of the mobile device

108 either forwards or backwards (aiming up or down) is limited to within a certain threshold

from an upright position corresponding to the front face of a shelving module. While the

vertical angle (up or down) with which a camera on the mobile device 108 is pointing relative

to the vertical direction can be tracked and, thus, corrected as described above, in some

examples, there is no reference to guide the horizontal angle (left or right) of the mobile

device relative to a front facing place of a shelving module. In some such examples, as



described above, it is assumed that a user will generally be facing the shelving modules (or

other scene of interest) to be photographed. However, the user may not be directly facing the

scene such that an unacceptable amount of perspective may be introduced into a captured

image resulting in an image that cannot reliably be analyzed using image recognition

algorithms. Accordingly, the example perspective analyzer 210 is provided to analyze

photographs after being captured (during post-processing) to determine whether the amount

of perspective is acceptable or if the photograph needs to be retaken. In this manner, the

orientation of the mobile device 108 about the third vertical axis (i.e., the Z axis 118) can be

accounted for in addition to the first two horizontal axes (i.e., the X and Y axes 114, 116) that

are monitored in real-time when the mobile device 108 is being posited to frame a scene for

photographing. Additional detail regarding the implementation of the perspective analyzer

210 is provided below in connection with FIG. 3.

[0064] The example blurriness analyzer 212 of the illustrated example of FIG. 2 is

provided to analyze a captured photograph to determine an amount or presence of blurriness

in the photograph. Blurriness (or lack of sharpness or acutance) can be described as the sharp

contrast of an edge in a real-world scene appearing to have a more gradual contrast over an

area in a photograph. For example, FIG. 29 shows an example image of a shelving unit that

is sharp (not blurry), whereas FIG. 30 shows an example image of the same shelving unit that

is blurry. The lines representing the shelves are sharp in FIG. 29 because there is precise

contrast between the line representing the edge of the shelves and the surrounding area. By

comparison, the lines representing the edge in FIG. 30 gradually change over an area

indicative of blurriness. As described above, the potential for blurriness is reduced by

tracking the movement of a mobile device and only taking a picture when the mobile device

is sufficiently still or steady. However, there may still be some movement which causes

blurriness. Furthermore, other factors may cause blurriness such as the camera not being

properly focused on the scene of interest, poor lighting, etc. Accordingly, the example

blurriness analyzer 212 is provided to analyze photographs after being captured (during post¬

processing) to determine whether the there is blurriness and/or whether the amount of

blurriness is acceptable or if the photograph needs to be retaken. Additional detail regarding

the implementation of the blurriness analyzer 212 is provided below in connection with FIG.

4.

[0065] In the illustrated example of FIG. 2, the photograph capturing module 120 is

provided with the example region of interest module 216 to enable a user to define a region

of interest within a photographed scene. In some examples, the region of interest module 216



enables a user to define an area of interest before taking a picture. For example, as shown in

the illustrated example of FIG. 31, user adjustable region of interest lines 3102 are rendered

over the display of the field of view of the mobile device 108. In some examples, a user may

adjust the region of interest lines 3102 to align with and/or define the region of the scene

being photographed that is the focus of the photograph (e.g., the region to be subsequently

analyzed using image recognition techniques). In some examples, a user may frame the

region of interest by appropriately positioning the mobile device 108 without using or

defining the region of interest lines 2302.

[0066] Additionally or alternatively, in some examples, the region of interest module

216 enables a user to identify and/or adjust the area or region of interest after taking a picture

(e.g., while previewing the captured photograph).

[0067] An example manner in which a user may define a region of interest is shown

in FIGS. 32A-E. FIG. 32A illustrates the mobile device 108 displaying a preview of a

photographed shelving module 3202. In some examples, the preview of the shelving module

3202 is based on a single photograph of the entire shelving module (e.g., similar to FIG. 6).

In other examples, the preview of the shelving module 3202 is based on multiple shots that

have been stitched together (e.g., similar to FIG. 24). As shown in the illustrated example,

the captured photograph contains some perspective as indicated by the appearance of

convergence of the shelves of the shelving module 3202 (e.g., similar to FIG. 27). However,

that the photograph was not rejected by the perspective analyzer 210 when initially captured

indicates the perspective was insufficient to exceed the defined threshold. As a result of the

perspective, the shape of the shelving module 3202 within the previewed photograph is not a

rectangle but is generally trapezoidal in shape. As such, defining vertical and horizontal

boundary lines (as with the region of interest lines 3102 of FIG. 31) cannot precisely

demarcate the front face of the shelving module 3202. Accordingly, in some such examples,

the region of interest is defined by a user demarcating corners of the region of interest as

provided in the preview of the photograph. With the region of interest being defined after the

photograph is taken in this manner, a user can precisely define the region of interest without

having to hold the camera in alignment with predefined region of interest lines as in FIG. 31.

[0068] In some examples, as shown in FIG. 32A, the region of interest module

prompts a user (via the photograph capturing interface 204) to tap the screen to define limits

of the region of interest. FIG. 32B represents the user selecting a first corner 3204 of the

region of interest. FIG. 32C represents the user selecting a second corner 3204 of the region

of interest, thereby defining a first edge 3206 of the region to be defined (e.g., the front face



of the shelving module 3202). FIG. 32D represents the user selecting a third corner 3204 of

the region to define a second edge 3206. FIG. 32E represents the user selecting a fourth and

final corner 3204 of the region of interest, whereupon all four edges 3206 of the region of

interest are defined. In some examples, as shown in the illustrated example of FIG. 32E, the

area outside of the defined region of interest is grayed out or darkened to differentiate from

the selected region. In some examples, the user may further adjust the position of the corners

defining the region of interest after an initial placement of each corner 3204. Additionally, as

shown in the illustrated example, the user may be enabled to adjust the edges 3206 of the

defined quadrilateral by moving edge points 3208 if, for example, the edges of the region of

interest are not perfectly straight due to distortion from the camera lens or other reason. In

some examples, when the user is placing and/or adjusting the points defining the region of

interest, an inset showing an enlarged portion of the captured photograph may be provided to

assist the user in precisely placing the particular corner 3204 or edge point.

[0069] The four edged region in the illustrated example is suitable for outlining or

demarcating shelves, which are typically rectangular in shape. In some such examples, if the

complete region does not correspond to an expected shape (e.g., a rectangle geometrically

transformed based on the effects of perspective) the lines demarcating the region of interest

may be represented in a different color (indicated by the dashed lines in FIG. 32F) to indicate

the designated region of interest is invalid and needs correcting. In other examples (e.g.,

where the subject matter to be photographed is not rectangular in shape), other shapes with

greater or fewer edges 3206 and/or with nonlinear edges may additionally or alternatively be

defined by a user.

[0070] In some examples, the region of interest module 216 collects a measurement

or user estimate of a width (and/or other dimensions) of the shelving module 3202 via a

dimensions input field 3210. In this manner, a reference of the actual size or scale of the

photographed region of interest is tied to the photograph to assist in image recognition

analysis of the photograph at a later time.

[0071] Returning to FIG. 2, the example photograph capturing module 120 is

provided with the perspective corrector 218 to correct perspective within a photograph that

was not substantial enough to be detected by the example perspective analyzer 210. In some

examples, the perspective corrector 218 corrects perspective based on the shape of the region

of interest defined by the region of interest module 216. For example, as indicated above, the

example shelving module 3202 of FIGS. 32A-F includes some perspective such that the

defined region of interest, shown in FIG. 32E, is generally trapezoidal in shape. In some such



examples, the perspective corrector 218 mathematically transforms the captured photograph

in a manner that would convert the defined shape of a region of interest to a rectangle as

shown in FIG. 33. As a result, the front face of the shelving module 3202 becomes

rectangular in shape with each of the shelves being substantially horizontal.

[0072] The example scene segment demarcation module 220 of the illustrated

example of FIG. 2 is provided to enable a user to demarcate segments within a scene captured

in a photograph. For instance, the segments to be defined may correspond to each shelf of

the shelving module 3202 described in the example above. In some examples, the segments

(e.g., each of the shelves) are defined as a user taps the screen on each shelf to add horizontal

markers 3402 as shown in the illustrated example of FIG. 34. Demarcating segments of the

scene in this manner serves to improve the image recognition analysis at a backend data

collection facility by indicating that the areas between the markers 3402 correspond to

separate shelves and, therefore, have different content. In other examples, where the subject

matter photographed is not a shelving unit, other lines and/or shapes may additionally or

alternatively be defined to demarcate appropriate segments within the photographed scene.

[0073] Returning to FIG. 2, the example photograph capturing module 120 is

provided with the example captured photograph database 222 to store captured photographs.

In some examples, orientation data is stored in the database 222 along with the corresponding

photograph. Further, in some examples, the captured photograph database 222 stores

transformation information and/or transformed photographs as well as the defined region of

interest for each photograph and any particular segments demarcated in each such

photograph. The example communications interface 224 of the illustrated example is

provided to communicate with sensors and/or other components within a mobile device 108

implementing the photograph capturing module 120. Additionally or alternatively, in some

examples, the communications interface 224 transmits captured photographs and/or the other

collected data stored in the database 222 to a central data collection facility (e.g., the data

collection facility 110 of FIG. 1) where the photographs may be analyzed using image

recognition techniques.

[0074] In some examples, the photograph capturing module 120 provides additional

assistance and/or guidance to a user capturing and preparing photographs to be sent to a

central facility for image recognition analysis. For instance, in some examples, contextual

guidance is provided to a user via the photograph capturing interface 204 to explain the use of

the capture information, region of interest lines, and/or other tools provided to the user by the

photograph capturing module 120. Example contextual guidance is shown in FIGS. 35 and



36 to explain the use of the region of interest lines 3102 of FIG. 31 and the capture button

608 and other buttons shown in FIGS. 6-14. In some examples, such contextual guidance is

provided to the user on a periodic and/or aperiodic basis (e.g., once a day, once a week, each

time the module 120 is used, etc.).

[0075] FIGS. 37 and 38 illustrate an alternative approach to assist a user in taking

multiple photographs to be stitched together. In the illustrated example, the user is prompted

to take a picture of the upper extremity of a scene (e.g., a top shelf of a shelving module as

indicated in FIG. 37) and the lower extremity of the scene (e.g., a bottom shelf of a shelving

module as indicated in FIG. 37). In some such examples, the user is instructed to align the

top edge of the top shelf with a top region of interest line 3702 in a first photograph and align

the bottom edge of the bottom shelf with a bottom region of interest line 3802. Such

guidance serves to help the user properly frame the scene being photographed. In some

examples, after taking the pictures at each end (e.g., top and bottom) of the scene, the user is

guided in taking pictures of the middle portion of the scene. In some such examples, with the

ends of the scene already captured, a user can be assisted in aligning the middle photographs

and ensuring that there is sufficient overlap of the scene of interest captured in adjacent

pictures for an accurate stitching.

[0076] While an example manner of implementing the photograph capturing module

120 of FIG. 2 is illustrated in FIG. 2, one or more of the elements, processes and/or devices

illustrated in FIG. 2 may be combined, divided, re-arranged, omitted, eliminated and/or

implemented in any other way. Further, the example photograph capturing controller 202,

the example photograph capturing interface 204, the example orientation monitor 206, the

example transformation calculator 207, the example movement monitor 208, the example

perspective analyzer 210, the example blurriness analyzer 212, the example photograph

stitcher 214, the example region of interest module 216, the example perspective corrector

218, the example scene segment demarcation module 220, the example captured photograph

database 222, the example communications interface 224, and/or, more generally, the

example photograph capturing module 120 of FIG. 2 may be implemented by hardware,

software, firmware and/or any combination of hardware, software and/or firmware. Thus, for

example, any of the example photograph capturing controller 202, the example photograph

capturing interface 204, the example orientation monitor 206, the example transformation

calculator 207, the example movement monitor 208, the example perspective analyzer 210,

the example blurriness analyzer 212, the example photograph stitcher 214, the example

region of interest module 216, the example perspective corrector 218, the example scene



segment demarcation module 220, the example captured photograph database 222, the

example communications interface 224, and/or, more generally, the example photograph

capturing module 120 could be implemented by one or more analog or digital circuit(s), logic

circuits, programmable processor(s), application specific integrated circuit(s) (ASIC(s)),

programmable logic device(s) (PLD(s)) and/or field programmable logic device(s)

(FPLD(s)). When reading any of the apparatus or system claims of this patent to cover a

purely software and/or firmware implementation, at least one of the example photograph

capturing controller 202, the example photograph capturing interface 204, the example

orientation monitor 206, the example transformation calculator 207, the example movement

monitor 208, the example perspective analyzer 210, the example blurriness analyzer 212, the

example photograph stitcher 214, the example region of interest module 216, the example

perspective corrector 218, the example scene segment demarcation module 220, the example

captured photograph database 222, and/or the example communications interface 224 is/are

hereby expressly defined to include a tangible computer readable storage device or storage

disk such as a memory, a digital versatile disk (DVD), a compact disk (CD), a Blu-ray disk,

etc. storing the software and/or firmware. Further still, the example photograph capturing

module 120 of FIG. 2 may include one or more elements, processes and/or devices in

addition to, or instead of, those illustrated in FIG. 2, and/or may include more than one of any

or all of the illustrated elements, processes and devices.

[0077] FIG. 3 is an example implementation of the example perspective analyzer 210

of FIG. 2. In the illustrated example, the perspective analyzer 210 includes an example

image gradient generator 302, an example potential edge line calculator 304, an example

image area divider 306, an example edge line evaluator 308, and an example perspective

probability analyzer 310.

[0078] The example image gradient generator 302 of the illustrated example of FIG. 3

is provided to generate an image gradient of a captured photograph to facilitate in the analysis

of perspective in the photograph. In some examples, the image gradient generator 302

converts the photograph to grayscale and applies an edge detection filter (e.g., a Sobel filter)

to the photograph. The edge detection filter detects changes in intensity of pixels (white vs.

black because the image is in grayscale). In some examples, the edge detection filter is

applied in the vertical direction to produce an image gradient that highlights edges or lines

that extend in a direction generally horizontal across the image (e.g., the edge of horizontal

shelves of a photographed shelving module). Additionally or alternatively, in some

examples, the edge detection filter may be applied in the horizontal direction to produce an



image gradient showing generally vertical edges or lines within the photograph. In either

case, the image gradient will include white or near white pixels where lines or edges were

detected and include darker (e.g., black) pixels in other areas of the gradient.

[0079] More particularly, in some examples, each pixel will have a value between 0

and 255 where 255 is perfectly white (corresponding to a sharp edge identified by the edge

detection filter) and 0 is perfectly black (corresponding to an area that does not change

intensity at all in the direction of the applied edge detection filter). The relative intensity

(whiteness) of a pixel (e.g., the closeness of the pixel value to 255) produced in the image

gradient by the edge detection filter is based on the abruptness of the discontinuity or change

in intensity of the photograph in the direction the filter is applied. For purposes of clarity, as

used herein, the term "white pixel" in the context of an image gradient produced using an

edge detection filter includes a purely white pixel (e.g., a pixel value of 255) as well as pixels

that are substantially or nearly white (e.g., pixel values above 230). Such "white pixels" are

also referred to as edge pixels because they are indicative of an edge in the photograph. In

some examples, the range of values that constitutes "white pixels" be larger or smaller

depending upon the precision with which edges are to be detected. For example, white pixels

may corresponds to pixels having values between 200-255, 215-255, 240-255, 250-255, etc.

In some examples, only pixels that are purely white (e.g., a pixel value of 255) are designated

as white pixels.

[0080] The example potential edge line calculator 304 of the illustrated example of

FIG. 3 is provided to generate or pre-calculate potential edge lines for each white pixel

identified in the image gradient generated by the image gradient generator 302. That is,

potential edge lines are calculated for pixels corresponding to an abrupt discontinuity

detected by the edge detection filter that may be indicative of an edge. While the edge

detection filter applied in a vertical direction serves to identify generally horizontal edges, the

precise angle of such an edge is not known. Accordingly, a series of potential edge lines

having different angles are calculated for each pixel and used in the subsequent analysis to

determine the actual angle of the edge represented by the white pixel as described more fully

below. More particularly, in some examples, multiple lines passing through each edge pixel

(e.g., white pixel including substantially white pixels) at incremental angles between a range

of angles within a threshold angle of a line extending perpendicular to the direction of the

edge detection filter (i.e., a horizontal line for a vertically applied edge detection filter). For

example, with incremental angles of 0.4 degrees between minimum and maximum

(threshold) angles of -15 degrees and +15 degrees results in 75 different lines being defined.



More lines may be defined by decreasing the incremental angle or increasing the total range

of angles. Conversely, fewer lines result by increasing the angle or decreasing the total range

of angles. An example range of different angled lines passing through a single point or pixel

is illustrated in FIG. 39. In some examples, the range of angles above and below the

horizontal (e.g., the direction perpendicular to the direction of the applied edge detection

filter) may be greater or less than +/- 15 degrees.

[0081] Further, in some examples, the potential edge line calculator 304 calculates the

position of the white pixel (e.g., x and y coordinates within a pixel grid of the gradient) to

specifically define the location of the potential edge line. Further still, in some examples, the

potential edge line calculator 304 calculates endpoints or limits for each potential edge line.

That is, based on the position of the pixel for which the line is being defined and the size of

the two-dimensional pixel grid, the ends of the line can be determined where the line meets

the edge of the image.

[0082] The example image area divider 306 of the illustrated example of FIG. 3 is

provided to divide different areas within the photograph to be analyzed for perspective. In

some examples, multiple different areas of the image gradient are analyzed separately to

provide measures of the angle of shelves (corresponding to detected edges) at different

locations within the photograph. The differences in the angles of the detected edges are

indicative of the amount of perspective in the photograph. An example division of the image

gradient into three areas is represented in FIG. 40. In the illustrated example, the areas to be

arranged are vertically arranged because it is the angle (due to perspective) of the horizontal

shelves at different heights that are to be compared to determine perspective. In some

examples, different arrangements and/or a different amount of areas may alternatively be

defined for the analysis. In some examples, the entire image may be analyzed as a single

area.

[0083] The example edge line evaluator 308 of the illustrated example of FIG. 3 is

provided to evaluate the potential edge lines (defined by the potential edge line calculator

304) for each pixel in each area (defined by the image area divider 306) to determine a best

line for the area. The best line in an area corresponds to the potential edge line that passes

through the most white (i.e., edge) pixels within the image gradient because such a line is

most likely corresponding to a real-world edge in the scene of the photograph (e.g., the edge

of a shelf). That is, a potential edge line that mostly closely aligns with an actual edge in the

photograph should pass through white pixels along its entire length because at each point,

there actually is an edge. Thus, the greater the number of white pixels within a potential edge



line, the more likely that the potential edge line corresponds to an actual edge in the

photograph. In some examples, the absolute number of white pixels along a line is

normalized by the length the line so as to exclude lines that may not follow an edge

(represented by contiguous white pixels) but is a long line that passes through many white

pixels (corresponding to one or more edges).

[0084] The example perspective probability analyzer 310 of the illustrated example of

FIG. 3 is provided to analyze the angles of the best lines identified for each of the areas in the

image using a logistic model to calculate a probability that the photograph contains

perspective. In some examples, the output probability will be a value between 0 and 1 where

0 indicates there is no probability of there being perspective while increasing values

approaching 1 indicate an increased probability that the photograph has perspective. In some

examples, the perspective probability analyzer 310 designates a photograph as either

containing perspective or not containing perspective based on whether the calculated

probability exceeds a corresponding perspective threshold. In some examples, the

perspective threshold is about 0.5 but may be higher or lower (e.g., 0.3, 0.4, 0.6) depending

upon the amount of perspective that is acceptable for the particular application.

[0085] While an example manner of implementing the perspective analyzer 210 of

FIG. 2 is illustrated in FIG. 3, one or more of the elements, processes and/or devices

illustrated in FIG. 3 may be combined, divided, re-arranged, omitted, eliminated and/or

implemented in any other way. Further, the example image gradient generator 302, the

example potential edge line calculator 304, the example image area divider 306, the example

edge line evaluator 308, the example perspective probability analyzer 310, and/or, more

generally, the example perspective analyzer 210 of FIG. 3 may be implemented by hardware,

software, firmware and/or any combination of hardware, software and/or firmware. Thus, for

example, any of the example image gradient generator 302, the example potential edge line

calculator 304, the example image area divider 306, the example edge line evaluator 308, the

example perspective probability analyzer 310, and/or, more generally, the example

perspective analyzer 210 could be implemented by one or more analog or digital circuit(s),

logic circuits, programmable processor(s), application specific integrated circuit(s) (ASIC(s)),

programmable logic device(s) (PLD(s)) and/or field programmable logic device(s)

(FPLD(s)). When reading any of the apparatus or system claims of this patent to cover a

purely software and/or firmware implementation, at least one of the example image gradient

generator 302, the example potential edge line calculator 304, the example image area divider

306, the example edge line evaluator 308, and/or the example perspective probability



analyzer 310 is/are hereby expressly defined to include a tangible computer readable storage

device or storage disk such as a memory, a digital versatile disk (DVD), a compact disk

(CD), a Blu-ray disk, etc. storing the software and/or firmware. Further still, the example

perspective analyzer 210 of FIG. 2 may include one or more elements, processes and/or

devices in addition to, or instead of, those illustrated in FIG. 3, and/or may include more than

one of any or all of the illustrated elements, processes and devices.

[0086] FIG. 4 is an example implementation of the example blurriness analyzer 212

of FIG. 2. In the illustrated example, the blurriness analyzer 212 includes an example image

gradient generator 402, an example image area divider 404, an example pixel evaluator 406,

an example variance estimator 408, and an example blurriness probability analyzer 410.

[0087] The example image gradient generator 402 of the illustrated example FIG. 4is

provided to generate an image gradient of a captured photograph to facilitate in the analysis

of blurriness in the photograph. In some examples, the image gradient generator 402

functions the same as or similar to the image gradient generator 302 of the perspective

analyzer 210 of FIG. 3. In some examples, a single image gradient generator is implemented

to serve both the perspective analyzer 210 and the blurriness analyzer 212.

[0088] The example image area divider 404 of the illustrated example FIG. 4is

provided to divide different areas within the photograph to be analyzed for blurriness. In

some examples, the image area divider 404 functions the same as or similar to the image area

divider 306 of the perspective analyzer 210 of FIG. 3. In some examples, a single image area

divider is implemented to serve both the perspective analyzer 210 and the blurriness analyzer

212. In some examples, parts of a photograph may be sharp while other parts of the

photograph may be blurry. Accordingly, analyzing separate areas of the photograph can

serve to better detect whether the photograph is blurry or not. An example division of areas

to be analyzed is represented in FIG. 41 in which the image is divided into nine sections with

the four side sections (e.g., numbered in the illustrated example) being used in the analysis.

In some examples, the side areas are selected for analysis because the central region is

typically the most likely to be sharp because the central region of an image is often the

reference used when a camera auto-focuses before taking a picture. Other arrangements of

the areas (e.g., smaller or larger areas, different shapes of areas, different amount of areas

selected for analysis, etc.) may alternatively be used.

[0089] The example pixel evaluator 406 of the illustrated example of FIG. 4 is

provided to evaluate each pixel within each area to determine whether the pixel is to be

included in an analysis for blurriness. In some examples, a pixel is identified for analysis if



the pixel has a pixel value above a corresponding pixel value threshold. As described above,

in some examples, each pixel will have a value between 0 and 255 where 255 is perfectly

white (corresponding to a sharp edge identified by the edge detection filter) and 0 is perfectly

black (corresponding to an area that does not change intensity at all in the direction of the

applied edge detection filter). In some examples, the pixel value threshold is 35 such that the

black and nearly black pixels are excluded from the analysis. In other examples, a different

threshold greater than or less than 35 may alternatively be (e.g., 10, 20, 25, 50, etc.). In some

examples, all pixels are analyzed (i.e., there is no threshold to select the pixels). In some

examples, the pixel values corresponding to the pixels identified for blurriness analysis are

stored in a vector as a placeholder for the pixel values.

[0090] The example variance estimator 408 of the illustrated example of FIG. 4 is

provided to estimate or evaluate the variance of pixel values for all of the pixels identified by

the pixel evaluator 406. The greater amount of variance is indicative of blurriness because

the pixel values will vary across gradual contrasting gradients of blurred lines rather being

abrupt changes if the detected edge lines were sharp and clear.

[0091] The example blurriness probability analyzer 410 of the illustrated example of

FIG. 4 is provided to analyze the estimated variance of pixel values for each of the areas in

the image using a logistic model to calculate a probability that the photograph is blurry. In

some examples, the output probability will be a value between 0 and 1 where 0 indicates

there is no probability of the photograph being blurry while increasing values approaching 1

indicate an increasing probability that the photograph is blurry. In some examples, the

blurriness probability analyzer 410 designates a photograph as either blurry or not blurry

based on whether the calculated probability exceeds a defined blurriness threshold. In some

examples, the blurriness threshold is about 0.9 but may be higher or lower (e.g., 0.7, 0.8,

0.95) depending upon the amount of blurriness that is acceptable for the particular

application.

[0092] While an example manner of implementing the blurriness analyzer 212 of

FIG. 2 is illustrated in FIG. 4, one or more of the elements, processes and/or devices

illustrated in FIG. 4 may be combined, divided, re-arranged, omitted, eliminated and/or

implemented in any other way. Further, the example image gradient generator 402, the

example image area divider 404, the example pixel evaluator 406, the example variance

estimator 408, the example blurriness probability analyzer 410, and/or, more generally, the

example blurriness analyzer 212 of FIG. 4 may be implemented by hardware, software,

firmware and/or any combination of hardware, software and/or firmware. Thus, for example,



any of the example image gradient generator 402, the example image area divider 404, the

example pixel evaluator 406, the example variance estimator 408, the example blurriness

probability analyzer 410, and/or, more generally, the example blurriness analyzer 212 could

be implemented by one or more analog or digital circuit(s), logic circuits, programmable

processor(s), application specific integrated circuit(s) (ASIC(s)), programmable logic

device(s) (PLD(s)) and/or field programmable logic device(s) (FPLD(s)). When reading any

of the apparatus or system claims of this patent to cover a purely software and/or firmware

implementation, at least one of the example image gradient generator 402, the example image

area divider 404, the example pixel evaluator 406, the example variance estimator 408, and/or

the example blurriness probability analyzer 410 is/are hereby expressly defined to include a

tangible computer readable storage device or storage disk such as a memory, a digital

versatile disk (DVD), a compact disk (CD), a Blu-ray disk, etc. storing the software and/or

firmware. Further still, the example blurriness analyzer 212 of FIG. 2 may include one or

more elements, processes and/or devices in addition to, or instead of, those illustrated in FIG.

4, and/or may include more than one of any or all of the illustrated elements, processes and

devices.

[0093] FIG. 5 is an example implementation of the example photograph stitcher 214

of FIG. 2. In the illustrated example, the photograph stitcher 214 includes an example

transformation calculator 502, an example stitching error calculator 504, an example stitch

parameter generator 506, an example image stitcher 508, and an example image size

estimator 510.

[0094] The example transformation calculator 502 of the illustrated example of FIG.

5 is provided to estimate or calculate geometric transformations of the different shots of a

multi-shot photograph to be stitched together. In some examples, the transformation

calculator 502 of FIG. 5 is the same as the example transformation calculator 207 of FIG. 2.

In some examples, the transformation for each shot is estimated based on initial stitch

parameters. In some examples, the initial stitch parameters include the orientation data stored

for the shot (e.g., feedback data from the sensors of the mobile device) indicating the angle of

tilt of the mobile device 108 (e.g., rotation about the X axis 114), the angle of inclination

forward or backward (e.g., rotation about the Y axis 116), and the compass direction of the

mobile device 108 (e.g., rotation about the Z axis 118). Additionally, in some examples, the

initial stitch parameters include lens parameters associated with the camera of the mobile

device 108 that characterize the lens focal length and/or the field of view of the camera.

Calculating initial estimates of transformations for the photographs based on the initial stitch



parameters (e.g., the actual values returned by the mobile device sensors) relative to a

reference orientation provides relatively accurate transformations for each photograph to be

aligned and stitched with the overlapping regions of the other transformed photographs.

Furthermore, such initial transformation estimates are determined based on sensor feedback

(orientation data) without regard to analyzing the pixel information to attempt to match the

overlapping regions of the different shots as with other known stitching techniques.

[0095] While the initial estimate provides relatively accurate transformed

photographs to be aligned for stitching, the reliability of the resulting transformation depends,

in part, on the reliability and/or precision of the orientation sensors (e.g., accelerometers,

gyroscopes, etc.) on the mobile device from which the stitching parameters are obtained.

Accordingly, in some examples, the transformation calculator 502 calculates additional

transformations based on random variations to the stitch parameters generated by the example

stitch parameter generator 506. In some examples, the randomly generated variation in the

stitch parameters is limited to within specific thresholds of the initial stitch parameters. For

example, the variation in the orientation of the mobile device about any of the three axes may

be limited to within 2 degrees of the initial values actually provided by the sensors of the

mobile device 108. In other examples, different thresholds may be used (e.g., 1 degree, 3

degrees, 5 degrees, etc.).

[0096] In the illustrated example of FIG. 5, the example photograph stitcher 214 is

provided with the example stitching error calculator 504 to compare the overlapping portions

of adjacent photographs to be stitched together after the photographs have been transformed

based on the transformation estimates calculated by the transformation calculator 502. That

is, the stitching error calculator 504 determines an error or amount of difference between the

overlapping regions of photographs transformed based on an initial transformation

corresponding to the initial stitch parameters and the error between the overlapping regions of

the photographs transformed based on each of the modified stitch parameters generated by

the stitch parameter generator 506. In some examples, the error in each comparison is

calculated as the root mean square (RMS) of the corresponding values for corresponding

pixels of the overlapping regions of the two transformed shots being analyzed. In some such

examples, the stitching error calculator 504 identifies the stitch parameters that produce the

least amount of error (i.e., the best error) to be used in the actual stitching of the photographs.

[0097] The example image stitcher 508 of the illustrated example of FIG. 5 is

provided to stitch or splice the photographs into a single image once transformed by the

transformation calculator 502 based on the best stitch parameters identified by the stitching



error calculator 504. The example image size estimator 510 of the illustrated example of

FIG. 5 is provided to estimate a total size of a final image corresponding to each of multiple

shots stitched together by the image stitcher 508. In some example, the image size estimator

510 calculates the size of the image bounded by region of interest lines defined by a user.

[0098] While an example manner of implementing the photograph stitcher 214 of

FIG. 2 is illustrated in FIG. 5, one or more of the elements, processes and/or devices

illustrated in FIG. 5 may be combined, divided, re-arranged, omitted, eliminated and/or

implemented in any other way. Further, the example the example transformation calculator

502, the example stitching error calculator 504, the example stitch parameter generator 506,

the example image stitcher 508, the example image size estimator 510, and/or, more

generally, the example photograph stitcher 214 of FIG. 5 may be implemented by hardware,

software, firmware and/or any combination of hardware, software and/or firmware. Thus, for

example, any of the example transformation calculator 502, the example stitching error

calculator 504, the example stitch parameter generator 506, the example image stitcher 508,

the example image size estimator 510, and/or, more generally, the example photograph

stitcher 214 could be implemented by one or more analog or digital circuit(s), logic circuits,

programmable processor(s), application specific integrated circuit(s) (ASIC(s)),

programmable logic device(s) (PLD(s)) and/or field programmable logic device(s)

(FPLD(s)). When reading any of the apparatus or system claims of this patent to cover a

purely software and/or firmware implementation, at least one of the example transformation

calculator 502, the example stitching error calculator 504, the example stitch parameter

generator 506, the example image stitcher 508, and/or the example image size estimator 510

is/are hereby expressly defined to include a tangible computer readable storage device or

storage disk such as a memory, a digital versatile disk (DVD), a compact disk (CD), a Blu-

ray disk, etc. storing the software and/or firmware. Further still, the example photograph

stitcher 214 of FIG. 2 may include one or more elements, processes and/or devices in

addition to, or instead of, those illustrated in FIG. 5, and/or may include more than one of any

or all of the illustrated elements, processes and devices.

[0099] Flowcharts representative of example machine readable instructions for

implementing the photograph capturing module 120 of FIGS. 1 and 2 are shown in FIGS. 42-

48. In this example, the machine readable instructions comprise a program for execution by a

processor such as the processor 4912 shown in the example processor platform 4900

discussed below in connection with FIG. 49. The program may be embodied in software

stored on a tangible computer readable storage medium such as a CD-ROM, a floppy disk, a



hard drive, a digital versatile disk (DVD), a Blu-ray disk, or a memory associated with the

processor 4912, but the entire program and/or parts thereof could alternatively be executed by

a device other than the processor 4912 and/or embodied in firmware or dedicated hardware.

Further, although the example program is described with reference to the flowcharts

illustrated in FIG. 42-48, many other methods of implementing the example photograph

capturing module 120 may alternatively be used. For example, the order of execution of the

blocks may be changed, and/or some of the blocks described may be changed, eliminated, or

combined.

[0100] The example process of FIG. 42 begins at block 4202 where the example

photograph capturing controller 202 determines whether a user will be taking a single shot or

multiple shots to be stitched together. If the user indicates that multiple shots are to be taken,

control advances to block 4204 where a multi-shot workflow is implemented and then the

example of FIG. 42 ends. An example multi-shot workflow corresponding to block 4204 is

described in detail below in connection with FIG. 6. In some examples, whether a user

intends to take a single shot or multiple shots to be stitched together is determined based on

whether the user presses a capture button to capture after capturing a first shot or presses a

button to continue to post-processing. That is, in some examples, a single shot is assumed

until the user indicates a second shot is to be captured, at which point the example process of

FIG. 6 may be implemented.

[0101] Returning to block 4202, if a single shot is to be taken, control advances to

block 4206 where the example photograph capturing interface 204 displays capture

information to the user (e.g., via a display screen of a mobile device being used to take the

picture). At block 4208, the example region of interest module 216 displays region of

interest lines. In some examples, the region of interest lines a user-adjustable. In other

examples, the region of interest lines are omitted. At block 4210 of the example process of

FIG. 42, the example photograph capturing controller 202 captures and evaluates a

photograph. Further detail in the process of capturing and evaluating a photograph are

described below in connection with FIG. 43. Once a photograph has been captured and

evaluated, at block 4212, the example photograph capturing controller 202 determines

whether the photograph is valid. In some examples, a photograph is valid if the evaluation

(performed at block 4210) does not indicate a likelihood of the photograph having poor

quality (e.g., the photograph meets acceptable threshold requirements). In particular, as

described more fully below, after a photograph is captured, the photograph is analyzed for

blurriness and perspective. If the example photograph capturing controller 202 determines



that the device is blurry (e.g., a probability of blurriness exceeds a corresponding blurriness

threshold) and/or that there is perspective (e.g., a probability of perspective exceeds a

corresponding perspective threshold), the photograph may be rejected as invalid (i.e.,

unreliable for use in subsequent image recognition analysis)

[0102] If the photograph is not valid, control advances to block 4214 where the user

is requested to retake the photograph. In some examples, the photograph is automatically

rejected. In some examples, the user is given the option to accept the photograph even

though the evaluation indicated it was not valid. In some examples, a user may be request to

re-take a shot a set number of times (e.g., three attempts) before the user is allowed to accept

an invalid photograph.

[0103] If the captured photograph is determined to be valid (block 4212), control

advances to block 4216 where the example captured photograph database 222 stores the

photograph in an upright orientation. Different users may hold a mobile device in different

ways when taking pictures. For example, some users may hold the mobile device with a

capture button (e.g., the capture button 608) on the left side (in landscape mode) while other

users may hold a mobile device with the capture button on the right side. Likewise, some

users may position the button either on the top or the bottom when holding the mobile device

in portrait mode. Comparing photographs taken by such users without taking into account the

orientation of the mobile device would result in the pictures from one user being upside down

relative to the others. Accordingly, in some examples, the example orientation monitor 206

is used to define an upright direction for the captured photograph before it is stored. In some

examples, the upright orientation is determined by the example orientation monitor 206

analyzing information collected from sensors on the mobile device indicating the orientation

of the device at the time the photograph was taken. Thus, in some examples, the photograph

may be rotated before being stored.

[0104] At block 4218, the example photograph capturing interface 204 displays a

preview of the photograph to the user. At block 4220, the example region of interest module

216 adjusts and/or defines the region of interest based on user input. In some examples, a

user may adjust the region of interest defined previously by region of interest lines at block

4208. In other examples, where no region of interest was initially defined, the user may

define a region of interest.

[0105] At block 4222, the example perspective corrector 218 corrects the perspective

in the photograph. As described above, photographs with too much perspective are rejected

as invalid. However, photographs may still contain some level of perspective, just not



enough to exceed the threshold to reject the photograph. Because of perspective, although

the region of interest may correspond to a rectangular shelf, the lines demarcating the region

of interest are likely to be distorted (e.g., have the appearance of a non-rectangular

quadrilateral). Accordingly, in some examples, the mobile device implements a transform on

the photograph to make the defined region of interest rectangular, thereby correcting for any

perspective distortion in the original picture. At block 4224, the example scene segment

demarcation module 220 demarcates segments within the region of interest based on user

input. In some examples, where the region of interest corresponds to a shelving module, the

user is enabled to define shelf positions within the perspective corrected photograph.

Correcting the perspective (block 4222) and demarcating segments (block 4224) serve to

facilitate the accurate image recognition analysis of the photograph at a later time. Once the

shelf positions have been demarcated (block 4224), the example process of FIG. 42 ends.

[0106] FIG. 43 is a flowchart representative of an example process to capture and

evaluate a photograph. In some examples, the process of FIG. 43 may be implemented at

block 4210 of FIG. 42. The example process of FIG. 43 begins at block 4302 where the

example orientation monitor 206 and the example movement monitor 208 monitor the

orientation and movement of a mobile device based on sensors in the device (e.g., gyroscope,

accelerometer, magnetic field detector, etc.). At block 4304, the example photograph

capturing interface 204 displays orientation guides (e.g., the orientation guides 602, 1202,

1502) to assist a user in properly orienting the mobile device. At block 4306, the example

orientation monitor 206 determines whether the mobile device is in an acceptable orientation

is determined. In some examples, the orientation of the mobile device is acceptable when a

difference between the orientation of the mobile device and a reference orientation (e.g., an

upright position) are within corresponding orientation thresholds (e.g., threshold angle of

rotation or tilt in the X axis 114, threshold angle of inclination in the Y axis 116, and/or

threshold angle of rotation in the Z axis 118). If the orientation is not acceptable, control

advances to block 4308 where the example photograph capturing controller 202 disables the

capture button (e.g., the capture button 608) and the example photograph capturing interface

204 provides visual and/or non-visual feedback to correct the orientation. In some examples,

the visual feedback corresponds to the orientation guides 602, 1202, 1502 described above

that may change color, shape, size, and/or placement on the display depending on the

orientation of the mobile device.

[0107] Additionally or alternatively, in some examples, non-visual feedback is

provided to a user. In some examples, the non-visual feedback includes sound (e.g., a



beeping) when the mobile device is not in an acceptable orientation. In some examples, the

non-visual feedback includes vibration of the mobile device when it is not in an acceptable

orientation. In some examples, the non-visual feedback varies proportionately with how

close or far away the orientation of the mobile device is relative to an acceptable orientation

(e.g., the reference orientation). For example, sound may become louder and/or beep faster

the further away the mobile device moves away from the upright position (or other desired

position within the defined threshold limits). Similarly, in some examples, the amount of

vibration and/or the frequency and/or speed of vibration pulses may increase the further away

the mobile device moves from an acceptable orientation. As the visual and/or non-visual

feedback is provided to a user (block 4308), control returns to block 4302 to continue

monitoring the orientation and movement of the mobile device.

[0108] Returning to block 4306, if the mobile device is in an acceptable position,

control advances to block 4309 where the example photograph capturing controller 202

determines whether a user has already pressed the capture button. If the user has not already

pressed the capture button, control advances to block 4310 where the capture button is

enabled. At block 4312, the photograph capturing controller 202 determines whether a

request to capture a photograph has been received. In some examples, a request to capture a

photograph has been received once a user presses the capture button (enabled at block 4310).

If no request is received, control returns to block 4302. If a request to capture a photograph is

received, control advances to block 4314 where the example movement monitor 208

determines whether the mobile device is still. Returning to block 4309, if the example

photograph capturing controller 202 determines that a user has already pressed the capture

button, control advances directly to block 4314 to determine whether the mobile device is

still. In some examples, the mobile device is determined to be still when the level of

movement of the device (based on associated motion sensors) is below a movement

threshold. If the device is not still (e.g., the level of movement exceeds the threshold),

control advances to block 4316 where the request to capture a photograph is cancelled and a

visual timer (e.g., the visual timer 2502) is reset, whereupon control returns to block 4302. In

some examples, with the request cancelled, the user must reposition and steady the mobile

device and press the capture button again before a picture can be taken.

[0109] If the example movement monitor 208 determines that the mobile device is

still (block 4314), control advances to block 4318 where the mobile device determines

whether a visual timer (e.g., the visual timer 2502) has begun. In some examples, the timer

begins when the capture button is first pressed and the device is confirmed to be sufficiently



still. Accordingly, if the visual timer has not begun, control advances to block 4320 to begin

the visual timer at which point control returns to block 4302 to continue monitoring the

orientation and movement of the mobile device. If the visual timer has begun (e.g., initiated

during a previous iteration of the example process), control advances to block 4322 to

determine whether the timer has elapsed a threshold period of time. If not, control returns to

block 4302. In some examples, the threshold period of time corresponds to the time taken for

the visual timer to change from its initial appearance (e.g., FIG. 15(b)) to a final appearance

(e.g., FIG. 15(f)). In some examples, if the mobile device does not remain sufficiently steady

during the threshold period of time, the request to capture a photograph is canceled and the

timer is reset (block 4316).

[0110] If the timer has elapsed the threshold period of time (block 4322), control

advances to block 4324 where the photograph capturing controller 202 takes a photograph of

the scene where the camera of the mobile device is directed. At block 4326, the captured

photograph database 222 stores orientation data associated with the photograph. In some

examples, the orientation data is based on feedback from the position and motion sensors in

the mobile device defining the orientation of the device on all three axes. In some examples,

the orientation data is used to determine the upright position of the photograph when it is to

be stored at block 4216 of FIG. 42 as described above.

[0111] At block 4328, the example perspective analyzer 210 evaluates the perspective

of the photograph. An example process to evaluate the perspective of a photograph is

described in greater detail below in connection with FIGS. 44 and 45. At block 4330, the

example blurriness analyzer 212 evaluates the blurriness of the photograph. An example

process to evaluate the blurriness of a photograph is described in greater detail below in

connection with FIG. 46. After the photograph has been captured and evaluated, the example

process of FIG. 43 ends and returns to complete the process of FIG. 42 as described above.

[0112] The example process of FIG. 44 begins at block 4402 where the example

image gradient generator 302 of the example perspective analyzer 210 converts the

photograph to grayscale. Converting to grayscale reduces the processing requirements and,

thus, increases the speed of the post-processing analysis of the photograph. At block 4404,

the example image gradient generator 302 applies an edge detection filter to the photograph

to generate an image gradient of edges in the photograph. For purposes of explanation, the

scene of interest is assumed to be a shelving unit with horizontal shelves. Accordingly, in

some such examples, only a vertical edge detection filter (e.g., a Sobel filter) is applied to

detect the edges of the shelves that may be used to evaluate the perspective of the



photograph. Limiting the edge detection filter to one direction serves to increase the speed of

the analysis but different applications of the filter may be applied in different directions or

multiple directions as needed.

[0113] At block 4406, the example potential edge line calculator 304 calculates

potential edge lines associated with each white pixel in the image gradient (e.g., the pixels

corresponding to detected edges). Greater detail in calculating potential edge lines is

described below in connection with FIG. 45.

[0 4] At block 4408, the example image area divider 306 defines areas of the image

gradient for analysis. At block 4420, the example edge line evaluator 308 identifies a first

pixel to analyze in a first of the areas. In some examples, every pixel within the identified

area is analyzed. In some examples, the edge line evaluator 308 iterates through each row of

pixels. At block 4422, the example edge line evaluator 308 determines if the pixel has

associated potential edge lines to evaluate (e.g., initially calculated at block 4406). If the

pixel has associated potential edge lines, control advances to block 4424 where the example

edge line evaluator 308 evaluates a first potential edge line based on a number of white pixels

the line passes through. Each potential edge line is defined as a line with a predetermined

angle (calculated at block 4406) passing through the pixel. Using the specified angle of the

potential edge line (calculated at block 4406) in conjunction with the calculated position of

all the white pixels in the image (calculated at block 4406), the example edge line evaluator

308 can determine the number of white pixels through which the line passes. At block 4426,

the example edge line evaluator 308 determines whether the potential edge line has more

pixels than a best line (e.g., a line having more with pixels than any other line in the area

being analyzed). If so, control advances to block 4428 where the potential edge line is set as

the best line (i.e., the line most likely to correspond to an actual edge). In some examples, if

the potential edge line is the first line being analyzed in the process, it is automatically set as

the best line. After setting the best line (block 4428), control advances to block 4430 to

determine whether there is another potential edge line to evaluate. If so, control returns to

block 4424. Returning to block 4426, if the potential edge line being analyzed does not have

more white pixels than the best line, control advances directly to block 4430.

[0115] If there are no more potential edge lines to evaluate (block 4430), control

advances to block 4432, where the example edge line evaluator 308 determines whether there

is another pixel to evaluate. If so control returns to block 4422. Otherwise, control advances

to block 4434 where the best line is stored as a line for the area analyzed. At block 4436, the

example image area divider 306 determines whether there is another area to be analyzed. If



so control returns to block 4420 to repeat the process of analyzing each pixel to determine the

best line in the area and store it as the line for the area.

[0116] If all areas have been analyzed, control advances to block 4438 where the

example perspective probability analyzer 310 calculates a perspective probability based on

the angles of the best lines identified for each area. In some examples, the probability is

determined based on applying a logistic model to the identified angles. At block 4430, the

example perspective probability analyzer 310 determines whether the probability exceeds a

threshold. If the calculated probability for the photograph does not exceed the threshold,

control advances to block 4432 where the photograph is marked as containing no perspective

(e.g., the photograph is valid for purposes of perspective) at which point the example process

of FIG. 44 ends and returns to the process of FIG. 43. While there may be some perspective

in such examples, the amount is acceptable for purposes of subsequent image recognition

analysis. If the calculated probability for the photograph does exceed the threshold (block

4430), control advances to block 4434 where the photograph is marked as containing

perspective at which point the example process of FIG. 44 ends and returns to the process of

FIG. 43.

[0117] FIG. 45 is a flowchart representative of an example process to calculate

potential edge lines associated with each white pixel in an image gradient. In some

examples, the process of FIG. 45 may be implemented at block 4406 of FIG. 44. The

example process of FIG. 45 begins at block 4502 where the example potential edge line

calculator 304 determines the position of a white pixel in the image gradient. In some

examples, white pixels are identified based on their pixel value. More particularly, in some

examples, where the photograph was converted to grayscale, the pixel will have a value

between 0 and 255 where 255 is perfectly white and 0 is perfectly black. In some examples,

only pixels with a 255 value are identified for further analysis. In other examples, a range of

pixel values (e.g., from 250-255, 240-255, 230-255, 200-255, etc.) are used to identify white

pixels. In some examples, the position of each identified white pixel is defined by the x and y

positions or coordinates of the pixel with in the two-dimensional pixel grid of the image.

[0118] At block 4504, the example potential edge line calculator 304 defines a line

passing through the pixel at a specified angle. In some examples, where horizontally

extended edges are going to be detected (e.g., the edges of shelves in a shelving module) the

specified angle is specified within a range of angles above and below a horizontal line. At

block 4506, the example potential edge line calculator 304 determines the limits (e.g.,



endpoints) of the line based on the size of the photograph. At block 4508, the example

potential edge line calculator 304 stores the line as a potential edge line for the pixel.

[0119] At block 4510, the example potential edge line calculator 304 determines

whether to define another line at a different angle. If so, control returns to block 4504.

Otherwise, control advances to block 4512, where the example potential edge line calculator

304 determines whether there is another white pixel for which to calculate potential edge

lines. If so, control returns to block 4502. Otherwise, the example process of FIG. 45 ends

and returns to complete the process of FIG. 44.

[0120] FIG. 46 is a flowchart representative of an example process to evaluate

blurriness in a photograph. In some examples, the process of FIG. 46 may be implemented at

block 4330 of FIG. 43. The example process of FIG. 46 begins at block 4602 where the

example image gradient generator 402 of the example blurriness analyzer 212 converts the

photograph to grayscale. At block 4604, the example image gradient generator 402 applies

an edge detection filter to the photograph to generate an image gradient of edges in the

photograph. In some examples, blocks 4602 and 4604 of the example process of FIG. 46 are

identical to blocks 4402 and 4404 of FIG. 44. Accordingly, in some examples, the resulting

gradient image generated at block 4404 is used in place of implementing blocks 4602 and

4604. At block 4606, the example image area divider 404 defines areas of the image gradient

for analysis.

[0121] At block 4608, the example pixel evaluator 406 identifies a first pixel to

analyze in a first of the areas. In some examples, every pixel within the identified area is

analyzed. In some examples, the example pixel evaluator 406 iterates through each row of

pixels. At block 4610, the example pixel evaluator 406 determines whether the pixel value is

above a threshold. If the pixel value is above the threshold (block 4610), control advances to

block 4612 where the pixel value is stored in a vector (e.g., a placeholder for all values to be

analyzed). Control then advances to block 4614 where the example pixel evaluator 406

determines whether there is another pixel to analyze. If so control returns to block 4610. If

the pixel value is not above the threshold (block 4610), control advances directly to block

4614.

[0122] Once example pixel evaluator 406 determines that there are no more pixels in

the area to analyze (block 4614), control advances to block 4616 where the example variance

estimator 408 estimates the variance of the pixel values stored in the vector. At block 4618,

the example image area divider 404 determines whether there is another area to analyze. If

so, control returns to block 4608 to repeat the process for the designated area of the image.



When there are no more areas to analyze, control advances to block 4620 where the example

blurriness probability analyzer 410 calculates a blurriness probability based on the variance

of pixel values for each area. At block 4622, the example blurriness probability analyzer 410

determines whether the probability exceeds a blurriness threshold. If the calculated

probability for the photograph does not exceed the blurriness threshold (block 4622), control

advances to block 4624 where the photograph is marked as not blurry (i.e., sharp) at which

point the example process of FIG. 46 ends and returns to the process of FIG. 43. If the

calculated probability for the photograph does exceed the threshold (block 4622), control

advances to block 4626 where the photograph is marked as blurry at which point the example

process of FIG. 46 ends and returns to the process of FIG. 43.

[0123] FIG. 47 is a flowchart representative of example process to guide a user in

capturing multiple photographs to be stitched together to form a single high quality final

image for subsequent image recognition analysis. In some examples, the process of FIG. 47

may be implemented at block 4204 of FIG. 42. The example method of FIG. 47 begins at

block 4702 where the example photograph capturing controller 202 determines whether a

user will be taking a single shot or multiple shots stitched together. If the user indicates that a

single shot is to be taken, control advances to block 4704 where the single shot workflow

described in connection with FIG. 42 is implemented, whereupon the example of FIG. 47

ends. In some examples, the example photograph capturing controller 202 determines that

multiple shots are to be taken when a user presses the capture button (e.g., the capture button

608) a second time after capturing a first photograph without completing the post-processing

of the first shot. If multiple shots are to be taken, control advances to block 4706 where

capture information is displayed to the user. In the illustrated example, when a user takes the

first shot of a multi-shot photograph, blocks 4706, 4708, 4710, 4712, 4714, and 4716 follow

the same process as described above in connection with corresponding blocks 4206, 4208,

4210, 4212, 4214, and 4216 of FIG. 42.

[0124] After capturing and storing the photograph, control advances to block 4718

where the example photograph capturing controller 202 determines whether the photograph is

the first shot of the multi-shot process. If so, control advances to block 4720 where the

example orientation monitor 206 updates the reference orientation and corresponding

thresholds. In some examples, the process to capture the first shot for a multi-shot image is

the same as capturing a single shot as described above in FIGS. 42-5. Thus, as described

above, in some examples, the orientation of the mobile device in a single shot process is

limited by threshold angles of tilt and inclination (e.g., rotation about the X and Y axes 114,



116) relative to a reference orientation such as an upright position (assumed for vertically

oriented front facing plane of shelving modules). In some examples, the threshold angles

may be around 20 to 30 degrees. Effective stitching of separate shots in a multi-shot process

can be significantly improved when each of the shots are taken from approximately the same

orientation. Accordingly, in some examples, the orientation data defining the orientation of

the mobile device at the time of the first shot is used as the reference orientation of the

subsequent shots.

[0125] In some examples, the orientation limits or thresholds from the reference

orientation are stricter for second and subsequent shots than the threshold limits relative to an

upright position (e.g., the initial reference orientation) for the first shot. For example, while

the orientation of the mobile device may limited to within 30 degrees of the initial reference

orientation before a first shot can be taken, a mobile device taking second and subsequent

shots for a multi-shot image may be limited to within 10 degrees of the orientation of the

mobile device when the first shot was taken. Additionally, in some examples, there may be

no limits on the compass direction of the mobile device during a first shot as there is no

reference direction that can be assumed (rather a user is assumed to aim the mobile device

towards the scene being photographed), the mobile device is limited in its compass direction

(rotation about the vertical Z axis 118) to a corresponding threshold limit for second and

subsequent shots. In some examples, the limit or thresholds defining the extent of

misorientation acceptable for a mobile device (relative to the reference orientation) in second

and subsequent shots may be greater than or less than 10 degrees (e.g., 5 degree, 15 degrees,

etc.).

[0126] Once the orientation limits are defined for subsequent shots (block 4720),

control advances to block 4722. If the captured photograph is not the first shot (block 4718),

control advances directly to block 4722. At block 4722 the example photograph capturing

interface 204 visually indicates region(s) in the scene of interest corresponding to previously

captured photograph(s). In some examples, the first shot is overlaid on the display of the

current field of view of the camera to provide an indication to the user of what portion or

region of the scene has already captured in the first image to assist in determining where to

direct the second shot. In some examples, after the second shot, both the first and second

shot are overlaid the display. In some examples, the first and second shot are stitched

together before being overlaid. In some examples, the overlaid captured photograph(s) are

rendered semi-transparent so that the user can still see that actual scene being viewed by the

camera of the mobile device. In some examples, real-time image recognition of the scene is



implemented to align the overlaid shot(s) with the scene as viewed by the mobile device.

That is, in some examples, as a user aims the mobile device at different locations relative to

the location of the previous shot(s), the amount and position of the overlaid shot(s) within the

display of the mobile device will move accordingly to remain substantially aligned with the

actual region of the scene to which the shot(s) correspond. In some examples, the position of

the previously captures shot(s) relative to a current field of view is determined based on the

current orientation of the mobile device relative to the orientation of the mobile device when

the previous shot(s) were taken.

[0127] In some examples, rather than overlaying previous shots as described above,

the regions in the scene corresponding to the previous shots are visually indicated via lines

and/or a box around the corresponding region. In some examples, a separate box is presented

for each previously captured photograph. In other examples, the combined area covered by

multiple previously captured photographs is visually indicated by a single box or other

suitably shaped outline. In some examples, the appearance (e.g., color) of the boxes change

when there is insufficient overlap between the previously captured shots and the current field

of view.

[0128] At block 4724, the example photograph capturing controller 202 determines

whether there is another photograph to capture (i.e., another shot to take for the multi-shot

image). If so, control returns to block 4710 to capture and evaluate another photograph. In

the illustrated example, the process may be repeated for as many shots as needed to capture

the entire scene of interest. As described above, the process to capture and evaluate a

photograph at block 4710 is the same for the first shot as at block 4210 of FIG. 42, which is

detailed in FIG. 43. The process is the same for second and subsequent shots as well except

that displaying the orientation guides (block 4304 of FIG. 43), determining whether the

device is in an acceptable orientation (block 4306 of FIG. 43), and providing feedback to

correct the orientation if not (block 4308 of FIG. 43) are implemented with respect to the

redefined reference orientation (updated at block 4720). In some examples, the number of

shots may be predefined such that once the number is reached, the example photograph

capturing controller 202 determines there are no more photographs to capture (block 4724)

and control automatically advances to block 4726. Alternatively , in some examples, a user

may continue taking additional photographs until the user indicates there are no more shots to

be taken (e.g., by selecting the next button) at which point control advances to block 4726.

[0129] At block 4726, the example photograph stitcher 214 stitches the captured

photographs together using low resolution. Further detail to stitch the captured photographs



is provided below in connection with FIG. 458. In some examples, low resolution stitching is

implemented to reduce the processing requirements on the mobile device and to provide a

quick preview to a user of the stitched image that a user can interact with to verify the

accuracy of the stitching and/or to provide additional feedback to improve the quality of the

stitched image. In some examples, the separate shots are stitched using the full (e.g., high)

resolution of the photographs as captured by the mobile device. At block 4728, a preview of

the low resolution stitched image is displayed to the user. In some examples, the user is

given the ability to adjust the proposed stitching (e.g., move the positions of one or more of

the shots relative to the other shots). Blocks 4730, 4732, and 4734 of the example process of

FIG. 47 are the same as blocks 4220, 4222, 4224 of the example process of FIG. 42 as

described above.

[0130] After segments within the region of interest have been demarcated (block

4734), control advances to block 4736 where the separate shots are stitched using high

resolution. In some examples, stitching using high resolution serves to improve the accuracy

of the stitching to generate a higher quality final image to be sent to central data collection

facility for subsequent image recognition analysis. By contrast, the low resolution stitching

described above facilitates faster processing by the mobile device when interacting with the

user to obtain additional feedback (e.g., defining the region of interest (block 4730) to then

correct perspective (block 4732), and demarcating separate segments of the region of interest

(block 4734)). In some examples, because mobile device screens are so small, there will be

no appreciable difference to a user between the high resolution stitching and the low

resolution stitching. At block 4738, the example image size estimator 510 estimates an image

size. In some examples, the image size corresponds to the size of the stitched shots within

the area defined by the region of interest input by the user. At block 4740, a preview of the

high resolution stitched image is displayed to the user. In this manner, the user can see the

final image to verify there are no obvious errors before accepting the image to be transmitted

to a data collection facility for subsequent analysis. After this, the example process of FIG.

47 ends.

[0131] FIG. 48 is a flowchart representative of an example process to stitch captured

photographs using low resolution. In some examples, the process of FIG. 48 may be

implemented at block 4726 of FIG. 47. Although the example process of FIG. 48 is

described with respect to low resolution photographs, the process could alternatively be

implemented using high resolution photographs. The example process begins at block 4802

where the example transformation calculator 502 of the example photograph stitcher 214



estimates an initial transformation of a shot (from among multiple shots to be stitched) based

on initial stitch parameters. At block 4804, the example transformation calculator 502

determines whether there is another shot to analyze. If so control returns to block 4802 to

estimate an initial transformation of the next shot based on the corresponding initial stitch

parameters for the shot. If there are no more shots to analyze, control advances to block

4806.

[0132] At block 4806, the example photograph stitcher 214 orders the shots by angle

of inclination forwards or backwards (e.g., rotation about the Y axis 116). In some such

examples, it is assumed that a forward inclination (when the camera is aimed downward)

corresponds to lower portions of a scene being photographed (e.g., the bottom of a shelving

module) while a backward inclination (when the camera is aimed upward) corresponds to

higher portions of a scene (e.g., the top of a shelving module). Thus, in some examples, by

ordering the shots according to angle of inclination, the shots can be ordered according to the

arrangement in which they are to be stitched. At block 4808, one shot (among the multiple

shots to be stitched) is set as a base or beginning shot. In some examples, the base shot

corresponds to a shot that is spatially at the end of the stitched image (e.g., either the top or

the bottom).

[0133] At block 4810, the example photograph stitcher 214 selects the next shot to be

stitched with the previous shot analyzed (e.g., the base shot on the first iteration of the

example process). In some examples, the next shot selected will be the next in the order of

shots determined at block 4806. At block 4812, the example stitching error calculator 504

calculates an initial error between the next shot and the previous shot based on the initial

transformations (estimated at block 4802). At block 4814, the example stitch parameter

generator 506 generates modified stitch parameters based on random variation from the initial

stitch parameters. As described above, the reliability of the orientation data included within

the initial stitch parameters is limited by the precision of the sensors generating the

orientation data. Other factors may also impact the reliability of the stitch parameters.

Accordingly, the example process of FIG. 48 implements a random sample consensus

(RANSAC) process to determine more reliable (e.g., optimized) stitch parameters for the

photographs to be stitched using computer vision techniques.

[0134] At block 4816, the example stitching error calculator 504 calculates a new

error based on the modified stitch parameters. In some examples, the new error is calculated

in the same manner as the initial error. At block 4818, the example stitching error calculator

504 determines whether the new error (calculated at block 4816) is less than a best error (e.g.,



originally set as the initial error calculated at block 4812). If so, control advances to block

4820 where the new error is set as the best error (e.g., to replace the previously defined best

error). At block 4822, the example stitch parameter generator 506 determines whether to

generate another random variation of stitch parameters. In some examples, different

modified stitch parameters are randomly generated a specified number of times to iterate

through the process a sufficient number of times to arrive at improved (e.g., optimized) stich

parameter values that reduce (e.g., minimize) the error between the overlapping portions of

the adjacent pictures. Thus, if the example stitch parameter generator 506 determines there is

another random variation of stitch parameters (block 4822), control returns to block 4814. If

there are no more random variations of stitch parameters to generate (e.g., the example

process has executed the specified number of iterations), control advances to block 4824.

Returning to block 4818, if the new error is not less than the best error, control advances

directly to block 4822.

[0135] At block 4824, the example photograph stitcher 214 determines whether there

is another shot to stitch. If so, control returns to block 4810 to select the next shot to be

stitched and compared with the previous shot analyzed. Otherwise, in some examples,

control advances to block 4826 where the example transformation calculator 502 estimates

final transformations for the shots based on the improved stitch parameters corresponding to

the best error calculated for each shot. In some examples, as described above, the example

stitching error calculator 504 analyzes each adjacent pair of shots together such that the error

is reduced based on how well the photographs align when transformed based on the

corresponding stitch parameters identified for each photograph. In some examples, each

comparison of a pair of adjacent shots begins based on the initial stitch parameter values.

That is, in an example involving three shots (bottom, middle, and top), the middle may be

analyzed relative to the bottom shot (designated as the base or beginning shot) to determine

improved (e.g., optimized) values for the stitch parameters for the middle shot.

Subsequently, in such an example, the top shot is then analyzed relative to the middle shot.

In some examples, the top shot is analyzed relative to the middle shot based on the initial

transformation estimate based on the initial stitch parameters rather than the improved

transformation based on the stich parameters corresponding to the best error for the middle

shot with respect to the bottom shot. Thus, each shot is analyzed relative to the initial stitch

parameters of the adjacent shot, even where the adjacent shot may have already been

analyzed to arrive at improved (e.g., optimized) stitch parameters somewhat different than the

initial values. At block 4826, the example photograph stitcher 214 provides a second level of



iterations to further improve the transformation of the photographs to be stitched by

estimating final transformations based on the improved stitch parameters determined for each

shot as described above.

[0136] At block 4828, the example image stitcher 508 stitches the shots in low

resolution. As described above, in some examples, the shots are stitched in high (e.g., full)

resolution but this is not necessary as this stitching focuses on providing a preview of the

complete stitched image for a user to then provide feedback that may be used to further

improve the quality of the image. Once the shots are stitched (block 4828), the example

process of FIG. 48 ends and returns to FIG. 47.

[0137] As mentioned above, the example processes of FIGS. 42- 48 may be

implemented using coded instructions (e.g., computer and/or machine readable instructions)

stored on a tangible computer readable storage medium such as a hard disk drive, a flash

memory, a read-only memory (ROM), a compact disk (CD), a digital versatile disk (DVD), a

cache, a random-access memory (RAM) and/or any other storage device or storage disk in

which information is stored for any duration (e.g., for extended time periods, permanently,

for brief instances, for temporarily buffering, and/or for caching of the information). As used

herein, the term tangible computer readable storage medium is expressly defined to include

any type of computer readable storage device and/or storage disk and to exclude propagating

signals and to exclude transmission media. As used herein, "tangible computer readable

storage medium" and "tangible machine readable storage medium" are used interchangeably.

Additionally or alternatively, the example processes of FIGS. 42- 48 may be implemented

using coded instructions (e.g., computer and/or machine readable instructions) stored on a

non-transitory computer and/or machine readable medium such as a hard disk drive, a flash

memory, a read-only memory, a compact disk, a digital versatile disk, a cache, a random-

access memory and/or any other storage device or storage disk in which information is stored

for any duration (e.g., for extended time periods, permanently, for brief instances, for

temporarily buffering, and/or for caching of the information). As used herein, the term non-

transitory computer readable medium is expressly defined to include any type of computer

readable storage device and/or storage disk and to exclude propagating signals and to exclude

transmission media. As used herein, when the phrase "at least" is used as the transition term

in a preamble of a claim, it is open-ended in the same manner as the term "comprising" is

open ended.

[0138] FIG. 49 is a block diagram of an example processor platform 4900 capable of

executing the instructions of FIGS. 42-48 to implement the photograph capturing module 120



of FIG. 2. The processor platform 4900 can be, for example, a server, a personal computer, a

mobile device (e.g., a cell phone, a smart phone, a tablet such as an iPad™), a personal

digital assistant (PDA), an Internet appliance, a DVD player, a CD player, a digital video

recorder, a Blu-ray player, a gaming console, a personal video recorder, a set top box, or any

other type of computing device.

[0139] The processor platform 4900 of the illustrated example includes a processor

4912. The processor 4912 of the illustrated example is hardware. For example, the processor

4912 can be implemented by one or more integrated circuits, logic circuits, microprocessors

or controllers from any desired family or manufacturer.

[0140] The processor 4912 of the illustrated example includes a local memory 4913

(e.g., a cache). In the illustrated example, the processor 4912 implements the example

photograph capturing controller 202, the example photograph capturing interface 204, the

example orientation monitor 206, the example transformation calculator 207, the example

movement monitor 208, the example perspective analyzer 210 (detailed in FIG. 3), the

example blurriness analyzer 212 (detailed in FIG. 4), the example photograph stitcher 214

(detailed in FIG. 51), the example region of interest module 216, the example perspective

corrector 218, and/or the example scene segment demarcation module 220 of FIG. 2. The

processor 4912 of the illustrated example is in communication with a main memory including

a volatile memory 4914 and a non-volatile memory 4916 via a bus 4918. The volatile

memory 4914 may be implemented by Synchronous Dynamic Random Access Memory

(SDRAM), Dynamic Random Access Memory (DRAM), RAMBUS Dynamic Random

Access Memory (RDRAM) and/or any other type of random access memory device. The

non-volatile memory 4916 may be implemented by flash memory and/or any other desired

type of memory device. Access to the main memory 4914, 4916 is controlled by a memory

controller.

[0141] The processor platform 4900 of the illustrated example also includes an

interface circuit 4920. The interface circuit 4920 may be implemented by any type of

interface standard, such as an Ethernet interface, a universal serial bus (USB), and/or a PCI

express interface.

[0142] In the illustrated example, one or more input devices 4922 are connected to the

interface circuit 4920. The input device(s) 4922 permit(s) a user to enter data and commands

into the processor 4912. The input device(s) can be implemented by, for example, an audio

sensor, a microphone, a camera (still or video), a keyboard, a button, a mouse, a touchscreen,

a track-pad, a trackball, isopoint and/or a voice recognition system.



[0143] One or more output devices 4924 are also connected to the interface circuit

4920 of the illustrated example. The output devices 4924 can be implemented, for example,

by display devices (e.g., a light emitting diode (LED), an organic light emitting diode

(OLED), a liquid crystal display, a cathode ray tube display (CRT), a touchscreen, a tactile

output device, a light emitting diode (LED), a printer and/or speakers). The interface circuit

4920 of the illustrated example, thus, typically includes a graphics driver card, a graphics

driver chip or a graphics driver processor.

[0144] The interface circuit 4920 of the illustrated example also includes a

communication device such as a transmitter, a receiver, a transceiver, a modem and/or

network interface card to facilitate exchange of data with external machines (e.g., computing

devices of any kind) via a network 4926 (e.g., an Ethernet connection, a digital subscriber

line (DSL), a telephone line, coaxial cable, a cellular telephone system, etc.).

[0145] The processor platform 4900 of the illustrated example also includes one or

more mass storage devices 4928 for storing software and/or data. For example, the mass

storage device 4928 may include the example captured photograph database 222 of FIG. 2.

Examples of such mass storage devices 4928 include floppy disk drives, hard drive disks,

compact disk drives, Blu-ray disk drives, RAID systems, and digital versatile disk (DVD)

drives.

[0146] The coded instructions 4932 of FIGS. 1-6 and 50 may be stored in the mass

storage device 4928, in the volatile memory 4914, in the non-volatile memory 4916, and/or

on a removable tangible computer readable storage medium such as a CD or DVD.

[0147] From the foregoing, it will appreciate that the above disclosed methods,

apparatus and articles of manufacture increase the likelihood of a user capturing high quality

photographs using a mobile device by providing real-time feedback (based on sensor data

from the mobile device) before the photograph is taken while the user is aiming the camera of

the device at a scene to be photographed. Furthermore, the teachings disclosed herein filter

out low quality photographs by performing, via the mobile device, post-processing of

captured images to analyze the presence of perspective and/or blurriness to detect

photographs that do not meet acceptable thresholds of quality, in which case the photograph

may be rejected and the user requested to retake the shot. Further still, the teachings

disclosed herein produce more accurate images of multiple photographs stitched together by

using orientation data collected at the time photographs are captured to estimate

transformations of photographs for the stitching. Increasing the likelihood of high quality

photographs, filtering out poor quality photographs, and using orientation data to transform



photographs as disclosed herein, serve to facilitate and improve subsequent image recognition

analysis of such photographs. Fewer poor quality photographs reduces the amount of

processing of images that do not produce useful data (e.g., because nothing can be

recognized). Furthermore, ensuring higher quality images (including stitched images that are

more accurate) increases the rates of recognition in the images analyzed while reducing the

number of false positives (e.g., misidentifying an object within a photograph).

[0148] Although certain example methods, apparatus and articles of manufacture

have been disclosed herein, the scope of coverage of this patent is not limited thereto. On the

contrary, this patent covers all methods, apparatus and articles of manufacture fairly falling

within the scope of the claims of this patent.



What Is Claimed Is:

1. A method comprising:

presenting an orientation guide on a display of a mobile device to indicate an

orientation of the mobile device relative to a reference orientation;

disabling an image capturing functionality of the mobile device when a difference

between the orientation of the mobile device and the reference orientation exceeds an

orientation threshold; and

enabling the image capturing functionality of the mobile device when the difference

between the orientation of the mobile device and the reference orientation does not exceed

the orientation threshold.

2. The method of claim 1, wherein the orientation guide is a first color when the

difference between the orientation of the mobile device and the reference orientation does not

exceed the orientation threshold and a second color, different from the first color, when the

difference between the orientation of the mobile device and the reference orientation exceeds

the orientation threshold.

3. The method of claim 1, wherein the reference orientation corresponds to a

vertically upright orientation.

4. The method of claim 1, wherein the orientation guide is a quadrilaterally

shaped box superimposed on an image of a field of view of a camera of the mobile device.

5. The method of claim 4, wherein the quadrilaterally shaped box corresponds to

a rectangle oriented in alignment with the reference orientation.

6. The method of claim 5, further including geometrically transforming the

rectangle based on the orientation of the mobile device.

7. A method comprising:

detecting a user request to capture a photograph with a mobile device;

presenting, via a display of the mobile device, a visual timer that incrementally

changes appearance from an initial state to a final state over a period of time during which a

level of movement of the mobile device is below a movement threshold; and

capturing the photograph with the mobile device when the visual timer reaches the

final state.

8. A method comprising:

capturing a photograph with a mobile device;

determining a probability of perspective being present in the photograph; and



prompting a user to capture a new photograph when the probability of perspective

exceeds a perspective threshold.

9. The method of claim 8, wherein the probability of perspective is determined

by:

applying an edge detection filter to the photograph;

evaluating potential edge lines passing through pixels corresponding to edges in the

photograph;

identifying a best line for an area of the photograph, the best line corresponding to one

of the potential edge lines in the area having a higher number of pixels corresponding to

edges in the photograph than other potential edge lines; and

calculating the probability of perspective based on an angle of the best line.

10. The method of claim 9, wherein the probability of perspective is calculated by

applying a logistic model to a plurality of angles corresponding to a plurality of best lines

identified for a plurality of areas of the photograph.

11. The method of claim 9, further including generating the potential edge lines

by:

identifying a pixel corresponding to an edge in the photograph;

defining a series of lines passing through the identified pixel at different angles

between a range of angles within a threshold angle of a line extending perpendicular to a

direction of the edge detection filter; and

defining end points for each line in the series of lines based on a size of the

photograph.

12. A method comprising:

capturing a photograph with a mobile device;

determining a probability of blurriness of the photograph; and

prompting a user to capture a new photograph when the probability of blurriness

exceeds a blurriness threshold.

13. The method of claim 12, wherein the probability of blurriness is determined

by:

applying an edge detection filter to the photograph;

identifying pixels having a pixel value above a pixel value threshold;

estimating a variance of the pixel values corresponding to the identified pixels; and

calculating the probability of blurriness based on the estimated variance.



14. The method of claim 13, wherein the probability of blurriness is calculated by

applying a logistic model to a plurality of variances of pixel values corresponding to a

plurality of areas of the photograph.

15. A method comprising:

capturing a first photograph with a mobile device;

defining a reference orientation for a second photograph to correspond to an

orientation of the mobile device when the first photograph was captured;

preventing the second photograph from being captured when a deviation of the

orientation of the mobile device from the reference orientation is more than a threshold; and

capturing the second photograph when the deviation of the orientation of the mobile

device from the reference orientation is less than the threshold.

16. The method of claim 15, further including overlaying an image of a field of

view of a camera of the mobile device with a graphic indicative of a portion of a scene in the

field of view captured in the first photograph.

17. The method of claim 15, further including:

capturing the second photograph with the mobile device; and

stitching geometric transformations of the first and second photographs together, the

geometric transformations of the first and second photographs based on the orientation of the

mobile device when each of the first and second photographs was captured.

18. The method of claim 17, further including determining the geometric

transformations of the first and second photographs by:

estimating initial transformations for the first and second photographs based on the

orientation of the mobile device when each of the first and second photographs was captured;

calculating modified transformations for the first and second photographs based on

variations in at least one of orientation values or lens parameter values for the mobile device

when each of the first and second photographs were captured;

calculating an error in overlapping portions for each of the initial transformations and

the modified transformations of the first and second photographs; and

selecting final transformations for the first and second photographs based on a

smallest error calculated.

19. An apparatus comprising:

a photograph capturing interface to be implemented on a mobile device, the

photograph capturing interface to present an orientation guide on a display of the mobile

device to indicate an orientation of the mobile device relative to a reference orientation; and



a photograph capturing controller to be implemented on the mobile device, the

photograph capturing controller to disable an image capturing functionality of the mobile

device when a difference between the orientation of the mobile device and the reference

orientation exceeds an orientation threshold, the photograph capturing controller to enable the

image capturing functionality of the mobile device when the difference between the

orientation of the mobile device and the reference orientation does not exceed the orientation

threshold.

20. The apparatus of claim 19, wherein the orientation guide is a first color when

the difference between the orientation of the mobile device and the reference orientation does

not exceed the orientation threshold and a second color, different from the first color, when

the difference between the orientation of the mobile device and the reference orientation

exceeds the orientation threshold.

21. The apparatus of claim 19, wherein the reference orientation corresponds to a

vertically upright orientation.

22. The apparatus of claim 19, wherein the orientation guide is a quadrilaterally

shaped box superimposed on an image of a field of view of a camera of the mobile device.

23. The apparatus of claim 22, wherein the quadrilaterally shaped box corresponds

to a rectangle oriented in alignment with the reference orientation.

24. The apparatus of claim 23, further including a transformation calculator to

geometrically transform the rectangle based on the orientation of the mobile device.

25. An apparatus comprising:

a photograph capturing controller to detect a user request to capture a photograph with

a mobile device

a photograph capturing interface to present, via a display of a mobile device a visual

timer that incrementally changes appearance from an initial state to a final state over a period

of time during which a level of movement of the mobile device is below a movement

threshold, the photograph capturing controller to capture a photograph with the mobile device

when the visual timer reaches the final state.

26. An apparatus comprising:

a photograph capturing controller to capture a photograph with a mobile device;

a perspective analyzer to determine a probability of perspective being present in the

photograph; and

a photograph capturing interface to prompt a user to capture a new photograph when

the probability of perspective exceeds a perspective threshold.



27. The apparatus of claim 26, wherein the perspective analyzer determines the

probability of perspective by:

applying an edge detection filter to the photograph;

evaluating potential edge lines passing through pixels corresponding to edges in the

photograph;

identifying a best line for an area of the photograph, the best line corresponding to one

of the potential edge lines in the area having a higher number of pixels corresponding to

edges in the photograph than other potential edge lines; and

calculating the probability of perspective based on an angle of the best line.

28. The apparatus of claim 27, wherein the perspective analyzer calculates the

probability of perspective by applying a logistic model to a plurality of angles corresponding

to a plurality of best lines identified for a plurality of areas of the photograph.

29. The apparatus of claim 27, wherein the perspective analyzer generates the

potential edge lines by:

identifying a pixel corresponding to an edge in the photograph;

defining a series of lines passing through the identified pixel at different angles

between a range of angles within a threshold angle of a line extending perpendicular to a

direction of the edge detection filter; and

defining end points for each line in the series of lines based on a size of the

photograph.

30. An apparatus comprising:

a photograph capturing controller to capture a photograph with a mobile device;

a blurriness analyzer to determine a probability of blurriness of the photograph; and

a photograph capturing interface to prompt a user to capture a new photograph when

the probability of blurriness exceeds a blurriness threshold.

31. The apparatus of claim 30, wherein the blurriness analyzer determines the

probability of blurriness by:

applying an edge detection filter to the photograph;

identifying pixels having a pixel value above a pixel value threshold;

estimating a variance of the pixel values corresponding to the identified pixels; and

calculating the probability of blurriness based on the estimated variance.

32. The apparatus of claim 31, wherein the blurriness analyzer calculates the

probability of blurriness by applying a logistic model to a plurality of variances of pixel

values corresponding to a plurality of areas of the photograph.



33. An apparatus comprising:

a photograph capturing controller to capture a first photograph with a mobile device;

and

an orientation monitor to define a reference orientation for a second photograph to

correspond to an orientation of the mobile device when the first photograph was captured, the

photograph capturing controller to prevent the second photograph from being captured when

a deviation of the orientation of the mobile device from the reference orientation is more than

a threshold, the photograph capturing controller to capture the second photograph when the

deviation of the orientation of the mobile device from the reference orientation is less than

the threshold.

34. The apparatus of claim 33, further including a photograph capturing interface

to overlay an image of a field of view of a camera of the mobile device with a graphic

indicative of a portion of a scene in the field of view captured in the first photograph.

35. The apparatus of claim 33, further including:

a photograph capturing controller to capture the second photograph with the mobile

device; and

an image stitcher to stitch geometric transformations of the first and second

photographs together, the geometric transformations of the first and second photographs

based on the orientation of the mobile device when each of the first and second photographs

was captured.

36. The apparatus of claim 35, further including a transformation calculator to

determine the geometric transformations of the first and second photographs by:

estimating initial transformations for the first and second photographs based on the

orientation of the mobile device when each of the first and second photographs was captured;

calculating modified transformations for the first and second photographs based on

variations in at least one of orientation values or lens parameter values for the mobile device

when each of the first and second photographs were captured;

calculating an error in overlapping portions for each of the initial transformations and

the modified transformations of the first and second photographs; and

selecting final transformations for the first and second photographs based on a

smallest error calculated.

37. A tangible computer readable storage medium comprising instructions that,

when executed, causes a machine to at least:



present an orientation guide on a display of a mobile device to indicate an orientation

of the mobile device relative to a reference orientation;

disable an image capturing functionality of the mobile device when a difference

between the orientation of the mobile device and the reference orientation exceeds an

orientation threshold; and

enable the image capturing functionality of the mobile device when the difference

between the orientation of the mobile device and the reference orientation does not exceed

the orientation threshold.

38. The storage medium of claim 37, wherein the orientation guide is a first color

when the difference between the orientation of the mobile device and the reference

orientation does not exceed the orientation threshold and a second color, different from the

first color, when the difference between the orientation of the mobile device and the reference

orientation exceeds the orientation threshold.

39. The storage medium of claim 37, wherein the reference orientation

corresponds to a vertically upright orientation.

40. The storage medium of claim 37, wherein the orientation guide is a

quadrilaterally shaped box superimposed on an image of a field of view of a camera of the

mobile device.

41. The storage medium of claim 40, wherein the quadrilaterally shaped box

corresponds to a rectangle oriented in alignment with the reference orientation.

42. The storage medium of claim 41, wherein the instructions further cause the

machine to geometrically transform the rectangle based on the orientation of the mobile

device.

43. A tangible computer readable storage medium comprising instructions that,

when executed, causes a machine to at least:

detect a user request to capture a photograph with a mobile device;

present, via a display of the mobile device, a visual timer that incrementally changes

appearance from an initial state to a final state over a period of time during which a level of

movement of the mobile device is below a movement threshold; and

capture the photograph with the mobile device when the visual timer reaches the final

state.

44. A tangible computer readable storage medium comprising instructions that,

when executed, causes a machine to at least:

capture a photograph with a mobile device;



determine a probability of perspective being present in the photograph; and

prompt a user to capture a new photograph when the probability of perspective

exceeds a perspective threshold.

45. The storage medium of claim 44, wherein the probability of perspective is

determined by:

applying an edge detection filter to the photograph;

evaluating potential edge lines passing through pixels corresponding to edges in the

photograph;

identifying a best line for an area of the photograph, the best line corresponding to one

of the potential edge lines in the area having a higher number of pixels corresponding to

edges in the photograph than other potential edge lines; and

calculating the probability of perspective based on an angle of the best line.

46. The storage medium of claim 45, wherein the probability of perspective is

calculated by applying a logistic model to a plurality of angles corresponding to a plurality of

best lines identified for a plurality of areas of the photograph.

47. The storage medium of claim 45, wherein the instructions further cause the

machine to generate the potential edge lines by:

identifying a pixel corresponding to an edge in the photograph;

defining a series of lines passing through the identified pixel at different angles

between a range of angles within a threshold angle of a line extending perpendicular to a

direction of the edge detection filter; and

defining end points for each line in the series of lines based on a size of the

photograph.

48. A tangible computer readable storage medium comprising instructions that,

when executed, causes a machine to at least:

capture a photograph with a mobile device;

determine a probability of blurriness of the photograph; and

prompt a user to capture a new photograph when the probability of blurriness exceeds

a blurriness threshold.

49. The storage medium of claim 48, wherein the probability of blurriness is

determined by:

applying an edge detection filter to the photograph;

identifying pixels having a pixel value above a pixel value threshold;

estimating a variance of the pixel values corresponding to the identified pixels; and



calculating the probability of blurriness based on the estimated variance.

50. The storage medium of claim 49, wherein the probability of blurriness is

calculated by applying a logistic model to a plurality of variances of pixel values

corresponding to a plurality of areas of the photograph.

51. A tangible computer readable storage medium comprising instructions that,

when executed, causes a machine to at least:

capture a first photograph with a mobile device;

define a reference orientation for a second photograph to correspond to an orientation

of the mobile device when the first photograph was captured;

prevent the second photograph from being captured when a deviation of the

orientation of the mobile device from the reference orientation is more than a threshold; and

capture the second photograph when the deviation of the orientation of the mobile

device from the reference orientation is less than the threshold.

52. The storage medium of claim 51, wherein the instructions further cause the

machine to overlay an image of a field of view of a camera of the mobile device with a

graphic indicative of a portion of a scene in the field of view captured in the first photograph.

53. The storage medium of claim 51, wherein the instructions further cause the

machine to:

capture the second photograph with the mobile device; and

stitch geometric transformations of the first and second photographs together, the

geometric transformations of the first and second photographs based on the orientation of the

mobile device when each of the first and second photographs was captured.

54. The storage medium of claim 53, wherein the instructions further cause the

machine to determine the geometric transformations of the first and second photographs by:

estimating initial transformations for the first and second photographs based on the

orientation of the mobile device when each of the first and second photographs was captured;

calculating modified transformations for the first and second photographs based on

variations in at least one of orientation values or lens parameter values for the mobile device

when each of the first and second photographs were captured;

calculating an error in overlapping portions for each of the initial transformations and

the modified transformations of the first and second photographs; and

selecting final transformations for the first and second photographs based on a

smallest error calculated.

55. A method comprising:



receiving sensor data from a sensor in a mobile device; and

presenting visual feedback to a user, via a display of the mobile device, to guide the

user in capturing a photograph with a camera of the mobile device, the visual feedback based

on the sensor data.

56. The method of claim 55, wherein the sensor data includes orientation data

indicative of an orientation of the mobile device, the visual feedback to guide the user in

positioning the mobile device within a threshold of a reference orientation.

57. The method of claim 56, further including providing non-visual feedback to

the user indicative of a deviation between the orientation of the mobile device and the

reference orientation.

58. The method of claim 57, wherein the non-visual feedback corresponds to at

least one of sound or vibration.

59. The method of claim 57, wherein the non-visual feedback varies

proportionately with an amount of the deviation between the orientation of the mobile device

and the reference orientation.

60. The method of claim 55, wherein the sensor data includes movement data

indicative of an amount of movement of the mobile device, the visual feedback indicative of

whether the amount of movement exceeds a movement threshold.

61. The method of claim 60, wherein the visual feedback indicates an amount of

time for the user to hold the mobile device with the amount of movement remaining below

the movement threshold before the photograph is to be captured.

62. An apparatus comprising:

a communications interface to receive sensor data from a sensor in a mobile device;

and

a photograph capturing interface to present visual feedback to a user, via a display of

the mobile device, to guide the user in capturing a photograph with a camera of the mobile

device, the visual feedback based on the sensor data.

63. The apparatus of claim 62, wherein the sensor data includes orientation data

indicative of an orientation of the mobile device, the visual feedback to guide the user in

positioning the mobile device within a threshold of a reference orientation.

64. The apparatus of claim 63, wherein the photograph capturing interface is to

provide non-visual feedback to the user indicative of a deviation between the orientation of

the mobile device and the reference orientation.
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65. The apparatus of claim 64, wherein the non-visual feedback corresponds to at

least one of sound or vibration.

66. The apparatus of claim 64, wherein the non-visual feedback varies

proportionately with an amount of the deviation between the orientation of the mobile device

and the reference orientation.

67. The apparatus of claim 62, wherein the sensor data includes movement data

indicative of an amount of movement of the mobile device, the visual feedback indicative of

whether the amount of movement exceeds a movement threshold.

68. The apparatus of claim 67, wherein the visual feedback indicates an amount of

time for the user to hold the mobile device with the amount of movement remaining below

the movement threshold before the photograph is to be captured.

69. A tangible computer readable storage medium comprising instructions that,

when executed, causes a machine to at least:

receive sensor data from a sensor in a mobile device; and

present visual feedback to a user, via a display of the mobile device, to guide the user

in capturing a photograph with a camera of the mobile device, the visual feedback based on

the sensor data.

70. The storage medium of claim 69, wherein the sensor data includes orientation

data indicative of an orientation of the mobile device, the visual feedback to guide the user in

positioning the mobile device within a threshold of a reference orientation.

71. The storage medium of claim 70, further including providing non-visual

feedback to the user indicative of a deviation between the orientation of the mobile device

and the reference orientation.

72. The storage medium of claim 61, wherein the non-visual feedback

corresponds to at least one of sound or vibration.

73. The storage medium of claim 71, wherein the non-visual feedback varies

proportionately with an amount of the deviation between the orientation of the mobile device

and the reference orientation.

74. The storage medium of claim 71, wherein the sensor data includes movement

data indicative of an amount of movement of the mobile device, the visual feedback

indicative of whether the amount of movement exceeds a movement threshold.

75. The storage medium of claim 74, wherein the visual feedback indicates an

amount of time for the user to hold the mobile device with the amount of movement

remaining below the movement threshold before the photograph is to be captured.



76. A method comprising:

capturing a photograph with a mobile device;

analyzing the photograph, with the mobile device, to determine a quality of the

photograph; and

prompting a user, via the mobile device, to capture a replacement photograph when a

metric of the quality fails to satisfy a quality threshold.

77. The method of claim 76, wherein the metric is an estimate of perspective in

the photograph.

78. The method of claim 76, wherein the metric is an estimate of blurriness in the

photograph.

79. An apparatus comprising:

a photograph capturing controller to capture a photograph with a mobile device; and

an analyzer, implemented by the mobile device, to analyze the photograph to

determine a quality of the photograph, the photograph capturing controller to prompt a user to

capture a replacement photograph when a metric of the quality fails to satisfy a quality

threshold.

80. The apparatus of claim 79, wherein the metric is an estimate of perspective in

the photograph.

81. The apparatus of claim 79, wherein the metric is an estimate of blurriness in

the photograph.

82. A tangible computer readable storage medium comprising instructions that,

when executed, causes a machine to at least

capture a photograph with a mobile device;

analyze the photograph to determine a quality of the photograph; and

prompt a user to capture a replacement photograph when a metric of the quality fails

to satisfy a quality threshold.

83. The storage medium of claim 82, wherein the metric is an estimate of

perspective in the photograph.

84. The storage medium of claim 82, wherein the metric is an estimate of

blurriness in the photograph.
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