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57 ABSTRACT

A method and apparatus for bandwidth scaling of a com-
pressed video stream are disclosed. An original previously
compressed video stream image having a first level of
compression including a first level of quantization is decom-
pressed, and a set of original motion vectors for each P
source picture and for each B source picture is recovered and
saved. The decompressed video stream image is re-com-
pressed re-using the most relevant saved original motion
vectors in order to create a re-compressed video stream
image having a second level of compression including a
second level of quantization. The most relevant motion
vectors point out to the camera movement and to the moving
objects within the original reference frame.
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FIG._5 (prior ART)

An llustration of a Possible Slice Structure in an MPEG-1 Picture
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BANDWIDTH SCALING OF A COMPRESSED
VIDEO STREAM

[0001] This application claims the priority under the pro-
visional Patent Application No. 60/214,550, filed on Jun. 27,
2000, and entitled: “Methods for bandwidth scaling of a
compressed video stream”.

BACKGROUND OF THE INVENTION
[0002] 1. Field of the Invention.

[0003] The present invention relates to multimedia signal
processing, or more specifically, to bandwidth scaling of a
compressed video stream.

[0004] 2. Discussion of the Prior Art.

[0005] Converting a previously compressed video bit
stream to a lower bit rate through transcoding provides
dynamic adjustments of the bitrate of the coded video bit
stream to meet various channels solutions.

[0006] The principal goal of any transcoding system is to
achieve a higher level of compression than the one that the
original coding system has, while consuming less processing
power. The more compression means better motion estima-
tion and more quantization. But, more quantization means
less quality of the video stream, therefore the only option left
seems to improve the motion estimation. However, the better
motion estimation the more processing power is needed.
Thus, it seems almost impossible to achieve both goals
simultaneously.

[0007] If one carefully analyzes the situation, one would
recognize that the motion estimation is performed before
DCT and quantization are done, so in the case when input
and output pictures have the same spatial resolution, the
original motion vectors would remain optimal if they were
optimal in the first place. The problem is to make sure that
all of them are 100% optimal. Usually they are not.

[0008] In the prior art, one way to deal with this problem
is to improve original vectors by classification and refine-
ment. This is the technique used to classify original motion
vectors according to some criteria and to make a decision
which of them are good enough to be reused subject to small
refinement, and which of motion vectors are to be replaced
completely.

[0009] Ifthisis the case, as discussed in the paper “Motion
Vector Refinement for High-Performance Transcoding” by
J. Young, Ming-Ting Sun, and Chia-Wen Lin in the IEEE
Transaction on Multimedia, Vol. 1, No. 1, March 1999, on
page 30, the processing power is saved because it is used
only for processing of a small subset of all motion vectors.
In this paper, the optimality of an original motion vector is
evaluated by performing the refinement scheme. In the
refinement scheme, the optimal motion vector is obtained by
refining the incoming motion vector within a small range of
incoming motion vectores and by calculating how much
gain it achieves in terms of MAD-mean average difference.
However, this is a highly subjective step because such gain
depends on amount of motion in the video source, and no
specific value can be used as a natural threshold.

[0010] What is needed is to perform the classification job
by comparing different motion vectors between themselves.
Indeed, if this is the case, if one has a set of neighboring

Jan. 24, 2002

vectors pointed to the same direction, this suggests that those
motion vectors do correlate to the physical moving object
that had been found by the original encoder. Therefore, these
vectors can be considered optimal with a higher degree of
probability than otherwise.

SUMMARY OF THE INVENTION

[0011] To address the shortcomings of the available art,
the present invention discloses a new optimization scheme
that allows to use the most relevant recovered from the
original video stream original motion vectors in order to
obtain in real time the optimized and most relevant motion
vectors for the reconstructed video stream.

[0012] One aspect of the present invention is directed to a
method of bandwidth scaling of a compressed video stream.
In one embodiment, the method comprises the main steps
(A) and (B).

[0013] At step (A), an original previously compressed
video stream image having a first level of compression
including a first level of quantization is decompressed. The
original video stream comprises a set of original motion
pictures, wherein each original video stream image com-
prises a set of original macro blocks further comprising a set
of I source pictures, a set of P source pictures, and a set of
B source pictures. The decompressed video stream image
comprises a set of decompressed motion pictures, wherein
each decompressed video stream image includes a set of
decompressed macro further comprising a set of I decom-
pressed pictures, a set of P decompressed pictures, and a set
of B decompressed pictures.

[0014] More specifically, the step (A) further includes the
following substeps. At the first substep (Al), a set of original
motion vectors for each P source picture and each B source
picture is recovered and saved. At substep (A2), recon-
structed original video stream is recovered. The recon-
structed original video stream differs from the original video
stream by an amount of information lost during an original
compression process of the original video stream. The
reconstructed original video stream comprising a set of
reconstructed original macro blocks further comprises a set
of I reconstructed source (RS) pictures, a set of P recon-
structed source (RS) pictures, and a set of B reconstructed
source (RS) pictures.

[0015] At step (B), the decompressed video stream image
is re-compressed to create a re-compressed video stream
image having a second level of compression including a
second level of quantization. The re-compressed video
stream image comprises a set of re-compressed motion
pictures. The re-compressed video stream image comprises
a set of re-compressed macro blocks further comprising a set
of I destination pictures, a set of P destination pictures, and
a set of B destination pictures. In the preferred embodiment,
the second level of compression is higher than the first level
of compression, and the second level of quantization is
stronger than the first level of quantization.

[0016] The step (B) further comprises the following sub-
steps. At the first substep (B1), the set of recovered and
saved original motion vectors is processed for each P source
picture and each B source picture in order to create a set of
usable source motion vectors for each P destination picture
and each B destination picture.
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[0017] At substep (B2), an interframe redundancy is
removed from each P reconstructed source (RS) picture and
from each B reconstructed source (RS) picture by using the
set of usable source motion vectors. In each I (RS) picture
the values of a set of pixels is independently provided. In
each P (RS) picture, only the incremental changes in each
pixel value from a preceding I (RS) picture or a preceding
P (RS) picture are coded. In each B (RS) picture, a set of
pixel values are coded with respect to both an earlier I
(RS)/or P(RS) picture, and a later I (RS)/or P(RS) picture.

[0018] Next, at substep (B3), the intraframe redundancy is
removed by performing a 2-dimensional discrete cosine
transform (DCT) on a plurality of 8x8 values matrices to
map the spatial luminance or chrominance values into the
frequency domain.

[0019] At the next substep (B4), a quantization process
having the second level of quantization of each DCT coef-
ficients is performed by weighting each element of each 8x8
matrix in accordance with its chrominance or luminance
type and its frequency.

[0020] At substep (B5), a run length coding for each
weighted element of each 8x8 matrix is performed . The run
length coding is a lossless process wherein each 8x8 matrix
is represented as as an ordered list of a “DC” value, and
alternating pairs of a non-zero “AC” value and a length of
zero elements following the non-zero “AC” value.

[0021] Finally, at substep (B6), an entropy encoding
scheme for each (RS) video stream is performed in order to
further compress the representations of each DC block
coefficient and each AC value-run length pairs using vari-
able length codes. Thus, each original de-compressed video
stream is re-compressed by using the set of reusable source
motion vectors.

[0022] In the preferred embodiment of the present inven-
tion, the set of N1 motion vectors that substantially points
out to a camera movement within at least one P/B source
picture is determined by global frame processing of the set
of all saved original motion vectors for each P source picture
and each B source picture.

[0023] 1Inone embodiment of the global frame processing,
in the set N1 of motion vectors, for each pair comprising a
first motion vector from the set of N1 motion vectors, and a
second motion vector from the set of N1 motion vectors, a
distance between the first motion vector and the second
motion vector is checked whether it is less than a first
predetermined value. In an alternative embodiment, in the
subset N1 of motion vectors, a distance between each
motion vector and the median value (or, in another embodi-
ment, an average value) of a motion vector from the set N
of motion vectors is checked whether it is less than the first
predetermined value. N is an integer greater or equal to the
first predetermined number Ny, ipoq N ZN1ZNy g’
N1 is an integer; Ny ,..,.01q" 1S an integer. In one embodiment,
the camera movement is detected if the number N1 of
motion vectors is greater than N/2 .

[0024] 1In one embodiment, the set of N1 motion vectors
that substantially points out to a camera movement within at
least one P/B source picture is further optimized by per-
forming a narrow search in a narrow search area adjacent to
the reference area in the reference picture. In one embodi-
ment, the maximum size of the narrow search area is
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determined by the size of 5x5 macro block area centered
around the original motion vector. In an alternative embodi-
ment, the maximum size of the narrow search area is
determined by the size of 7x7 macro block area centered
around the original motion vector.

[0025] In one embodiment, the set of remaining (N-N1)
motion vectors is also optimized by performing a full search
in a search area adjacent to the reference area in the
reference picture in order to find an optimum motion vector
that points out to an optimum matching macro block in the
reference picture for each macro block in the P/B source
picture. The size of the full search area depends on the
amount of available processing power.

[0026] In the preferred embodiment of the present inven-
tion, the set of N2 motion vectors that substantially points
out to at least one moving object within at least one P/B
source picture is also determined. It is done by local frame
processing of the set N of all saved original motion vectors
for each P source picture and each B source picture.

[0027] In one embodiment of the local frame processing,
in the subset N2 motion vectors, for a pair comprising a first
motion vector from the subset of N2 motion vectors, and a
second motion vector from the subset of N2 motion vectors,
a distance between the first motion vector and the second
motion vector is checked whether it is less than a second
predetermined value. N2 is an integer greater or equal to the
second predetermined mumber Ny oo™ N2ZNy oias
Nmesho'® jg apn integer. If this is the case, the pair of motion
vectors belongs to the subset of all N, iy opject Of motion
vectors. By repeating this process, subset of all N
object Of motion vectors that substantially points out to
substantially all moving objects within at least one P/B
source picture is recovered. Ny, ving object 1S an integer less
or equal to N.

BRIEF DESCRIPTION OF THE DRAWINGS

[0028] The aforementioned advantages of the present
invention as well as additional advantages thereof will be
more clearly understood hereinafter as a result of a detailed
description of a preferred embodiment of the invention when
taken in conjunction with the following drawings.

[0029] FIG. 1 depicts a bandwidth scaler of a compressed
video stream that constitutes the subject matter of the
present invention.

[0030] FIG. 2 illustrates a typical group of pictures in the
display order.
[0031] FIG. 3 shows the group of pictures of FIG. 2 in the

coding order.

[0032] FIG. 4 depicts the MPEG macro block.

[0033] FIG. 5 illustrates a slice structure in an MPEG
picture.
[0034] FIG. 6 shows as example of motion compensation

prediction and reconstruction.

[0035] FIG. 7 depicts the zigzag scanning order of DCT
coefficients.

[0036] FIG. 8 illustrates the decoder of FIG. 1 being
implemented using as an application specific integrated



US 2002/0009143 Al

circuit (ASIC)including a reconstruction module, a decoder
controller, and a VLC decoder.

[0037] FIG. 9 illustrates the reconstruction module of
FIG. 8 in more details.

[0038] FIG. 10 depicts the encoder of FIG. 1 being
implemented as an application specific integrated circuit
(ASIC) including the reconstruction module of FIG. 9, an
encoder controller, and a VLC encoder.

[0039] FIG. 11 shows the processor of FIG. 1 being
implemented as an application specific integrated circuit
(ASIO).

[0040] FIG. 12 depicts a full search process using a search
window that allows to find the best match between a motion
vector and a corresponding block.

[0041] FIG. 13A illustrates a narrow search process with
the maximum size of the narrow search area determined by
the size of 5x5 macro block area centered around the
original motion vector.

[0042] FIG. 13B shows a narrow search process with the
maximum size of the narrow search area determined by the
size of 7x7 macro block area centered around the original
motion vector.

[0043] FIG. 14 illustrates how the bandwidth scaler of
FIG. 1 changes quantization levels for I, P, and B pictures.

[0044] FIG. 15 depicts a flowchart of the method of
bandwidth scaling of a compressed video stream of the
present invention.

[0045] FIG. 16 is a flowchart that illustrates in further
details the step of re-compressing the decompressed video
stream image.

[0046] FIG. 17 depicts a flowchart that shows in more
details the step of further processing the set of saved original
motion vectors for each P source picture and each B source
picture.

[0047] FIG. 18 illustrates the flow chart of the Narrow
Search that is performed to optimize the set of recovered
original motion vectors.

[0048] FIG. 19 is a flow chart of the step of global
processing of original saved motion vectors shown in further
details.

[0049] FIG. 20 illustrates a flowchart of the full search
performed to optimize the set of recovered motion vectors.

[0050] FIG. 21 illustrates the flowchart of the proprietary
algorithm for the local frame processing of the received set
N2 of motion vectors, whereas each motion vector from this
set substantially points out to at least one moving object.

[0051] FIG.22 is a flow chart of the method of the present
invention for re-compressing the de-compressed original
video stream, wherein the differences between the quanti-
zation level for each pair comprising a I source picture and
a corresponding I destination picture; and for each pair
comprising a P source picture and a corresponding P desti-
nation picture is reduced as compared with the difference
between the second and first quantization levels.

DETAILED DESCRIPTION OF THE
PREFERRED AND ALTERNATIVE
EMBODIMENTS

[0052] Reference will now be made in detail to the pre-
ferred embodiments of the invention, examples of which are
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illustrated in the accompanying drawings. While the inven-
tion will be described in conjunction with the preferred
embodiments, it will be understood that they are not
intended to limit the invention to these embodiments. On the
contrary, the invention is intended to cover alternatives,
modifications and equivalents that may be included within
the spirit and scope of the invention as defined by the
appended claims. Furthermore, in the following detailed
description of the present invention, numerous specific
details are set forth in order to provide a thorough under-
standing of the present invention. However, it will be
obvious to one of ordinary skill in the art that the present
invention may be practiced without these specific details. In
other instances, well known methods, procedures, compo-
nents, and circuits have not been described in detail as not
to unnecessarily obscure aspects of the present invention.

[0053] FIG. 1 depicts a bandwidth scaler 10 of an origi-
nally compressed video stream 12 that constitutes the sub-
ject matter of the present invention. In the preferred embodi-
ment, the bandwidth scaler 10 further comprises a decoder
18 and an encoder 20. The decoder 18 is configured to
decompress an original previously compressed video stream
image 12 having a first level of compression including a first
level of quantization.

[0054] In one embodiment, the original video stream
image 12 (a source image) has been previously compressed
using one of the Motion Picture Experts Group (MPEG)
standards, including MPEG -1 or MPEG-2 ( for higher bit
rate applications); MPEG-4 (for very low bit rate applica-
tions) ; H.261 (developed for more aggressive applications
operating at px64 kbits/s for p =1, . . ., 30); or H263
(developed for video coding for low bitrate communica-
tions).

[0055] The following discussion can be found in “MPEG
video compression standard” by Joan L. Mitchell, William
B. Pennebaker, Chad. E. Fogg, and Didier J. LeGall, pub-
lished by Kluwer Academic Publishers Group in 1996. The
material found in“MPEG video compression standard” and
deemed to be helpful in explanation of the present invention
is incorporated herein by reference.

[0056] The outermost layer of an MPEG video bitstream
is the video sequence layer that is self-contained and inde-
pendent from other video (and audio) bitstreams. FIG. 2
depicts a typical group of pictures in display order. Each
video sequence 50 is divided into one or more groups of
pictures, and each group of pictures is composed of one or
more pictures of three different types, I-(intra-coded pic-
tures) 52, P-(predictive-coded pictures) 56, and B-(bidirec-
tionally predictive-coded pictures) 54. I-pictures are coded
independently, entirely without reference to other pictures.
P-and B-pictures are compressed by coding the difference
between the picture and reference I-or P-pictures thus using
similarities from one picture to the next. A single P-picture
may obtain predictions from temporally preceding I-or
P-pictures in the sequence, or different regions of a single
P-picture may use different predictions from preceding
pictures or use no predictions. A single B-picture may obtain
predictions from the nearest preceding and/or upcoming I-or
P-pictures in the sequence, or different regions of a single
B-picture may use different predictions from preceding
pictures, upcoming pictures, both, or neither. The region of
the P-or B-picture that does not use predictions is coded by
intra techniques only.
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[0057] 1In a closed group of pictures P-and B-pictures are
predicted only from other pictures in the same group,
whereas in an open group of pictures, P-and B-picture are
predicted from pictures in the same open group, or from the
pictures outside the open group of pictures.

[0058] Since MPEG sometimes uses information from
future pictures in the sequence, the coding order, that is the
order in which compressed pictures are found in the bit-
stream and should be decoded by the decoder (as shown in
FIG. 3), might be different from the display order (as
depicted in FIG. 2), that is the order in which picture are
presented to a viewer.

[0059] The basic building block of an MPEG picture is the
macro block 70 shown in FIG. 4. The macro block 72
includes a 16x16 sample array of luminance samples 72
together with one 8x8 block of samples for each of two
chrominance components 74 and 76.

[0060] However, the MPEG picture is not simply an array
of macro blocks. As shown in FIG. 5, the MPEG picture
includes a plurality of slices, whereas each slice 80 is a
contiguous sequence of macro blocks 84 in raster scan order,
starting at a specific address or position in the picture
specified in the slice header. Each small block 82 in the FIG.
5 represents a macro block, and contiguous macro blocks 84
in a given slice 80 have the same shade of gray.

[0061] The discrete cosine transform (DCT) is used in
both intra and inter coding in MPEG. DCT decomposes a
block of data into a weighted sum of spatial frequencies.
Each of the spatial frequency has a corresponding coeffi-
cient, or amplitude, that represents the contribution of this
particular spatial frequency in the block of data being
analyzed.

[0062] A DCT coefficient (or amplitude) can be further
processed to selectively discard the data that the human eye
cannot readily perceive. This can be done by dividing a DCT
coefficient by a nonzero positive integer called a quantiza-
tion value and rounding the quotient, that is the quantized
DCT coefficient, to the nearest integer. The bigger the
quantization value, the lower the precision is for the quan-
tized DCT coefficient. Lower precision coefficients can be
transmitted to a decoder with fewer bits. Thus, the usage of
large quantization values for high spatial frequencies allows
the encoder to selectively discard high spatial frequency
activity that the human eye cannot perceive.

[0063] The DCT has several advantages from the point of
view of data compression. First, for intra coding, the DCT
coefficients are almost completely decorrelated, and there-
fore, can be coded independently. It allows to design a
relatively simple algorithm (called a coding model) for DCT
coefficients intraframe coding.

[0064] For interframe coding, the DCT does not greatly
improve the decorrelation, because the difference signal
obtained by subtracting the prediction from a similar (i. e,
correlated) picture is already well decorrelated. However,
the quantization is a powerful tool for controlling bitrate,
even if decorrelation is not improved very much by the DCT.

[0065] 1If there is motion in the sequence, a better predic-
tion is often obtained by coding differences to areas that are
shifted with respect to the area being coded, a process
known as motion compensation. The process of determining
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the motion vectors in the encoder is called motion estima-
tion. The motion vectors describing the direction and
amount of motion of the macro blocks are transmitted to the
decoder as part of the bitstream. The decoder then knows
which area of the reference picture was used for each
prediction, and sums the decoded difference with this motion
compensation prediction to obtain the output. The encoder
should follow the same procedure when the reconstructed
picture is used for predicting other pictures. FIG. 6 shows as
example 90 of motion compensation prediction and recon-
struction. The motion vectors and corresponding vertical
and horizontal displacements are shown for forward 102 and
backward 100 motion compensation. The motion vectors are
the same for every picture element (or pel, or pixel) in the
macro block, and vectors precision is either to full pel or
half-pel accuracy.

[0066] The quantized DCT coefficients are coded loss-
lessly, such that the decoder can reconstruct precisely the
same values. For MPEG, an approximately optimal coding
technique based on Huffinan coding was used to generate the
tables of variable length codes needed for this task. Variable
length codes are needed to achieve good coding efficiency,
as very short codes should be used for the highly probable
events. The coefficients are arranged according to 1-D
sequence known as the zigzag scanning order as depicted in
FIG. 7. The zigzag scan approximately orders the coeffi-
cients in ascending spatial frequency. Since visually-
weighted quantization strongly de-emphasizes higher spatial
frequencies, only a few lower-frequency coefficients are
nonzero in a typical transformation. The more zero coeffi-
cients, the better the compression.

[0067] The DCT is used to code both non-intra and intra
picture information, but properties are quite different in the
two coding environments. Different quantization tables are
used for non-intra compression, and the rounding is done
differently.

[0068] The MPEG is a highly asymmetric system. Indeed,
the decoder follows the directions encoded in the bitstream,
and is a relatively simple. An encoder, on the other hand, is
much more complex than the decoder and should have more
intelligence. For instance, the encoder should identify areas
in motion, determine optimal motion vectors, control bitrate,
control data buffering to prevent the underflow or overflow
from happening, determine when to change quantization,
and to vary all these parameters dynamically so as to
maximize quality for a given bit rate.

[0069] Referring still to FIG. 1, the present invention is
focused on bandwidth scaling of an originally compressed
video stream by decompressing, recovering, processing and
reusing the most relevant motion vectors, and further recom-
pressing the reconstructed video stream.

[0070] In one embodiment, the original video stream 12
comprises a set of original motion pictures. As was
explained above, the original video stream image 12 com-
prises a set of original macro blocks further comprising a set
of I source pictures, a set of P source pictures, and a set of
B source pictures.

[0071] In the preferred embodiment, the decoder 18
includes a block 22 configured to recover and to save a set
of original motion vectors for each P source picture and for
each B source picture. In one embodiment, the decoder also



US 2002/0009143 Al

includes a block 24 configured to generate a reconstructed
video stream 26 that differs from the original video stream
12 by an amount of information lost during an original
compression process of the original video stream (not
shown). More specifically, the decompressed video stream
image 26 comprises a set of decompressed macro blocks
further comprising a set of I decompressed pictures, a set of
P decompressed pictures, and a set of B decompressed
pictures. The reconstructed original video stream 26 com-
prises a set of reconstructed original macro blocks further
comprising a set of I reconstructed source (RS) pictures, a
set of P reconstructed source (RS) pictures, and a set of B
reconstructed source (RS) pictures.

[0072] In one embodiment of the present invention, the
decoder 18 of FIG. 1 is implemented using a general
purpose computer loaded with a specifically designed soft-
ware program. By executing the steps of this program, the
decoder 18 performs the following functions: (Al) recover-
ing and saving a set of original motion vectors for each P
source picture and for each B source picture; and (A2)
recovering a reconstructed original video stream comprising
a set of reconstructed original macro blocks further com-
prising a set of I reconstructed source (RS) pictures, a set of
P reconstructed source (RS) pictures, and a set of B recon-
structed source (RS) pictures.

[0073] In another embodiment of the present invention,
the decoder 18 of FIG. 1 is implemented using an applica-
tion specific integrated circuit (ASIC) 120 as depicted in
FIG. 8. The reconstruction module 130 is the central block
of the decoder, as well as an encoder (see discussion below).
The motion displacement and DCT data are decoded in the
VLC decoder 124. FIG. 9 illustrates the reconstruction
module 130 that is used by both encoders and decoders in
more details. The reconstruction module 130 includes a
dequantizer unit 148, a DC Pred. unit 146 configured to
reconstruct the DC coefficient in intra-coded macro blocks,
and an IDCT unit 144 for calculating the inverse DCT. The
prediction signal 143 is calculated from the data in the
picture store & prediction calculation unit 142 including the
forward motion vectors 141 and backward motion vectors
143. The prediction signal 145 is also compensated for
forward and backward motion displacements. The IDCT
output signal 145 is combined with the prediction signal 143
to form the reconstruction signal 147 (or the reconstructed
signal 26 of FIG. 1). Thus the decoder 18 of FIG. 1
implemented as the decoder 120 of FIG. 8, generates the
reconstructed original video signal 26 and also recovers and
stores the original motion vectors.

[0074] Referring still to FIG. 1, the encoder block 20
utilizes the reconstructed original signal 26 and the set of
recovered and stored original motion vectors to generate the
re-compressed video stream 16 having a second level of
compression including a second level of quantization.

[0075] In the preferred embodiment, the second level of
compression is higher than the first level of compression,
and the second level of quantization is stronger than the first
level of quantization. The re-compressed video stream
image 16 comprises a set of re-compressed motion pictures
comprising a set of re-compressed macro blocks. The set of
re-compressed macro blocks further comprises a set of |
destination pictures, a set of P destination pictures, and a set
of B destination pictures.
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[0076] In one embodiment of the present invention, the
encoder 20 of FIG. 1 is implemented using a general
purpose computer loaded with a specifically designed soft-
ware program. By executing the steps of this program, the
decoder 20 performs the following functions:

[0077] (B1) processing the set of recovered and saved
original motion vectors for each P source picture and
each B source picture in order to create a set of
usable source motion vectors for each P destination
picture and each B destination picture;

[0078] (B2) removing an interframe redundancy
from each P (RS) picture and from each B (RS)
picture by using the set of usable source motion
vectors, wherein the values of a set of pixels in each
I (RS) picture is independently provided, and
wherein in each P (RS) picture, only the incremental
changes in each pixel value from a preceding I (RS)
picture or a preceding P (RS) picture are coded, and
wherein in each B (RS) picture, a set of pixel values
are coded with respect to both an earlier I (RS)/or
P(RS) picture, and a later I (RS)/or P(RS) picture;

[0079] (B3) removing intraframe redundancy by per-
forming a 2-dimensional discrete cosine transform
(DCT) on a plurality of 8x8 values matrices to map
the spatial luminance or chrominance values into the
frequency domain;

[0080] (B4) performing a quantization process hav-
ing the second level of quantization of each DCT
coefficients by weighting each element of each 8x8
matrix in accordance with its chrominance or lumi-
nance type and its frequency;

[0081] (BS) performing a run length coding for each
weighted element of each 8x8 matrix without infor-
mation loss as an ordered list of a “DC” value, and
alternating pairs of a non-zero “AC” value and a
length of zero elements following the non-zero “AC”
value; wherein each element of one matrix is pre-
sented as if the matrix is read in a zigzag manner; and

[0082] (B6) performing an entropy encoding scheme
for each (RS) video stream in order to further com-
press the representations of each DC block coeffi-
cient and each AC value-run length pairs using
variable length codes.

[0083] In another embodiment of the present invention,
the encoder 18 of FIG. 1 is implemented using an applica-
tion specific integrated circuit (ASIC) 160 as depicted in
FIG. 10. In this embodiment, the encoder 18 (of FIG. 1)
includes the following blocks. At first, the encoder 18
includes the processor block 28 configured to process the set
of recovered and saved original motion vectors for each P
source picture and each B source picture in order to create
a set of usable source motion vectors for each P destination
picture and each B destination picture.

[0084] In one embodiment of the present invention, the
encoder 20 further includes the interframe redundancy block
30 configured to remove an interframe redundancy from
each P (RS) picture and from each B (RS) picture by using
the set of usable source motion vectors saved in the block 22
of the decoder 18. The values of a set of pixels in each I (RS)
picture are independently provided. In each P (RS) picture,
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only the incremental changes in each pixel value from a
preceding I (RS) picture or a preceding P (RS) picture are
coded. In each B (RS) picture, a set of pixel values are coded
with respect to both an earlier I (RS)/or P(RS) picture, and
a later I (RS)/or P(RS) picture.

[0085] In one embodiment of the present invention, the
encoder 20 further includes the intraframe redundancy block
32 configured to remove intraframe redundancy by perform-
ing a 2-dimensional discrete cosine transform (DCT) on a
plurality of 8x8 values matrices to map the spatial lumi-
nance or chrominance values into the frequency domain; and
a quantization block 34 configured to perform a quantization
process having the second level of quantization of each DCT
coefficients by weighting each element of each 8x8 matrix
in accordance with its chrominance or luminance type and
its frequency. Quantization process is also used to control
and to change the bitrate of the re-computed video stream
16. Please, see discussion below.

[0086] In the preferred embodiment, the encoder 20 also
includes a run length coding block 36 configured to repre-
sent without information loss each weighted element of each
8x8 matrix as an ordered list of a “DC” value, alternating
pairs of a non-zero “AC” value, and a length of zero
elements following the non-zero ob “AC ” value. Each
element of one matrix is presented as if the matrix is read in
a zigzag manner. In this embodiment, the encoder 20 also
includes an entropy encoding block 38 configured to per-
form an entropy encoding scheme for each (RS) video
stream in order to further compress the representations of
each DC block coefficient and each AC value-run length
pairs using variable length codes. The resulting re-com-
pressed video stream 16 is re-compressed using the set of
reusable source motion vectors that is a subset of the set of
original motion vectors recovered and saved in the block 22.
See discussion below.

[0087] In one embodiment, the above mentioned blocks
(28-38) of the encoder 20 of FIG. 1 can be realized by
designing an ASIC having the MPEG encoder structure 160,
as shown in FIG. 10. More specifically, MPEG encoder 160
includes the reconstruction block 130 (shown in more detail
in FIG. 9) that is used to reconstruct the pictures needed for
prediction. MPEG encoder 160 also includes a controller
162, a forward DCT 166, a quantizer unit 168, a VL.C
encoder 164, and a motion estimator 170. The controller 162
provides synchronization and control functions. The quan-
tized forward DCT is computed in the FDCT 166 and Q 168
modules. The forward and backward motion estimation is
carried out in the motion estimator block 170. The coding of
the motion vectors and DCT data is performed in the VLC
encoder 164.

[0088] As was explained above, motion compensation is a
standard part of MPEG protocol, whereas motion estimation
is not. Motion compensation refers to the use of motion
displacements in the coding and decoding of the sequence.
Motion estimation refers to the determination of the motion
displacements. In the encoder the difference between source
picture and prediction is coded. In the decoder the difference
between source picture and prediction is decoded and added
to the prediction to get the decoded output. Both encoder and
decoder use the same motion displacements in determining
where to obtain the prediction. However, the encoder esti-
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mates the displacements before encoding them in the bit-
stream, whereas the decoder just decodes the encoded in the
bitstream displacements.

[0089] Motion estimation techniques primarily includes
block matching techniques where a single motion vector is
applied to a block of pels. When determining the optimal
motion displacement of the prediction, a full search over
every possible motion displacement, or motion vectors
produces the best possible value, if the computational
resources are available. The search algorithms are also very
important.

[0090] The present invention discloses the proprictary
algorithms for performing the full search and the narrow
search of the most relevant motion vectors. They include the
motion vectors that substantially point out to the camera
movements and to the moving objects (see full discussion
below). This allows one to significantly optimize the per-
formance of the bandwidth scaler 14 of FIG. 1 of the present
invention using the same amount of processing power as the
prior art bandwidth scaler.

[0091] In one embodiment of the present invention, the
processor 28 (of FIG. 1) is implemented using a general
purpose computer loaded with a specifically designed soft-
ware program. By executing the steps of this program the
processor 28 performs the following functions:

[0092] (B1, 1) analyzing the set of N saved original
motion vectors for one P source picture, or for one B
source picture; N being an integer;

[0093] (B1,2)ifin a set of N1 of motion vectors, for
each pair comprising a first motion vector from the
set of N1 motion vectors, and a second motion vector
from the set of N1 motion vectors, a distance
between the first motion vector and the second
motion vector is less than a first predetermined
value, keeping the set of N1 motion vectors for
further global frame processing; and disregarding a
set of remaining (N-N1) motion vectors; wherein the
set of N1 motion vectors substantially points out to
a camera movement within at least one P/B source
picture; N1 being an integer greater or equal to the
first predetermined number Ny,.gou N
ZN1ZNyesnoia’s N1 being an integer; Nipegnota®
being an integer;

[0094] (B1, 3) if in a subset of N2 motion vectors,
wherein the subset of N2 motion vectors corresponds
to a group of adjacent macro blocks comprising a set
of N2 macro blocks, for each pair comprising a first
motion vector from the subset of N2 motion vectors,
and a second motion vector from the subset of N2
motion vectors, a distance between the first motion
vector and the second motion vector is less than a
second predetermined value, keeping the set of N2
motion vectors for further local frame processing;
and disregarding a set of remaining (N-N2) motion
vectors; wherein the set of N2 motion vectors sub-
stantially points out to at least one moving object
within at least one P/B source picture; N2 being an
integer greater or equal to the second predetermined
number Ny enota”> N2ZNipreshota”s Ninveshota- DEING
an integer;

[0095] and
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[0096] (B1, 4) repeating the step (B 1, 3) to recover
in the set of N motion vectors a subset of N~
object Of mMotion vectors that substantially points out
to substantially all moving objects within at least one
P/B source picture; N . 1s an integer less or
equal to N.

movig_objec

[0097] Herein the step (B1, 2) discloses the proprietary
search algorithm of the present invention for the global
frame processing utilized in order to recover and to re-use
the motion vectors related to the camera movement. On the
other hand, the step (B1, 3) discloses the proprietary search
algorithm of the present invention for the local frame
processing utilized in order to recover and to re-use the
motion vectors related to the moving objects.

[0098] In another embodiment of the present invention,
the processor 28 (of FIG. 1) is implemented using an
application specific integrated circuit (ASIC) as shown in
FIG. 11. In this embodiment, the processor ASIC 28
includes an analyzer 184 configured to analyze the set of N
original motion vectors saved and stored by the block 22 for
each P source picture, and for each B source picture. N is an
integer.

[0099] In the preferred embodiment, the processor 28
further includes a Global Frame Processor 182 configured to
globally process a set of N1 motion vectors and configured
to disregard a set of remaining (N-N1) motion vectors. In
one embodiment, the Global Frame Processor 182 further
includes the Camera Movement Motion Vectors (CMMYV)
block 186 configured to identify the set of N1 motion vectors
that substantially points out to a camera movement within at
least one P/B source picture.

[0100] In one embodiment, the Global Frame Processor
182 further includes the First Threshold Test (FTT) block
188 that is used to select the set of N1 motion vectors that
substantially points out to a camera movement within at
least one P/B source picture. The set of N1 motion vectors
is selected from the set N of original motion vectors based
on the following criteria (implemented as the FTT 188):

[0101] Whether for each pair comprising a first
motion vector from the set of N1 motion vectors and
a second motion vector from the set of N1 motion
vectors, a distance between the first motion vector
and the second motion vector is less than a first
predetermined value N, ....." N1 is an integer
greater or equal to the first predetermined number
Nitreshota - NZNIZ Ny esnota’s Ninreshota' 1S an inte-
ger.

[0102] Referring still to FIG. 11, in the preferred embodi-
ment of the present invention, the Global Frame Processor
182 further includes: a Global Narrow Search (GNS) block
190 configured to optimize the set of N1 motion vectors
stored in the CMMYV block 186 that substantially points out
to the camera movement within at least one P/B source
picture by performing a narrow search in a narrow search
area adjacent to the reference area in the reference picture.

[0103] In the preferred embodiment of the present inven-
tion, the Global Narrow Search includes the following steps:

[0104] (A) identifying a set of macro blocks corre-
sponding to the set of N1 motion vectors in the P/B
source picture;
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[0105] (B) identifying a reference area in a reference
picture corresponding to one macro block in the P/B
source picture;

[0106] (C) identifying the maximum size of the nar-
row search area.

[0107] In one embodiment, as shown in FIG. 13A, the
maximum size of the narrow search area 232 is determined
by the size of 5x5 macro block area centered around the
original motion vector 234. In an alternative embodiment, as
depicted ion FIG. 13B, the maximum size of the narrow
search area 242 is determined by the size of 7x7 macro block
area centered around the original motion vector 244.

[0108] 1In the preferred embodiment of the present inven-
tion, the Global Frame Processor 182 further includes: a
Global Full Search (GFS) block 192 configured to optimize
the set of remaining (N-N1) motion vectors by performing
a full search in a search area adjacent to the reference area
in the reference picture in order to find an optimum motion
vector that points out to an optimum matching macro block
in the reference picture for each macro block in the P/B
source picture. FIG. 12 depicts a full search process using
a search window 220 that allows to find the best match
between a motion vector 218 and a corresponding block 216.
The size of the full search area depends on the amount of
available processing power.

[0109] Referring still to FIG. 11, in the preferred embodi-
ment of the present invention, the Processor 28 further
includes a Local Frame Processor 180 configured to locally
process a set of N2 motion vectors corresponding to a group
of adjacent macro blocks comprising a set of N2 macro
blocks. The Local Frame Processor 180 further includes a
Second Threshold Test (STT) block 194 that is used to select
the set of N2 motion vectors that substantially points out to
at least one moving object within at least one P/B source
picture. The STT block 194 includes the following test
condition:

[0110] Whether for each pair comprising a first
motion vector from the set of N2 motion vectors and
a second motion vector from the set of N2 motion
vectors, a distance between the first motion vector
and the second motion vector is less than a second
predetermined value; N2 is an integer greater or
equal to the second predetermined number Ny, .p.-
old”s NZNiresnota s Nitweshota 15 an integer.

[0111] The Local Frame Processor 180 further includes the
Moving Objects Motion Vectors (MOMYV) block 200 that
stores the set of N2 motion vectors including a set of
substantially all N, ing object MOtion vectors, whereas the
st Of N ving object MOtion of motion vectors includes each
motion vector that substantially points out to at least one
moving object within at least one P/B source picture. Nmovingi
object 15 an integer less or equal to N.

[0112] In the preferred embodiment of the present inven-
tion, the Local Frame Processor 180 further includes a Local
Narrow Search (LNS) block 198 configured to optimize
stored in block MOMV 200 set of N ... ..., of motion
vectors that substantially points out to substantially all
moving objects within at least one P/B source picture by
performing a narrow search in a narrow search area adjacent
to the reference area in the reference picture. In the preferred



US 2002/0009143 Al

embodiment of the present invention, Local Narrow Search
(LNS) includes the following steps:

[0113] (A) identifying a set of macro blocks corre-
sponding to the set of Ny, ;.0 - piec MOtiON Vectors
in the P/B source picture;

[0114] (B) identifying for each original macro block
in the P/B source picture a reference area in a
reference picture that corresponding to the macro
block;

[0115] (C) identifying the maximum size of the nar-
row search area.

[0116] In one embodiment, as shown in FIG. 13A, the
maximum size of the narrow search area 232 is determined
by the size of 5x5 macro block area centered around the
original motion vector 234. In an alternative embodiment, as
depicted ion FIG. 13B, the maximum size of the narrow
search area 242 is determined by the size of 7x7 macro block
area centered around the original motion vector 244.

[0117] In an alternative embodiment, the Local Frame
Processor 180 further includes a Local Full Search (LFS)
block 196 configured to optimize stored in block MOMV
200 set of Ny, oving object Of motion vectors that substantially
points out to substantially all moving objects within at least
one P/B source picture by performing a full search (as shown
in FIG. 12) in a search area adjacent to the reference area in
the reference picture. The size of the full search area depends
on the amount of available processing power. In the pre-
ferred embodiment of the present invention, Local Full
Search (LFS) includes the following steps:

[0118] (A) identifying a set of macro blocks corre-
sponding to the set of N ;.. iec: Motion vectors
in the P/B source picture;

[0119] (B) identifying a reference area in the refer-
ence picture that corresponds to each macro block in
the P/B source picture.

[0120] In the preferred embodiment of the present inven-
tion, the Local Frame Processor 180 (of FIG. 11) includes
a programmable chip including the following algorithm:

[0121] (A) starting with an arbitrary motion vector N
belonging to the set of N of motion vectors; wherein
the arbitrary motion vector N corresponds to at least
one macro block a;

[0122] (B) comparing the N motion vector with a

motion vector dbelonging to a set of 8 neighboring
motion vectors; wherein each neighboring motion

vector Acorresponds to at least one macro block
adjacent to the macro block o

[0123] (C) if a distance between the arbitrary motion
vector N and at least one neighboring motion vector

1is less than the second predetermined value, mark-
ing each motion vector 1as a motion vector
belonging to a set N,

moving object;

[0124] (D) replacing the arbitrary motion vector N
with one motion vector Abelonging to the set N -

ing object ,
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[0125] (E) repeating the steps (B-D) until the set
stops growing.

moving object
[0126] As depicted in FIG. 14, in one embodiment of the
present invention, the bandwidth scaler 254 further includes
a subprocessor 253 configured to reduce the differences of
the quantization level for each pair of P source picture 268,
294/corresponding P destination picture 312, 260 at a first
predetermined amount. In one embodiment of the present
invention, this is done by using the Q-block 168 of the
encoder 160 (that is a part of the bandwidth scaler 254 of
FIG. 14) as shown in FIG. 10.

[0127] In one embodiment, the quantizer Q-block 168
comprises a maximum-a posteriori (MAP) quantizer for
transcoding (not shown) that specifies the reduced quanti-
zation level for each pair of P source picture/corresponding
P destination picture.

[0128] In one embodiment of the present invention, as
shown in FIG. 14, the bandwidth scaler 254 further includes
a subprocessor 255 configured to reduce the differences of
the quantization level for each pair of I source picture 258/
corresponding I destination picture 296 at a second prede-
termined amount.

[0129] In one embodiment of the present invention, the
quantizer Q-block 168 of the encoder 160 does this job. In
one embodiment, the quantizer Q-block 168 comprises a
MAP quantizer for transcoding (not shown) that sets the
reduced quantization level for each pair of I source picture/
corresponding I destination picture.

[0130] To preserve the second compression level, in one
embodiment of the present invention, as shown in FIG. 14,
the bandwidth scaler 254 further includes a subprocessor
257 configured to increase the quantization level for each
destination B picture 304, 306, 320, and 322 at a third
predetermined amount to compensate for the reduction in
the quantization level for each pair of I source picture/
corresponding I destination picture, and for each pair of P
source picture/corresponding P picture. In one embodiment
of the present invention, the quantizer Q-block 168 of the
encoder 160 further comprises a MAP quantizer for
transcoding (not shown) that sets the increased quantization
level for each destination B picture to compensate for the
reduction in the quantization level for each pair of I source
picture/corresponding I destination picture, and for each pair
of P source picture/corresponding P picture.

[0131] The reduction of the differences of the quantization
level for each pair comprising the I source picture and the
corresponding I destination picture by the first predeter-
mined amount; and for each pair comprising the P source
picture and the corresponding P destination picture by the
second predetermined amount reduces the propagation of
errors caused by re-using a plurality of motion vectors
originally used for a plurality of source pictures compressed
at the first quantization level for a plurality of destination
pictures compressed at the second quantization level.

[0132] If the difference between the original bitrate for the
originally compressed video stream 252 (of FIG. 14) and the
target bitrate for the re-compressed reconstructed video
stream 256 (of FIG. 14) is high as compared with a
predetermined criteria, in one embodiment of the present
invention, a narrow search (as shown in FIGS. 13A&B)
around the original motion vector (that is not part of the
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camera movement motion vectors, and is not part of the
moving object motion vectors), is performed to find a more
suitable motion vector. In an alternative embodiment, if
there is enough computing power, a full search (as shown in
FIG. 12) around the original motion vector is performed to
find a more suitable motion vector.

[0133] Another aspect of the present invention is directed
to the method of bandwidth scaling of a compressed video
stream, as shown in FIG. 15. The original video stream
comprises a set of original motion comprising a set of
original macro blocks. The set of original macro blocks
further comprises a set of I source pictures 258, a set of P
source pictures 268, 294, and a set of B source pictures 264,
266, 292, 290, as shown in FIG. 14. The decompressed
video stream image comprises a set of decompressed motion
pictures comprising a set of decompressed macro blocks.
The set of decompressed macro blocks further comprises a
set of I decompressed pictures, a set of P decompressed
pictures, and a set of B decompressed pictures (not shown).

[0134] In one embodiment, the method of the bandwidth
scaling of the present invention is illustrated by flowchart
340 of FIG. 15 comprising the following main steps: step
342 of decompressing an original previously compressed
video stream image having a first level of compression
including a first level of quantization, and step 344 of
re-compressing the decompressed video stream image to
create a re-compressed video stream image having a second
level of compression including a second level of quantiza-
tion. In the preferred embodiment of the present invention,
the second level of compression is higher than the first level
of compression, and the second level of quantization is
stronger than the first level of quantization. The re-com-
pressed video stream image comprises a set of re-com-
pressed motion pictures comprising a set of re-compressed
macro blocks. The set of re-compressed macro blocks fur-
ther comprises a set of I destination pictures 296, a set of P
destination pictures 312, 260, and a set of B destination
pictures 304, 306, 320, 322, as shown in FIG. 14.

[0135] In one embodiment of the present invention, as
shown in FIG. 15, the step 342 of decompressing the
original compressed video stream further comprises the
following steps: step 346 of recovering and saving a set of
original motion vectors for each P source picture and each
B source picture; and step 348 of recovering a reconstructed
original video stream. The reconstructed original video
stream comprises a set of reconstructed original macro
blocks further comprising a set of I reconstructed source
(RS) pictures, a set of P reconstructed source (RS) pictures,
and a set of B reconstructed source (RS) pictures.

[0136] Each recovered original motion vector substan-
tially points out to at least one macro block in the original
video stream. However, the reconstructed original video
stream differs from the original video stream by an amount
of information lost during an original compression process
of the original video stream. Therefore, the recovered
motion vectors from the original video stream should be
optimized to substantially point out to the marco blocks in
the reconstructed original video stream.

[0137] In one embodiment of the present invention, as
depicted in FIG. 16, the step 344 (of FIG. 15) of re-
compressing the decompressed video stream image to create
the re-compressed video stream image further comprises the
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following steps. Step 364 is the step of processing the set of
recovered and saved original motion vectors for each P
source picture and each B source picture in order to create
a set of usable source motion vectors for each P destination
picture and each B destination picture. This step is crucial
because some of the recovered motion vectors should be
re-used in the present invention in order to save the pro-
cessing power.

[0138] At the next step 366 an interframe redundancy
from each P (RS) picture and from each B (RS) picture is
removed by using the set of usable source motion vectors,
and at the step 368 the intraframe redundancy is removed by
performing a 2-dimensional discrete cosine transform
(DCT) on a plurality of 8x8 values matrices to map the
spatial luminance or chrominance values into the frequency
domain. At step 370 a quantization process having the
second level of quantization of each DCT coefficients is
performed by weighting each element of each 8x8 matrix in
accordance with its chrominance or luminance type and its
frequency. At step 372 a run length coding is performed for
each weighted element of each 8x8 matrix without infor-
mation loss as an ordered list of a “DC” value, and alter-
nating pairs of a non-zero “AC” value and a length of zero
elements following the non-zero “AC” value. Each element
of this matrix is presented as if the matrix is read in a zigzag
manner. Finally, at step 374, an entropy encoding scheme for
each (RS) video stream is performed in order to further
compress the representations of each DC block coefficient
and each AC value-run length pairs using variable length
codes. Thus, each original decompressed video stream is
re-compressed by using the set of reusable source motion
vectors.

[0139] In one embodiment of the present invention, FIG.
17 illustrates the step 364 (of FIG. 16) of processing the set
of saved original motion vectors for each P source picture
and each B source picture in more details. At first (step 384),
the set of N saved original motion vectors is analyzed for
one P source picture, or for one B source picture. If in a set
of N of motion vectors, for each pair comprising a first
motion vector from the subset of N1 motion vectors, and a
second motion vector from the subset of N1 motion vectors,
a distance between the first motion vector and the second
motion vector is less than a first predetermined value, that is,
the Test condition 1 (386) is satisfied, then the flow chart
follows the logical arrow (400). If this is the case, the next
step is the step 388: the subset of N1 motion vectors is kept
for further global frame processing; and the set of remaining
(N-N1) motion vectors is disregarded. The set of N1 motion
vectors is used for further processing because each vector
from this set substantially points out to a camera movement
within at least one P/B source picture. Herein, N1 is an
integer greater or equal to the first predetermined number
Ninvesotd - NENTZ Ny egnoias N1 is an integer; Niyegnora’
is an integer.

[0140] If, on the other hand, in a subset of N2 motion
vectors, wherein the subset of N2 motion vectors corre-
sponds to a group of adjacent macro blocks comprising a set
of N2 macro blocks, for each pair comprising a first motion
vector from the subset of N2 motion vectors, and a second
motion vector from the subset of N2 motion vectors, a
distance between the first motion vector and the second
motion vector is less than a second predetermined value, that
is, the Test condition 11 (390) is satisfied, then the flow chart
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follows the logical arrow (404). If this is the case, the next
step 392 is the step of keeping the set of N2 motion vectors
for further local frame processing, whereas the set of
remaining (N-N2) motion vectors is disregarded. The set of
N2 motion vectors is kept for further processing because
each vector in this set substantially points out to at least one
moving object within at least one P/B source picture. Herein,
N2 is an integer greater or equal to the second predetermined
number Ny, esnota”” N2ZNipiesnota”s Ninreshota” 1S 2D integer.
The step 392 is preferably repeated to recover all Nmovingi
object MOtion of motion vectors that substantially points out
to substantially all moving objects within at least one P/B
source picture. Herein, N ;.. ... 1S an integer less or
equal to N.

[0141] In one embodiment, the step 388 (of FIG. 17)
further includes the step of setting the distance between the
first motion vector and the second motion vector to be less
than 2 pixels by each coordinate. In another embodiment,
the step 388 (of FIG. 17) further includes the step of setting
the distance between the first motion vector and the second
motion vector to be less than 10% of the first motion vector
value by each coordinate. Yet, in one more embodiment, the
step 388 (of FIG. 17) further includes the step of setting the
distance between the first motion vector and the second
motion vector to be less than 10% of the second motion
vector value by each coordinate.

[0142] In one embodiment of the present invention, the
step 388 of FIG. 17 further includes the step of performing
a narrow search to optimize the set of N1 motion vectors
substantially pointing out to the camera movement within at
least one P/B source picture. In one embodiment, the narrow
search (as shown in FIG. 18) further includes the following
steps. After the set of macro blocks corresponding to the set
of N1 motion vectors in the P/B source picture is identified
(step 424), for each macro block in the picture, one original
motion vector from the set of N1 motion vectors is used (
step 426) to identify a reference area in a reference picture
corresponding to that macro block. At the next step (428), a
narrow search is performed in a narrow search area adjacent
to the reference area in the reference picture in order to find
an optimum motion vector that points out to an optimum
matching macro block in the reference picture. Steps 426-
428 are preferably repeated for each macro block in the P/B
source picture. In one embodiment, the maximum size of the
narrow search area is determined by the size of 5x5 macro
block area centered around the original motion vector. In
another embodiment, the maximum size of the narrow
search area is determined by the size of 7x7 macro block
area centered around the original motion vector.

[0143] In one embodiment of the present invention, as
shown in FIG. 19, the step 388 (of FIG. 17) of global
processing further comprises the following steps. After a
first set of N1 motion vectors is selected from the set of all
saved motion vectors N (step 464), in one embodiment, an
average value of a motion vector from the set N of motion
vectors is calculated (step 466). In this embodiment, if in the
subset N1 of motion vectors, a distance between each
motion vector and the average calculated value is less than
the first predetermined value, that is the Test condition III is
satisfied (468), the flow chart follows the logical arrow 478.
If this is the case, the set of N1 motion vectors is kept for
further global frame processing (step 470) because each
vector in the set of N1 motion vectors substantially points
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out to the camera movement within at least one P/B source
picture. The steps 466 and 470 are preferably repeated and,
in one embodiment, the camera movement is detected if the
number N1 of motion vectors is greater than N/2.

[0144] In an alternative embodiment of the present inven-
tion, as shown in FIG. 19, the step 388 (of FIG. 17) of
global processing further comprises the following steps.
After a first set of N1 motion vectors is selected from the set
of all saved motion vectors N (step 464), a median value of
a motion vector from the set N of motion vectors is calcu-
lated (step 466). In this embodiment, if in the subset N1 of
motion vectors, a distance between each motion vector and
the median value is less than the first predetermined value,
that is the Test condition IV is satisfied (472), the flow chart
follows the logical arrow 482. If this is the case, the set of
N1 motion vectors is kept for further global frame process-
ing (step 474) because each vector in the set of N1 motion
vectors substantially points out to the camera movement
within at least one P/B source picture. The steps 470 and 474
are preferably repeated, so that, in one embodiment, the
camera movement is detected if the number N1 of motion
vectors is greater than N/2.

[0145] In one embodiment, as shown in FIG. 20, the
global processing further includes the full search to optimize
the set of remaining (N-N1) motion vectors. In one embodi-
ment, the full search further including the following steps.
After the set of macro blocks corresponding to the set of
(N-N1) motion vectors in the P/B source picture is identified
(step 502), for each macro block in the picture, one motion
vector from the set of (N-N1) motion vectors is used (step
504) to identify a reference area in a reference picture that
corresponding to the macro block. After that, the full search
is performed ( step 506) in a search area adjacent to the
reference area in the reference picture to find an optimum
motion vector that points out to an optimum matching macro
block in the reference picture. Steps 504-506 are preferably
repeated for each macro block in the P/B source picture. The
size of the full search area depends on the amount of
available processing power.

[0146] In one embodiment of the present invention, the
narrow search process, as described above, is performed to
optimize the set of N, .. ieee Of motion vectors that
substantially points out to substantially all moving objects
within at least one P/B source picture. In another embodi-
ment of the present invention, the full search, as described
above, is performed to optimize the set of N, ing opject OF
motion vectors that substantially points out to substantially
all moving objects within at least one P/B source picture. In
one embodiment of the present invention, the local frame
processing of the received set N2 of motion vectors that
substantially point out to at least one moving objects further
includes the following proprietary algorithm, as depicted in
FIG. 21.

[0147] Step 524: (A) starting with an arbitrary motion
vector N belonging to the set of N of motion vectors;
wherein the arbitrary motion vector N corresponds to at least
one macro block a;

[0148] Step 526: (B) comparing the N motion vector with
a motion vector 1belonging to a set of8 neighboring motion

vectors; wherein each neighboring motion vector 1 corre-
sponds to at least one macro block p adjacent to the macro
block a;
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[0149] Step 528: (C) if a distance between the arbitrary
motion vector N and at least one neighboring motion vector

1is less than the second predetermined value, marking each

motion vector las a motion vector Tbelonging to a set
moving objem;

[0150] step 530: (D) replacing the arbitrary motion vector

N with one motion vector Tbelonging to the set N,

object,

[0151] and

[0152] Step 532: (E) preferably repeating the steps (526-
530 ) until the set N ing object SIOPS growing.

moving

[0153] One more aspect of the present invention, as
depicted in FIG. 22, is directed to the method of re-
compressing the de-compressed original video stream,
wherein the differences of the quantization level for each
pair comprising a I source picture and a corresponding I
destination picture; and for each pair comprising a P source
picture and a corresponding P destination picture is reduced
as compared with the difference between the second and first
quantization levels A in order to reduce the propagation of
errors caused by reusing a plurality of motion vectors
originally used for a plurality of source pictures compressed
at the first quantization level for a plurality of destination
pictures compressed at the second quantization level.

[0154] More specifically, FIG. 22 is a flowchart 540
having the following steps. Step 544 is the step of reducing
the differences of the quantization level for each lo--pair of
a P source picture/corresponding P destination picture at a
first predetermined amount, whereas step 546 is the step of
reducing the differences of the quantization level for each
pair of an I source picture/corresponding I destination pic-
ture at a second predetermined amount. Finally, step 548 is
the step of increasing the quantization level for each desti-
nation B picture at a third predetermined amount to com-
pensate for the reduction in the quantization level for each
pair of an I source picture/corresponding I destination pic-
ture, and for each pair of an P source picture/corresponding
P picture in order to preserve the second compression level.

[0155] The second compression levels should be pre-
served if the user would like to have the re-compressed
video stream to be delivered to his terminal within a rea-
sonable time frame in real time.

[0156] The foregoing description of specific embodiments
of the present invention have been presented for purposes of
illustration and description. They are not intended to be
exhaustive or to limit the invention to the precise forms
disclosed, and obviously many modifications and variations
are possible in light of the above teaching. The embodiments
were chosen and described in order to best explain the
principles of the invention and its practical application, to
thereby enable others skilled in the art to best utilize the
invention and various embodiments with various modifica-
tions as are suited to the particular use contemplated. It is
intended that the scope of the invention be defined by the
claims appended hereto and their equivalents.

what is claimed is:

1. A method of bandwidth scaling of a compressed video
stream comprising the steps of:
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(A) decompressing an original previously compressed
video stream image having a first level of compression
including a first level of quantization, said original
video stream comprising a set of original motion pic-
tures; said original video stream image comprising a set
of original macro blocks; said set of original macro
blocks further comprising a set of I source pictures, a
set of P source pictures, and a set of B source pictures;
said decompressed video stream image comprising a
set of decompressed motion pictures; said decom-
pressed video stream image comprising a set of decom-
pressed macro blocks; said set of decompressed macro
blocks further comprising a set of I decompressed
pictures, a set of P decompressed pictures, and a set of
B decompressed pictures; said step (A) further com-
prising the steps of:

(Al) recovering and saving a set of original motion
vectors for each said P source picture and each said
B source picture; wherein each said original motion
vector substantially points out to at least one macro
block in said original video stream;

and

(A2) recovering a reconstructed original video stream;
wherein said reconstructed original video stream
differs from said original video stream by an amount
of information lost during an original compression
process of said original video stream; said recon-
structed original video stream comprising a set of
reconstructed original macro blocks; said set of
reconstructed original macro blocks further compris-
ing a set of I reconstructed source (RS) pictures, a set
of P reconstructed source (RS) pictures, and a set of
B reconstructed source (RS) pictures;

and

(B) re-compressing said decompressed video stream
image to create a re-compressed video stream image
having a second level of compression including a
second level of quantization, wherein said second level
of compression is higher than said first level of com-
pression, and wherein said second level of quantization
is stronger than said first level of quantization, said
re-compressed video stream image comprising a set of
re-compressed motion pictures; said re-compressed
video stream image comprising a set of re-compressed
macro blocks; said set of re-compressed macro blocks
further comprising a set of I destination pictures, a set
of P destination pictures, and a set of B destination
pictures; said step (B) further comprising the steps of:

(B1) processing said set of recovered and saved origi-
nal motion vectors for each said P source picture and
each said B source picture in order to create a set of
usable source motion vectors for each said P desti-
nation picture and each said B destination picture;

(B2) removing an interframe redundancy from each
said P (RS) picture and from each said B (RS) picture
by using said set of usable source motion vectors,
wherein the values of a set of pixels in each said I
(RS) picture is independently provided, and wherein
in each said P (RS) picture, only the incremental
changes in each said pixel value from a preceding I
(RS) picture or a preceding P (RS) picture are coded,
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and wherein in each said B (RS) picture, a set of
pixel values are coded with respect to both an earlier
I (RS)/or P(RS) picture, and a later I (RS)/or P(RS)
picture;

(B3) removing intraframe redundancy by performing a
2-dimensional discrete cosine transform (DCT) on a
plurality of 8x8 values matrices to map the spatial
luminance or chrominance values into the frequency
domain;

(B4) performing a quantization process having said
second level of quantization of each said DCT coef-
ficients by weighting each element of each said 8x8
matrix in accordance with its chrominance or lumi-
nance type and its frequency;

(B5) performing a run length coding for each said
weighted element of each said 8x8 matrix without
information loss as an ordered list of a “DC” value,
and alternating pairs of a non-zero “AC” value and
a length of zero elements following said non-zero
“AC” value; wherein each said element of one said
matrix is presented as if said matrix is read in a
zigzag manner; and

(B6) performing an entropy encoding scheme for each
said (RS) video stream in order to further compress
the representations of each said DC block coefficient
and each said AC value-run length pairs using vari-
able length codes;

wherein each said original de-compressed video stream is
re-compressed by using said set of reusable source
motion vectors.

2. The method of claim 1, wherein said step (B1) of
processing said set of saved original motion vectors for each
said P source picture and each said B source picture further
includes the steps of:

(B1, 1) analyzing said set of N saved original motion
vectors for one said P source picture, or for one said B
source picture; N being an integer;

(B1, 2) if in a set of N1 of motion vectors, for each pair
comprising a first motion vector from said set of N1
motion vectors, and a second motion vector from said
set of N1 motion vectors, a distance between said first
motion vector and said second motion vector is less
than a first predetermined value, keeping said set of N1
motion vectors for further global frame processing; and
disregarding a set of remaining (N-N1) motion vectors;
wherein said set of N1 motion vectors substantially
points out to a camera movement within at least one
said P/B source picture; N1 being an integer greater or
equal to sald ﬁrst predetermined number N, ., .1
N=N1= threshold 5 N1 belng an lnteger Nthreshold
being an integer;

(B1, 3) if in a subset of N2 motion vectors, wherein said
subset of N2 motion vectors corresponds to a group of
adjacent macro blocks comprising a set of N2 macro
blocks, for each pair comprising a first motion vector
from said subset of N2 motion vectors, and a second
motion vector from said subset of N2 motion vectors,
a distance between said first motion vector and said
second motion vector is less than a second predeter-
mined value, keeping said set of N2 motion vectors for
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further local frame processing; and disregarding a set of
remaining (N-N2) motion vectors; wherein said set of
N2 motion vectors substantially points out to at least
one moving object within at least one said P/B source
picture; N2 being an integer greater or equal to said
second predetermined number
Nireshotd N2ZNipeonota s Nitweshota- being an integer;

and

(B1, 4) repeating said step (B1, 3) to recover in said set
of N motion vectors a subset of N, i opieer ©f motion
vectors that substantially points out to substantially all
moving objects within at least one said P/B source
picture; N ino obicer 1S an integer less or equal to N.

3. The method of claim 2, wherein said step of (B1, 2)

further includes the step of:

setting said distance between said first motion vector and
said second motion vector to be less than 2 pixels by
each coordinate.
4. The method of claim 2, wherein said step of (B1, 2)
further includes the step of:

setting said distance between said first motion vector and
said second motion vector to be less than 10% of said
second motion vector value by each coordinate.
5. The method of claim 2, wherein said step of (B1, 2)
further includes the step of:

setting said distance between said first motion vector and
said second motion vector to be less than 10% of said
second motion vector value by each coordinate.

6. The method of claim 2, wherein said step (B1, 2)
further includes the step of performing a narrow search to
optimize said set of N1 motion vectors substantially pointing
out to said camera movement within at least one said P/B
source picture further including the steps of:

(A) identifying a set of macro blocks corresponding to
said set of N1 motion vectors in said P/B source
picture;

(B) for one said macro block in said picture, using one
said original motion vector from said set of N1 motion
vectors to identify a reference area in a reference
picture that corresponding to said macro block;

(C) performing a narrow search in a narrow search area
adjacent to said reference area in said reference picture
to find an optimum motion vector that points out to an
optimum matching macro block in said reference pic-
ture; wherein the maximum size of said narrow search
area is determined by the size of 5x5 macro block area
centered around said original motion vector;

and

(D) repeating said steps (B-C) for each said macro block

in said P/B source picture.

7. The method of claim 2, wherein said step (B1, 2)
further includes the step of performing a narrow search to
optimize said set of N1 motion vectors substantially pointing
out to said camera movement within at least one said P/B
source picture further including the steps of:

(A) identifying a set of macro blocks corresponding to
said set of N1 motion vectors in said P/B source
picture;
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(B) for one said macro block in said picture, using one
said original motion vector from said set of N1 motion
vectors to identify a reference area in a reference
picture that corresponding to said macro block;

(C) performing a narrow search in a narrow search area
adjacent to said reference area in said reference picture
to find an optimum motion vector that points out to an
optimum matching macro block in said reference pic-
ture; wherein the maximum size of said narrow search
area is determined by the size of 7x7 macro block area
centered around said original motion vector;

and

(D) repeating said steps (B-C) for each said macro block
in said P/B source picture.
8. The method of claim 2, wherein said step (B1, 2)
further comprises the steps of:

calculating a median value of a motion vector from said
set N of motion vectors;

if in said subset N1 of motion vectors, a distance between
each said motion vector and said median value is less
than said first predetermined value, keeping said set of
N1 motion vectors for further global frame processing;
and disregarding a set of remaining (N-N1) motion
vectors; wherein said set of N1 motion vectors sub-
stantially points out to said camera movement within at
least one said P/B source picture; N being an integer
greater or equal to said first predetermined number
Nitresnota ? NENIZNy 1.014'; N1 being an integer;
Nmestolt! being an integer.
9. The method of claim 2, wherein said step (B1, 2)
further comprises the steps of:

calculating an average value of a motion vector from said
set N of motion vectors;

if in said subset N1 of motion vectors, a distance between
each said motion vector and said average value is less
than said first predetermined value, keeping said set of
N1 motion vectors for further global frame processing;
and disregarding a set of remaining (N-N1) motion
vectors; wherein said set of N1 motion vectors sub-
stantially points out to said camera movement within at
least one said P/B source picture; N1 being an integer
greater or equal to said first predetermined number
Ninresnora? NZN1ZNy a’s N1 being an integer;
Ntesholtd heing an integer.
10. The method of claim 2, wherein said step (B1, 2)
further comprises the steps of:

(A) selecting a first set of N1 of motion vectors from said
set N of motion vectors;

(B) calculating an average value of a motion vector from
said first subset N1 of motion vectors;

(O) if in said first subset N1 of motion vectors, a distance
between each said motion vector and said average
value is less than said first predetermined value, keep-
ing said first set of N1 motion vectors for further global
frame processing; and disregarding said set of remain-
ing (N-N1) motion vectors; wherein said first set of N1
motion vectors substantially points out to said camera
movement within at least one said P/B source picture;
N1 being an integer greater or equal to said first
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predetermined number Ny, ocpoa s NEN1ZNy conoa s
N1 being an integer; N,;. ;.4 Deing an integer;

and

(D) if in said first subset N1 of motion vectors, a distance
between each said motion vector and said median value
is greater than said first predetermined value, selecting
a second subset N1 of motion vectors from said set N
of motion vectors and repeating said steps (B-D).

11. The method of claim 7, wherein said step of keeping
said set of N1 motion vectors for further global frame
processing; and disregarding said set of remaining (N-N1)
motion vectors further comprises the step of:

detecting said camera movement if said number N1 of
motion vectors is greater than N/2.

12. The method of claim 2, wherein said step (Bl, 2)
further includes the step of performing a full search to
optimize said set of remaining (N-N1) motion vectors fur-
ther including the steps of:

(A) identifying a set of macro blocks corresponding to
said set of (N-N1) motion vectors in said P/B source
picture;

(B) for one said macro block in said picture, using one
said motion vector from said set of (N-N1) motion
vectors to identify a reference area in a reference
picture that corresponding to said macro block;

(C) performing a full search in a search area adjacent to
said reference area in said reference picture to find an
optimum motion vector that points out to an optimum
matching macro block in said reference picture;

and

(D) repeating said steps (B-C) for each said macro block
in said P/B source picture.
13. The method of claim 12, wherein said step (C) of
performing said full search further includes the steps of:

setting a size of said full search area, wherein said size of
said full search area depends on the amount of available
processing power.

14. The method of claim 2, wherein said step (Bl, 3)
further includes the step of performing a narrow search to
optimize said set of N, iy opject Of motion vectors that
substantially points out to substantially all moving objects
within at least one said P/B source picture further including
the steps of:

(A) identifying a set of macro blocks corresponding to
said set of N, ing object MOtiON vectors in said P/B
source picture;

(B) for one said original macro block in said picture, using

one said original motion vector from said set of Nmmk
object Motion vectors to identify a reference area 1n a
reference picture that corresponding to said macro

block;

(C) performing a narrow search in a narrow search area
adjacent to said reference area in said reference picture
to find an optimum motion vector that points out to an
optimum matching macro block in said reference pic-
ture; wherein the maximum size of said narrow search
area is determined by the size of 5x5 macro block area
centered around said original motion vector;
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and

(D) repeating said steps (B-C) for each said macro block

in said P/B source picture.

15. The method of claim 2, wherein said step (B1, 3)
further includes the step of performing a narrow search to
optimize said set of N, iing opect Of Motion vectors that
substantially points out to substantially all moving objects
within at least one said P/B source picture further including
the steps of:

(A) identifying a set of macro blocks corresponding to
said set of N, ine opjee MOtion vectors in said P/B
source picture;

(B) for one said original macro block in said picture, using
one said original motion vector from said set of N___-
g motion vectors to identify a reference area in a
reference picture that corresponding to said macro
block;

(C) performing a narrow search in a narrow search area
adjacent to said reference area in said reference picture
to find an optimum motion vector that points out to an
optimum matching macro block in said reference pic-
ture; wherein the maximum size of said narrow search
area is determined by the size of 7x7 macro block area
centered around said original motion vector;

and

(D) repeating said steps (B-C) for each said macro block

in said P/B source picture.

16. The method of claim 2, wherein said step (B1, 3)
further includes the step of performing a full search to
optimize said set of N ;.. ;.. Of motion vectors that
substantially points out to substantially all moving objects
within at least one said P/B source picture further compris-
ing the steps of:

(A) identifying a set of macro blocks corresponding to
said set of Ny, oving object MOtion vectors in said picture;

(B) for one said macro block in said picture, using one
said motion vector from said set of Ny ins object
motion vectors to identify a reference area in a refer-
ence picture that corresponding to said macro block;

(C) performing a full search in a search area adjacent to
said reference area in said reference picture to find an
optimum motion vector that points out to an optimum
matching macro block in said reference picture;

and

(D) repeating said steps (B-C) for each said macro block
in said P/B source picture.
17. The method of claim 12, wherein said step (C) of
performing said full search further includes the steps of:

setting a size of said full search area, wherein said size of
said full search area depends on the amount of available
processing power.
18. The method of claim 2, wherein said step (B1, 3)
further includes the step of:

setting said number N2 to be greater or equal to two.

19. The method of claim 2, wherein said step (B1, 3)
further includes the steps of:
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(A) starting with an arbitrary motion vector N belonging
to said set of N of motion vectors, wherein said
arbitrary motion vector N corresponds to at least one
macro block a;

(B) comparing said N motion vector with a motion vector
Abelonging to a set of 8 neighboring motion vectors;
wherein each said neighboring motion vector 2 corre-
sponds to at least one macro block [ adjacent to said
macro block a;

(C) if a distance between said arbitrary motion vector N
and at least one said neighboring motion vector 1is less
than said second predetermined value, marking each

said motion vector 1as a motion vector Tbelonging to
aset N

moving object?

(D) replacing said arbitrary motion vector N with one said
motion vector belonging to said set N

moving objects?

and

(E) repeating said steps (B-D) until said set N

stops growing.

20. The method of claim 1, wherein said step (B4) of
processing said set of saved original motion vectors for each
said P source picture and each said B source picture further
includes the steps of:

moving object

reducing the differences of the quantization level for each
pair of a P source picture/corresponding P destination
picture at a first predetermined amount;

reducing the differences of the quantization level for each
pair of an I source picture/corresponding I destination
picture at a second predetermined amount; and

increasing the quantization level for each destination B
picture at a third predetermined amount to compensate
for the reduction in the quantization level for each pair
of an I source picture/corresponding I destination pic-
ture, and for each pair of an P source picture/corre-
sponding P picture in order to preserve said second
compression level;

wherein said reduction of the differences of the quanti-
zation level for each pair comprising a I source picture
and a corresponding I destination picture by said first
predetermined amount; and for each pair comprising a
P source picture and a corresponding P destination
picture by said second predetermined amount reduces
the propagation of errors caused by re-using a plurality
of motion vectors originally used for a plurality of
source pictures compressed at said first quantization
level for a plurality of destination pictures compressed
at said second quantization level.

21. An apparatus for bandwidth scaling of a compressed

video stream comprising:

(A) a means for decoding an original previously com-
pressed video stream image having a first level of
compression including a first level of quantization, said
original video stream comprising a set of original
motion pictures; said original video stream image com-
prising a set of original macro blocks; said set of
original macro blocks further comprising a set of I
source pictures, a set of P source pictures, and a set of
B source pictures; said decompressed video stream
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image comprising a set of decompressed motion pic-
tures; said decompressed video stream image compris-
ing a set of decompressed macro blocks; said set of
decompressed macro blocks further comprising a set of
I decompressed pictures, a set of P decompressed
pictures, and a set of B decompressed pictures; said
means for decoding further comprising:

(A1) a means for recovering and saving a set of original
motion vectors for each said P source picture and
each said B source picture; wherein each said origi-
nal motion vector substantially points out to at least
one macro block in said original video stream;

and

(A2) a means for recovering a reconstructed original
video stream; wherein said reconstructed original
video stream differs from said original video stream
by an amount of information lost during an original
compression process of said original video stream;
said reconstructed original video stream comprising
a set of reconstructed original macro blocks; said set
of reconstructed original macro blocks further com-
prising a set of I reconstructed source (RS) pictures,
a set of P reconstructed source (RS) pictures, and a
set of B reconstructed source (RS) pictures;
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map the spatial luminance or chrominance values
into the frequency domain;

(B4) a means for performing a quantization process
having said second level of quantization of each said
DCT coefficients by weighting each element of each
said 8x8 matrix in accordance with its chrominance
or luminance type and its frequency;

(B5) a means for performing a run length coding for
each said weighted element of each said 8x8 matrix
without information loss as an ordered list of a “DC”
value, and alternating pairs of a non-zero “AC” value
and a length of zero elements following said non-
zero “AC” value; wherein each said element of one
said matrix is presented as if said matrix is read in a
zigzag manner; and

(B6) a means for performing an entropy encoding
scheme for each said (RS) video stream in order to
further compress the representations of each said DC
block coefficient and each said AC value-run length
pairs using variable length codes;

wherein each said original de-compressed video stream is

re-compressed by using said set of reusable source
motion vectors.

22. The apparatus of claim 21, wherein said means for
and processing said set of saved original motion vectors for each
said P source picture and for each said B source picture

(B) a means for encoding said decompressed video stream further includes:

image to create a re-compressed video stream image

having a second level of compression including a (B1, 1) a means for analyzing said set of N saved original

second level of quantization, wherein said second level
of compression is higher than said first level of com-
pression, and wherein said second level of quantization
is stronger than said first level of quantization, said
re-compressed video stream image comprising a set of
re-compressed motion pictures; said re-compressed
video stream image comprising a set of re-compressed
macro blocks; said set of re-compressed macro blocks
further comprising a set of I destination pictures, a set
of P destination pictures, and a set of B destination
pictures; said means for encoding further comprising:

(B1) a means for processing said set of recovered and
saved original motion vectors for each said P source
picture and each said B source picture in order to
create a set of usable source motion vectors for each
said P destination picture and each said B destination
picture;

(B2) a means for removing an interframe redundancy
from each said P (RS) picture and from each said B
(RS) picture by using said set of usable source
motion vectors, wherein the values of a set of pixels
in each said I (RS) picture is independently provided,
and wherein in each said P (RS) picture, only the
incremental changes in each said pixel value from a
preceding I (RS) picture or a preceding P (RS)
picture are coded, and wherein in each said B (RS)
picture, a set of pixel values are coded with respect
to both an earlier I (RS)/or P(RS) picture, and a later
I (RS)/or P(RS) picture;

a means for removing intraframe redundanc

B3 f ing intrafl dundancy by
performing a 2-dimensional discrete cosine trans-
form (DCT) on a plurality of 8x8 values matrices to

motion vectors for one said P source picture, or for one
said B source picture; N being an integer;

(B1, 2) a means for global frame processing a set of N1

motion vectors and a means for disregarding a set of
remaining (N-N1) motion vectors; said means for glo-
bal frame processing further comprising:

a means for checking whether for each pair comprising
a first motion vector from said set of N1 motion
vectors and a second motion vector from said set of
N1 motion vectors, a distance between said first
motion vector and said second motion vector is less
than a first predetermined value; wherein said set of
N1 motion vectors substantially points out to a
camera movement within at least one said P/B source
picture; N1 being an integer greater or equal to said
first predetermined number N _..q': NZNI2
Ninresnota s N1 being an integer; Ny, espoia” being an
integer;

and

(B1, 3)a means for local frame processing a set of N2

motion vectors and a means for disregarding a set of
remaining (N-N2) motion vectors; said set of N2
motion vectors corresponding to a group of adjacent
macro blocks comprising a set of N2 macro blocks;
said means for local frame processing further compris-
ing:

a means for checking whether for each pair comprising
a first motion vector from said set of N2 motion
vectors and a second motion vector from said set of
N2 motion vectors, a distance between said first
motion vector and said second motion vector is less
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than a second predetermined value; wherein said set
of N2 motion vectors substantially points out to at
least one moving object within at least one said P/B
source picture; N2 being an integer greater or equal
to said second predetermined number N, o4
N2§Nthreshold2; Nthreshold2 being an integer;

and

means for checking whether a set of N2 motion vectors
includes a set of substantially all N
motion vectors; wherein in said set of N, o ieer
of motion vectors each said motion vector substan-
tially points out to at least one moving object within
at least one said P/B source picture; wherein N~

object 15 an integer less or equal to N. g
23. The apparatus of claim 22, wherein said means for
global frame processing said set of N1 motion vectors

further includes:

moving object

a means for performing a narrow search to optimize said
set of N1 motion vectors; wherein said set of N1 motion
vectors substantially points out to said camera move-
ment within at least one said P/B source picture;

and

a means for performing a full search to optimize said set
of remaining (N-N1) motion vectors.
24. The apparatus of claim 23, wherein said means for
performing said narrow search to optimize said set of N1
motion vectors further includes:

(A) a means for identifying a set of macro blocks corre-
sponding to said set of N1 motion vectors in said P/B
source picture;

(B) a means for identifying a reference area in a reference
picture corresponding to one said macro block in said
P/B source picture;

and

(C) a means for identifying the maximum size of said
narrow search area.
25. The apparatus of claim 22, wherein said means for
local frame processing said set of N2 motion vectors further
includes:

a means for performing a narrow search to optimize said
set Of N, ing object O motion vectors that substantially
points out to substantially all moving objects within at
least one said P/B source picture.

26. The apparatus of claim 25, wherein said means for

performing said narrow search to optimize said set of
_object Motion vectors further includes:

moving

(A) a means for identifying a set of macro blocks corre-
sponding to said set of N, 1. opjece MOtion vectors in
said P/B source picture;

(B) a means for identifying for each said original macro
block in said P/B source picture a reference area in a
reference picture that corresponding to said macro
block;

and

(C) a means for identifying the maximum size of said
narrow search area.
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27. The apparatus of claim 22, wherein said means for
local frame processing said set of N2 motion vectors further
includes:

a means for performing a full search to optimize said set
of N,oving object Motion of motion vectors that sub-
stantially points out to substantially all moving objects
within at least one said P/B source picture further
comprising: a means for identifying a set of macro
blocks corresponding to said set of N
motion vectors in said P/B source picture;

moving object

and

a means for identifying a reference area in said reference
picture that corresponds to each said macro block in
said P/B source picture.

28. The apparatus of claim 22, wherein said means for
local frame processing said set of N2 motion vectors further
includes a programmable chip including the following algo-
rithm:

(A) starting with an arbitrary motion vector N belonging
to said set of N of motion vectors, wherein said
arbitrary motion vector N corresponds to at least one
macro block a;

(B) comparing said N motion vector with a motion vector
belonging to a set of 8 neighboring motion vectors;
wherein each said neighboring motion vector 2 corre-
sponds to at least one macro block [ adjacent to said
macro block a;

(C) if a distance between said arbitrary motion vector N
and at least one said neighboring motion vector 1is less
than said second predetermined value, marking each

said motion vector 1as a motion vector Tbelonging to
aset N

moving object

(D) replacing said arbitrary motion vector N with one said
motion vector belonging to said set N,

moving object;

and

(E) repeating said steps (B-D) until said set N,

stops growing.

29. The apparatus of claim 21, wherein means for pro-
cessing said set of recovered and saved original motion
vectors for each said P source picture and each said B source
picture further includes:

moving object

a means for reducing the differences of the quantization
level for each pair of P source picture/corresponding P
destination picture at a first predetermined amount;

a means for reducing the differences of the quantization
level for each pair of I source picture/corresponding [
destination picture at a second predetermined amount;

and

a means for increasing the quantization level for each
destination B picture at a third predetermined amount
to compensate for the reduction in the quantization
level for each pair of I source picture/corresponding [
destination picture, and for each pair of P source
picture/corresponding P picture in order to preserve
said second compression level;
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wherein said reduction of the differences of the quanti-

zation level for each pair comprising said I source

picture and said corresponding I destination picture by

said first predetermined amount; and for each pair

comprising said P source picture and said correspond-

ing P destination picture by said second predetermined

amount reduces the propagation of errors caused by

re-using a plurality of motion vectors originally used

for a plurality of source pictures compressed at said

first quantization level for a plurality of destination

pictures compressed at said second quantization level.

30. Aremote host server useful in association with a client

computer, said remote host server having a processor and

memory, said client computer having a processor and

memory, said client computer being coupled to said remote

host server via a wireless communication network, said
remote server comprising:

(A) a decoder configured to decompress an original
previously compressed video stream image having a
first level of compression including a first level of
quantization, said original video stream comprising a
set of original motion pictures; said original video
stream image comprising a set of original macro
blocks; said set of original macro blocks further com-
prising a set of I source pictures, a set of P source
pictures, and a set of B source pictures; said decom-
pressed video stream image comprising a set of decom-
pressed motion pictures; said decompressed video
stream image comprising a set of decompressed macro
blocks; said set of decompressed macro blocks further
comprising a set of I decompressed pictures, a set of P
decompressed pictures, and a set of B decompressed
pictures; said decoder further comprising:

(A1) a means for recovering and saving a set of original
motion vectors for each said P source picture and
each said B source picture; wherein each said origi-
nal motion vector substantially points out to at least
one macro block in said original video stream;

and

(A2) a means for recovering a reconstructed original
video stream; wherein said reconstructed original
video stream differs from said original video stream
by an amount of information lost during an original
compression process of said original video stream;
said reconstructed original video stream comprising
a set of reconstructed original macro blocks; said set
of reconstructed original macro blocks further com-
prising a set of I reconstructed source (RS) pictures,
a set of P reconstructed source (RS) pictures, and a
set of B reconstructed source (RS) pictures;

and

(B) a re-compressor configured to re-compress said
decompressed video stream image to create a re-com-
pressed video stream image having a second level of
compression including a second level of quantization,
wherein said second level of compression is higher than
said first level of compression, and wherein said second
level of quantization is stronger than said first level of
quantization, said re-compressed video stream image
comprising a set of re-compressed motion pictures; said
re-compressed video stream image comprising a set of

17

Jan. 24, 2002

recompressed macro blocks; said set of re-compressed

macro blocks further comprising a set of I destination

pictures, a set of P destination pictures, and a set of B

destination pictures; said re-compressor further com-

prising:

(B1) a processor configured to process said set of
recovered and saved original motion vectors for each
said P source picture and each said B source picture
in order to create a set of usable source motion
vectors for each said P destination picture and each
said B destination picture;

(B2) a means for removing an interframe redundancy
from each said P (RS) picture and from each said B
(RS) picture by using said set of usable source
motion vectors, wherein the values of a set of pixels
in each said I (RS) picture is independently provided,
and wherein in each said P (RS) picture, only the
incremental changes in each said pixel value from a
preceding I (RS) picture or a preceding P (RS)
picture are coded, and wherein in each said B (RS)
picture, a set of pixel values are coded with respect
to both an earlier I (RS)/or P(RS) picture, and a later
I (RS)/or P(RS) picture;

(B3) a means for removing intraframe redundancy by
performing a 2-dimensional discrete cosine trans-
form (DCT) on a plurality of 8x8 values matrices to
map the spatial luminance or chrominance values
into the frequency domain;

(B4) a means for performing a quantization process
having said second level of quantization of each said
DCT coefficients by weighting each element of each
said 8x8 matrix in accordance with its chrominance
or luminance type and its frequency;

(B5) a means for performing a run length coding for
each said weighted element of each said 8x8 matrix
without information loss as an ordered list of a “DC”
value, and alternating pairs of a non-zero “AC” value
and a length of zero elements following said non-
zero “AC” value; wherein each said element of one
said matrix is presented as if said matrix is read in a
zigzag manner; and

(B6) a means for performing an entropy encoding
scheme for each said (RS) video stream in order to
further compress the representations of each said DC
block coefficient and each said AC value-run length
pairs using variable length codes;

wherein each said original de-compressed video stream is
re-compressed by using said set of reusable source
motion vectors.

31. A client computer useful in association with a remote
host server, said client computer being coupled to said
remote host server via a wireless communication network,
said client computer having a processor, a memory, and a
multimedia display; said client computer comprising:

a transmitter configured to send request for a multimedia
content to said host server from said client computer
using said wireless communication network;

and
a receiver configured to receive said multimedia content
in real time from said host server on said client com-

puter display using said wireless communication net-
work.
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32. A computer-readable storage medium useful in asso-
ciation with a host server, said host server having a processor
and memory, said host server being coupled to a client
computer via a wireless communication network, said com-
puter readable storage medium including computer-readable
code instructions configured to cause said host server to
execute the steps of:

(A) decompressing an original previously compressed
video stream image having a first level of compression
including a first level of quantization, said original
video stream comprising a set of original motion pic-
tures; said original video stream image comprising a set
of original macro blocks; said set of original macro
blocks further comprising a set of I source pictures, a
set of P source pictures, and a set of B source pictures;
said decompressed video stream image comprising a
set of decompressed motion pictures; said decom-
pressed video stream image comprising a set of decom-
pressed macro blocks; said set of decompressed macro
blocks further comprising a set of I decompressed
pictures, a set of P decompressed pictures, and a set of
B decompressed pictures; said step (A) further com-
prising the steps of:

(A1) recovering and saving a set of original motion
vectors for each said P source picture and each said
B source picture; wherein each said original motion
vector substantially points out to at least one macro
block in said original video stream;

and

(A2) recovering a reconstructed original video stream;
wherein said reconstructed original video stream
differs from said original video stream by an amount
of information lost during an original compression
process of said original video stream; said recon-
structed original video stream comprising a set of
reconstructed original macro blocks; said set of
reconstructed original macro blocks further compris-
ing a set of I reconstructed source (RS) pictures, a set
of P reconstructed source (RS) pictures, and a set of
B reconstructed source (RS) pictures;

and

(B) re-compressing said decompressed video stream
image to create a recompressed video stream image
having a second level of compression including a
second level of quantization, wherein said second level
of compression is higher than said first level of com-
pression, and wherein said second level of quantization
is stronger than said first level of quantization, said
re-compressed video stream image comprising a set of
re-compressed motion pictures; said re-compressed
video stream image comprising a set of re-compressed
macro blocks; said set of re-compressed macro blocks
further comprising a set of I destination pictures, a set
of P destination pictures, and a set of B destination
pictures; said step (B) further comprising the steps of:

(B1) processing said set of recovered and saved origi-
nal motion vectors for each said P source picture and
each said B source picture in order to create a set of
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usable source motion vectors for each said P desti-
nation picture and each said B destination picture;

(B2) removing an interframe redundancy from each
said P (RS) picture and from each said B (RS) picture
by using said set of usable source motion vectors,
wherein the values of a set of pixels in each said I
(RS) picture is independently provided, and wherein
in each said P (RS) picture, only the incremental
changes in each said pixel value from a preceding I
(RS) picture or a preceding P (RS) picture are coded,
and wherein in each said B (RS) picture, a set of
pixel values are coded with respect to both an earlier
I (RS)/or P(RS) picture, and a later I (RS)/or P(RS)
picture;

(B3) removing intraframe redundancy by performing a
2-dimensional discrete cosine transform (DCT) on a
plurality of 8x8 values matrices to map the spatial
luminance or chrominance values into the frequency
domain;

(B4) performing a quantization process having said
second level of quantization of each said DCT coef-
ficients by weighting each element of each said 8x8
matrix in accordance with its chrominance or lumi-
nance type and its frequency;

(B5) performing a run length coding for each said
weighted element of each said 8x8 matrix without
information loss as an ordered list of a “DC” value,
and alternating pairs of a non-zero “AC” value and
a length of zero elements following said non-zero
“AC” value; wherein each said element of one said
matrix is presented as if said matrix is read in a
zigzag manner; and

(B6) performing an entropy encoding scheme for each
said (RS) video stream in order to further compress
the representations of each said DC block coefficient
and each said AC value-run length pairs using vari-
able length codes;

wherein each said original de-compressed video stream is
re-compressed by using said set of reusable source
motion vectors.

33. A computer-readable storage medium useful in asso-
ciation with a client computer, said client computer having
a processor, a memory, and a multimedia display; said client
computer being coupled to a host server via a wireless
communication network, said computer-readable storage
medium including computer-readable code instructions con-
figured to cause said client computer to execute the steps of:

sending a request for a multimedia content to said host
server from said client computer using said wireless
communication network;

and

receiving said multimedia content in real time from said
host server on said client computer multimedia display
using said wireless communication network.



