多相机监控网络中的目标识别设备和方法

本公开提供了一种更多相机监控网络中的目标识别设备和方法。一种目标识别设备，用于包括多个相机的监测网络中，所述目标识别设备包括：视角方向估计装置，用于估计所述多个相机中的两个相机中的每一个拍摄到的目标相对于每个相机的视角方向；特征提取装置，用于分别从所述两个相机中的每一个拍摄的包含目标的目标图像中提取一个或多个特征；以及目标匹配装置，用于根据所述两个相机拍摄到的目标的视角方向为所述一个或多个特征中的每一个分配权重，并根据经过加权的所述一个或多个特征来计算所述两个相机拍摄到的目标之间的相似度，以确定所述两个相机拍摄到的目标是否为同一目标。
1.一种目标识别设备，用于包括多个相机的监视网络中，所述目标识别设备包括：
视角方向估计装置，用于估计所述多个相机中的两个相机中的每一个拍摄到的目标相对于该相机的视角方向；
特征提取装置，用于分别从所述两个相机中的每一个拍摄的包含目标的图像中提取一个或更多个特征；以及
目标匹配装置，用于根据所述两个相机拍摄到的目标的视角方向，为所述一个或更多个特征中的每一个分配权重，并根据经过加权的所述一个或更多个特征来计算所述两个相机拍摄到的目标之间的相似度，以确定所述两个相机拍摄到的目标是否为同一目标，
其中，所述视角方向估计装置包括：
拍摄方向获取装置，用于获取该相机的拍摄方向；
运动方向估计装置，用于根据该相机拍摄的图像来估计该目标的运动方向；及
视角判断装置，用于根据该目标的运动方向以及该相机的拍摄方向来判断该目标相对于该相机的视角方向。

2.根据权利要求1所述的目标识别设备，其中，每一个特征的权重反映了所述两个相机拍摄到的目标的视角方向之间的关系以及特征在所述视角方向上用于目标匹配的有效性。

3.根据权利要求1所述的识别设备，其中，所述一个或更多个特征包括下列特征中的一个或更多个；
轮廓特征、颜色直方图特征、反映目标的不同部分颜色之间的比值的特征、局部特征点特征和局部纹理特征。

4.根据权利要求1所述的目标识别设备，其中，
当目标的运动方向与相机的拍摄方向相反时，所述视角判断装置判断该目标相对于该相机的视角方向为正面视角；
当目标的运动方向与相机的拍摄方向一致时，所述视角判断装置判断该目标相对于该相机的视角方向为背面视角；
当目标的运动方向与相机的拍摄方向垂直时，所述视角判断装置判断该目标相对于该相机的视角方向为侧面视角。

5.根据权利要求1所述的目标识别设备，其中，所述运动方向估计装置通过以下来估计目标的运动方向包括：
获取该目标在该相机的监视区域内的运动范围；
根据该相机拍摄的图像来计算该目标的运动信息；以及
基于该目标的运动信息来估计该目标的运动方向。

6.根据权利要求1所述的目标识别设备，其中，所述视角方向估计装置还包括：
视角方向分类器，用于检测相机拍摄到的图像中的目标的视角方向，并且
其中，所述视角判断装置被配置为计算相机的拍摄方向与目标的运动方向之间的夹角与多个视角方向的相关概率，并根据所计算的相关概率以及所述视角方向分类器的检测结果来计算目标为所述多个视角方向中的每一个的概率值，将与最大概率值对应的视角方向作为目标相对于相机的视角方向。

7.根据权利要求1所述的目标识别设备，其中，所述相似度计算装置还被配置为根据所述两个相机拍摄到的目标的视角方向选择一个或更多个特征用于计算所述两个相机拍摄
到的目标之间的相似度。

8. 一种目标识别方法，用于包括多个相机的监视网络中，所述目标识别方法包括：
估计所述多个相机中的两个相机中的每一个拍摄到的目标相对于该相机的视向方向；
分别从所述两个相机中的每一个拍摄的包含目标的图像中提取一个或更多个特征；
根据所述两个相机拍摄到的目标的视向方向为所述一个或更多个特征中的每一个分配权重；以及
根据经过加权的所述一个或更多个特征来计算所述两个相机拍摄到的目标之间的相似度，以确定所述两个相机拍摄到的目标是否为同一目标，
其中，估计每一个相机拍摄到的目标相对于该相机的视向方向包括：
获取该相机的拍摄方向；
根据该相机拍摄的图像来估计该目标的运动方向；及
根据该目标的运动方向以及该相机的拍摄方向来判断该目标相对于该相机的视向方向。

9. 根据权利要求8所述的目标识别方法，其中，每一个特征的权重反映所述两个相机拍摄到的目标的视向方向之间的关系和该特征在所述视向方向下用于目标匹配的有效性。

10. 根据权利要求8所述的目标识别方法，其中，所述一个或更多个特征包括下列特征中的一个或更多个：
轮廓特征、颜色直方图特征、反映目标的不同部分颜色之间的比值的特征、局部特征点特征和局部纹理特征。

11. 根据权利要求8所述的目标识别方法，其中，根据该目标的运动方向以及该相机的拍摄方向来判断该目标相对于该相机的视向方向包括：
当该目标的运动方向以及该相机的拍摄方向相同时，判断该目标相对于该相机的视向方向为正面视向；
当该目标的运动方向以及该相机的拍摄方向一致时，判断该目标相对于该相机的视向方向为背面视向；
当该目标的运动方向以及该相机的拍摄方向垂直时，判断该目标相对于该相机的视向方向为侧面视向。

12. 根据权利要求8所述的目标识别方法，其中，估计该目标的运动方向包括：
获取该目标在该相机的监视区域内的运动范围；
根据该相机拍摄的图像来估计该目标的运动信息；以及
基于该目标的运动信息来估计该目标的运动方向。

13. 根据权利要求8所述的目标识别方法，还包括：
利用能够检测图像中的目标的视向方向的视向方向分类器来检测相机拍摄的图像中的目标的视向方向，并且
其中，根据目标的运动方向以及相机的拍摄方向来判断目标相对于相机的视向方向包括：
计算相机的拍摄方向与目标的运动方向之间的夹角与多个视向方向的相关概率；以及
根据所计算的相关概率以及所述视向方向分类器的检测结果来计算目标为所述多个视向方向中的每一个的概率值，将与最大概率值对应的视向方向作为目标相对于相机的视向方向。
角方向。

14. 根据权利要求8所述的目标识别方法，还包括：根据所述两个相机拍摄到的目标的视角方向选择一个或更多个特征用于计算所述两个相机拍摄到的目标之间的相似度。
多相机监控网络中的目标识别设备和方法

技术领域
【0001】本公开涉及目标识别，具体地，涉及目标识别设备和方法，其中所述目标识别设备用于包括多个相机的监控网络中的。

背景技术
【0002】在包括多个相机的监控网络中，如何获取某个目标与所有关联相机的监控信息是目前大型智能监控系统的一个热点问题。例如，在楼宇监控系统中，当某个房间有人入室盗窃时，监控人员往往希望获取盗窃嫌疑人在整个大楼的其他监控相机的历史画面。在一些监控系统中，需要以人工查找的方法逐个排查，这样需要耗费大量的时间和人力。
【0003】已知一种基于颜色和纹理特征对不同相机中的相同目标进行匹配的方法，其中，依赖于准确获取目标的颜色特征来计算目标之间的匹配相似度。当目标在不同相机中均以正面视角出现时这种方法比较有效。相关文献包括M. Farenzena等人的文章“Person Re-identification by Symmetry-Driven Accumulation of Local Features”(IEEE Conference on Computer Vision and Pattern Recognition(CVPR), 2010年)(称为相关文献1)。

发明内容
【0004】在下文中给出关于本公开的一些方面的简要概述，以便提供对于本公开的基本理解。应当理解，这个概述并不是对本公开的穷举性概述。该概述也并非意图确定本公开的关键或重要部分，也不是意图限定本公开的范围。其目的仅仅是以简化的形式给出某些概念，以此作为稍后论述的更详细描述的前序。
【0005】根据本公开的一个方面，提供了一种目标识别设备。该设备用于包括多个相机的监视网络中，包括：视角方向估计装置，用于估计所述多个相机中的相机的每一个拍摄到的目标相对于相机的视角方向；特征提取装置，用于分别从所述两个相机中的每一个拍摄的包含目标的图像中提取一个或更多个特征；以及目标匹配装置，用于根据所述两个相机拍摄到的目标的视角方向为所述一个或更多个特征中每一个分配权重，并根据经过加权的所述一个或更多个特征来计算所述两个相机拍摄到的目标之间的相似度，以此作为所述两个相机拍摄到的目标是否为同一目标。
【0006】根据本公开的一个方面，提供了一种识别方法。该方法用于包括多个相机的监视网络中，包括：估计所述多个相机中的相机的每一个拍摄到的目标相对于该相机的视角方向；分别从所述两个相机中的每一个拍摄的包含目标的图像中提取一个或更多个特征；根据所述两个相机拍摄到的目标的视角方向为所述一个或更多个特征中每一个分配权重；以及根据经过加权的所述一个或更多个特征来计算所述两个相机拍摄到的目标之间的相似度，以此作为所述两个相机拍摄到的目标是否为同一目标。
【0007】另外，本公开的实施例还提供了用于实现上述方法的计算机程序。
【0008】此外，本公开的实施例还提供了至少计算机可读介质形式的计算机程序产品，其
上记录有用于实现上述方法的计算机程序代码。

附图说明

【0009】参照下面结合附图对本公开实施例的说明，会更加容易地理解本公开的以上和其他目的、特点和优点，附图中的部件只是为了示出本公开的原理，在附图中，相同的或类似的技术特征或部件将采用相同或类似的附图标记来表示。
【0010】图1是示出根据本公开一个实施例的目标识别方法的示意性流程图；
【0011】图2是示出根据估计目标相对于相机的视角方向的方法的一个示例的示意性流程图；
【0012】图3是估计目标的运动方向的方法的一个示例的示意性流程图；
【0013】图4是示出根据估计目标相对于相机的视角方向的方法的另一示例的示意性流程图；
【0014】图5是示出根据本公开一个具体实施例的目标识别方法的示意性流程图；
【0015】图6是示出根据本公开一个实施例的目标识别设备的结构的示意性框图；
【0016】图7是示出图6所示的视角方向估计装置的结构的一个示例的示意性框图；
【0017】图8是示出图6所示的视角方向估计装置的结构的另一示例的示意性框图；以及
【0018】图9是示出用于实现本公开的实施例或示例的计算机的结构的示意性框图。

具体实施方式

【0019】下面参照附图来说明本公开的实施例。在本公开的一个附图或一种实施方式中描述的元素和特征可以与一个或更多个其它附图或实施方式中示出的元素和特征相结合。应当注意，为了清楚的目的，附图和说明书中省略了与本公开无关的、本领域普通技术人员已知的部件和处理的表示和描述。
【0020】本公开的实施例提供了用于包括多个相机的监控网络中的目标识别的方法和设备。
【0021】在本公开的实施例中，待检测的目标可以是人、动物、车辆等各种类型的目标。
【0022】图1是示出根据本公开一个实施例的目标识别方法的示意性流程图。在该实施例中，根据不同相机所拍摄的目标在相机中的视角方向之间的关系将从图像中提取的不同特征赋予不同的权重，并利用加权的特征来估计不同相机所拍摄的目标之间的匹配相似度，从而识别不同相机所拍摄的目标是否为同一目标。
【0023】如图1所示，该方法包括步骤102、104和106。
【0024】在步骤102中，估计相机所拍摄的目标相对于相机的视角方向。在具有多个相机的监控网络中，为了匹配两个不同相机所拍摄的目标，要估计这两个相机中的每一个拍摄到的目标相对于该相机的视角方向。
【0025】这里所述目标相对于相机的视角方向（或目标在相机中的视角方向）是指相机拍摄到的目标相对于该相机的拍摄方向的视角。例如，当所监视的目标面对相机镜头时，则该目标相对于该相机的视角方向为正面视角；当所监视的目标背对相机镜头时，则该目标相对于该相机的视角方向为背面视角；当所监视的目标的侧面或顶部向着相机镜头时，则该目标相对于该相机的视角方向为侧视视角。
作为具体示例，可以采用下文中将参考图2-4来描述的方法来估计目标相对于相机的视角方向。

然后，在步骤104中，从每一个相机拍摄的包含目标的图像中提取一个或更多特征。所提取的特征可以包括下列特征中的一个或更多个：轮廓特征、颜色直方图特征、反应目标的不同部分颜色之间的比值的特征（例如，如果目标为球，该特征是可以是上下半身颜色的比值）、局部特征点特征和局部纹理特征等。在图1中，步骤104被示出为在步骤102之后，应理解，该步骤还可以在步骤102之前执行，这里不作详述。

最后，在步骤106中，根据两个相机拍摄到的目标的视角方向为每一个特征分配权重。然后，在步骤108中，利用经过加权的特征来计算两个相机拍摄到的目标之间的匹配相似度，以确定这两个相机拍摄到的目标是否为同一目标。

假设A和B分别表示两个相机所拍摄的图像样本，从每个样本中分别提取M(M≥1)个特征\(F_{tr_1}, F_{tr_2}, \ldots, F_{tr_M}\)。从两个样本中提取的特征分别表示为\(F_{tr_1}^A, F_{tr_2}^A, \ldots, F_{tr_M}^A\)和\(F_{tr_1}^B, F_{tr_2}^B, \ldots, F_{tr_M}^B\)。

下面以目标在相机中出现的视角分为正面(F)，背面(B)和侧面(S)为例来描述为不同的特征分配不同的权值的方法。在该示例中，不同相机中的目标间的视角关系有六种可能的匹配组合，包括：

1) \(F-F\)（正面和正面）；
2) \(B-B\)（背面和背面）；
3) \(S-S\)（侧面和侧面）；
4) \(F-B\)（正面和背面）；
5) \(F-S\)（正面和侧面）；和
6) \(B-S\)（背面和侧面）。

作为具体实施例，为每一个特征分配的权重可以反映两个相机拍摄到的目标的视角方向之间的关系以及该特征在所述视角方向下对于目标匹配的有效性。具体地，特征在所述视角方向下对于目标匹配的有效性越高，则其分配的权重越大，而特征在所述视角方向下对于目标匹配的有效性越低，则其分配的权重越小。

根据特征与不同视角方向的关系，对以上六种视角方向关系F-F、B-B、S-S、F-B、B-S和F-S，可以分别选取不同特征的权重集合\(W^{F-F}, W^{B-B}, W^{S-S}, W^{F-B}, W^{B-S}, W^{F-S}\)，即：

\[
\begin{align*}
W^{F-F} &= \{w_1, w_2, \ldots, w_M\}^{F-F} \\
W^{B-B} &= \{w_1, w_2, \ldots, w_M\}^{B-B} \\
W^{S-S} &= \{w_1, w_2, \ldots, w_M\}^{S-S} \\
W^{F-B} &= \{w_1, w_2, \ldots, w_M\}^{F-B} \\
W^{B-S} &= \{w_1, w_2, \ldots, w_M\}^{B-S} \\
W^{F-S} &= \{w_1, w_2, \ldots, w_M\}^{F-S}
\end{align*}
\]

其中，\(w_i\)表示在每个图像样本中提取的特征的个数，\(w_1, w_2, \ldots, w_M\)分别表示特征\(F_{tr_1}, F_{tr_2}, \ldots, F_{tr_M}\)的权重。

作为一个具体示例，假设待检测的目标为人，且采用以下三种特征(M=3)：颜色直方图特征(Ftr)、上下半身颜色比值特征(Ftr2)和局部特征点特征(Ftr3)。

本公开的发明人注意到，颜色直方图特征和上下半身颜色比值特征对于F-F(正面
对正面）和B-B（背面对背）视角关系下的目标匹配更有效，因此，在权重集合\(W^F\)和\(W^B\)中，可以将颜色直方图特征（\(Ftr_i\)）和上下半身颜色比值特征（\(Ftr_2\)）的权重\(w_1\)和\(w_2\)设置得较大，而将局部特征点特征（\(Ftr_3\)）的权重\(w_3\)设置得较小。作为具体示例，可以选取\(w_1 = 0.4, w_2 = 0.2, w_3 = 0.6\)。

另外，局部特征点特征对于S-S（侧面对侧面）视角关系下的目标匹配更有效，因此，在权重集合\(W^{S}\)中，可以将权重\(w_3\)设置得较大，而将\(w_1\)和\(w_2\)设置得较小。作为具体示例，可以选取\(w_1 = w_2 = 0.2, w_3 = 0.6\)。

另外，上下半身颜色比值特征对于F-B（正面对背面）视角关系下的目标匹配更有效，因此，在权重集合\(W^{F}\)中，可以将权重\(w_2\)设置得较大，而将权重\(w_1\)和\(w_3\)设置得较小。作为具体示例，可以选取\(w_2 = 0.2, w_1 = 0.6\)。

应理解，上述示例中给出的具体特征和具体权重值均是示例性的，而非限定性的。在实际应用中，可根据特征检测的目标和具体应用场景来选择不同的特征及相应的权重，而不应将本公开视为局限于上述示例或实施例中的具体数值和特征。

在为每个特征加权之后，采用经过加权的特征来计算两个相机所拍摄的目标之间的相似度，以确定二者是否同一目标。

作为一个示例，可以采用下列公式来计算两个相机所拍摄的目标之间的相似度：

\[
D = \sum_{i=1}^{M} w_i \cdot d(Ftr_i^A, Ftr_i^B) \tag{1}
\]

其中，\(D\)表示两个相机所拍摄的目标之间的相似度；\(d(Ftr_i^A, Ftr_i^B)\)表示从两个相机所拍摄的图像中提取的同种特征之间的相似度。可以根据所选择的特征的类型采用任何适当的方法来计算特征之间的相似度。

作为一个示例，可以采用Bhattacharyya距离来计算颜色直方图特征之间的相似度：

\[
d(H^A, H^B) = \sqrt{1 - \sum_i \sqrt{H^A(i) \cdot H^B(i)}} \tag{2}
\]

作为另一示例，可以采用\(x^2\)距离来计算颜色直方图特征之间的相似度：

\[
d(H^A, H^B) = \sum_i \frac{H^A(i) - H^B(i)}{H^A(i) + H^B(i)} \tag{3}
\]

在式（2）或（3）中，\(H^A, H^B\)分别从两个相机拍摄的图像A和B中提取的颜色直方图特征，\(d(H^A, H^B)\)表示二者之间的相似度，\(i\)表示颜色直方图中每-个bin的索引值，如\(H(i)\)表示直方图中第\(i\)个bin的值。

作为一个示例，可以采用下式来计算上下半身颜色比值特征之间的距离：

\[
d(CR^A, CR^B) = \exp\left[\log\frac{CR^A}{CR^B}\right] - 1 \tag{4}
\]
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[0063] 其中，\( CR = \frac{\text{Color}^{\text{Top}}}{\text{Color}^{\text{Bottom}}} \)，表示上下半身颜色的比值，\( \text{Color}^{\text{Top}} \)，\( \text{Color}^{\text{Bottom}} \)分别表示上、下半身颜色。\( CR^{A} \)，\( CR^{B} \)分别两个相机拍摄的图像A和B中提取的上下半身颜色比值特征，\( d(CR^{A}, CR^{B}) \)表示二者之间的相似度。

[0064] 作为一个示例，可以采用下式来计算局部特征点特征之间的相似度：

\[
d(PS^{A}, PS^{B}) = \frac{\text{Match}(PS^{A}, PS^{B})}{\text{Num}(PS^{A}) + \text{Num}(PS^{B})}
\]

（5）

[0066] 其中，\( PS^{A} \)，\( PS^{B} \)分别两个相机拍摄的图像A和B中提取的局部特征点特征，\( d(PS^{A}, PS^{B}) \)表示二者之间的相似度。\( \text{Match}(PS^{A}, PS^{B}) \)表示匹配的特征点的个数，\( \text{Num}(PS) \)表示特征点的个数。

[0067] 应理解，可以采用任何适当的方法来计算从两个相机所拍摄的图像中提取的同种特征之间的相似度。限于篇幅，这里不一一列举。

[0068] 在计算得到两个相机所拍摄的两个目标之间的相似度之后，可以根据该相似度的值来判断二者是否属于同一目标。例如，可以判断两个目标的相似度是否大于某个预定阈值，若是，则确定二者匹配，为同一目标；否则，确定二者不匹配，不属于同一目标。

[0069] 作为示例，在两个相机拍摄的图像中出现多个目标的情况下，可以采用上述方法将一个相机（为了方便，称为第一相机）所拍摄的某个目标（为了方便，称为第一目标）与另一相机（为了方便，称为第二相机）所拍摄的多个目标（为了方便，称为多个第二目标）逐一进行匹配，选择多个第二目标中与第一目标的相似度最高的一个。该相似度最高的第二目标可以作为第一目标的匹配目标，或者还可以进一步判断该第二目标与第一目标的相似度是否大于预定阈值，如果是，则确定其为匹配目标；否则确定第二相机拍摄的图像中没有与第一目标匹配的目标。

[0070] 在图1所示的方法中，根据不同相机所拍摄的目标在相机中的视角方向之间的关系以及不同特征在这些视角方向之间的相似度，可以利用这些特征来估计目标的视角方向更准确，能够大大提高识别准确度。采用这种方法，可以降低图像特征差异以及目标在不同图像中的相似度对识别结果的影响。

[0071] 下面参考图2-4来描述估计某个相机所拍摄的某个目标相对于该相机的视角方向的方法的一个示例。

[0072] 图2示出了估计某个相机所拍摄的某个目标相对于该相机的视角方向的方法的一个示例。在该示例中，通过目标的运动方向与相机的拍摄方向之间的关系来估计目标在相机中的视角方向。

[0073] 如图2所示，首先，在步骤202-1中获取相机的配置信息。可以从监控网络中（如从监控网络中的用于存储系统信息的装置中）获得相机的配置信息。该配置信息包括相机的拍摄方向，还可以包括相机的位置等信息。

[0074] 然后，在步骤202-2中，根据相机拍摄的图像来估计目标的运动方向。

[0075] 可以采用任何适当的方法来估计图像中目标的运动方向。图3示出了估计目标的运动方向的方法的一个示例。如图3所示，首先在步骤302-1中获取目标该相机的监控区域内的运动范围，即估计目标的可能的运动范围。可以采用任何适当的方法来获取目标的可

作为一个示例，相机的拍摄方向可以用相机镜头的拍摄方向相对于某个参考方向的角度CAM_D来表示，其中，$0 \leq \text{CAM}_D \leq 360^\circ$。这里所述的参考方向可以是根据实际应用任意选择的方向，本公开不作具体限定。同样，所估计目标的运动方向也可以用其相对于上述参考方向的角度OBJ_D来表示，其中，$0 \leq \text{OBJ}_D \leq 360^\circ$。

然后，在步骤203-3中，基于目标的运动方向以及相机的拍摄方向来判断目标相对于相机的视角方向，即根据相机的拍摄方向(CAM_D)和目标的运动方向(OBJ_D)之间关系来确定目标在相机中的视角方向。作为一个具体示例，当目标的运动方向和相机的拍摄方向相同时，可以确定目标为正面视角；当两个方向相同时，可以确定目标为背面视角；而当两个方向垂直时（此时所监视的目标的侧边或顶部向着相机镜头），则可以确定目标为侧面视角。当然，在实际应用中，目标在相机中的视角方向并不局限于上述具体示例中列出的几种。作为一个示例，可以根据相机的位置结合相机的拍摄方向与目标的运动方向来进一步细化目标的视角方向。例如，当相机位于监控区域的上方时，则可以确定目标为俯视角。这里不作详述。

图4示出了估计某个相机所拍摄的某个目标相对于该相机的视角方向的方法的另一个示例。在该示例中，利用训练得到的视角方向分类器来检测图像中目标的视角方向。

如图4所示，在步骤402-1中，利用视角方向分类器来检测相机拍摄的图像中的视角方向，得到视角方向分类器的检测结果。

所述视角方向分类器可以是利用多个训练样本训练得到的、能够检测图像中目标的视角方向的分类器。为了叙述简单，假设训练得到的视角方向分类器能够检测目标三种视角方向：正面视角(F)、背面视角(B)和侧面视角(S)。视角方向分类器处理包含目标的图像后，可以输出如下结果：

$$
\begin{align*}
&P(x | F) \\
&P(x | B) \\
&P(x | S)
\end{align*}
$$

（6）
也就是说，视角方向分类器的检测结果可以包括其检测到的为每种视角方向的概率值，其中，$P(x \mid F)$表示目标为正面视角的概率值，$P(x \mid B)$表示目标为背面视角的概率值，$P(x \mid S)$表示目标为侧面视角的概率值。

然后，在步骤102-2中，获取相机的配置信息。该配置信息包括相机的拍摄方向，还可以包括相机的位置等信息；在步骤102-3中，估计目标的运动方向。步骤102-2与步骤202-1相似，这里不再重复。步骤102-3与步骤202-2相似，例如可以采用上文参考图3描述的示例来估计目标的运动方向，这里也不再重复。

然后，在步骤102-4中，计算目标的运动方向与相机的拍摄方向之间的夹角与不同视角方向之间的相关概率。假设目标的运动方向与相机的拍摄方向之间的夹角为$\theta$，$\theta = |OBJ \_D - CAM \_D|$。仍以上述三个视角方向为例，夹角$\theta$与三个视角方向的相关概率分别采用下式来计算：

$$
\begin{align*}
    p_{\text{front}}(\theta) &= \cos(\theta - 180^\circ) \\
    p_{\text{back}}(\theta) &= \cos(\theta - 90^\circ) \\
    p_{\text{side}}(\theta) &= \cos(\theta)
\end{align*}
$$

其中，$p_{\text{front}}(\theta)$表示夹角$\theta$与正面视角的相关概率，$p_{\text{back}}(\theta)$表示夹角$\theta$与背面视角的相关概率，$p_{\text{side}}(\theta)$表示夹角$\theta$与侧面视角的相关概率。

然后，在步骤102-5中，利用所述相关概率和所述视角方向分类器的检测结果来计算目标为不同视角方向的概率值。与最大的概率值对应的视角方向即可作为目标在相机中的视角方向。

作为一个具体示例，可以下式来计算目标为不同视角方向的概率值：

$$
P(x) = \begin{cases} 
    P(x \mid F) \cdot p_{\text{front}}(\theta) \\
    P(x \mid B) \cdot p_{\text{back}}(\theta) \\
    P(x \mid S) \cdot p_{\text{side}}(\theta)
\end{cases}
$$

也就是说，将夹角$\theta$与多个视角方向中的每个视角方向的相关概率分别与视角方向分类器检测到的目标为该视角方向的概率值相乘，得到与所述多个视角方向一一对应的多个乘积值。将最大乘积值对应的视角方向作为目标相对于相机的视角方向。

应理解，可以采用其他适当的方法来估计目标相对于相机的视角方向，而不应将本公开视为局限于上述示例。

图5示出了图1所示的实施例的方法的一个变型。

如图5所示，该方法包括步骤502、510、504和508。步骤502、504和508与步骤102、104和108基本相似，这里不作详述。不同之处在于在步骤510中，根据不同相机所拍摄的目标在相机中的视角方向之间的关系以及不同特征在这些视角关系下对目标匹配的有效性来选择一个或更多个特征，用于后续步骤中计算目标的相似度。在某种意义上，步骤510可以看作步骤106的一个变型，即根据不同特征对于目标匹配的有效性，将有效性高的特征的权重设置为1，而将有效性低的权重设置为0。

步骤510可以在步骤504之前执行，这样，在步骤504中仅提取所选择的特征即可。

作为另一示例，图5所示的方法还可以包括根据不同相机所拍摄的目标在相机中的视角方向之间的关系以及不同特征在这些视角关系下对目标匹配的有效性来对所选择的一个或更多个特征分配权重的步骤。这里不作详述。
下面参考图6-7来描述根据本公开的实施例的目标识别设备。

图6示出了根据本公开一个实施例的目标识别设备的结构的示意图。在该实施例中，根据不同相机所拍摄的目标在相机中的视角方向之间的关系将从图像中提取的不同特征赋予不同的权重，并利用加权的特征来估计不同相机所拍摄的目标之间的匹配相似度，从而识别不同相机所拍摄的目标是否为同一目标。

如图6所示，该设备600包括视角方向估计装置601、特征提取装置602和相似度计算装置605。

视角方向估计装置601用于估计监控网络中的相机所拍摄的目标相对于相机的视角方向。为了匹配两个不同相机所拍摄的目标，视角方向估计装置601需要估计这两个相机中的每一个拍摄到的目标相对于该相机的视角方向。与上文的方法实施例或示例相似，这里所述目标相对于相机的视角方向（或目标在相机中的视角方向）是指相机拍摄到的目标相对于该相机的拍摄方向的视角。例如，当所监控的目标面对相机镜头时，则该目标相对于该相机的视角方向为正面视角；当所监控的目标背对相机镜头时，则该目标相对于该相机的视角方向为背面视角；当所监控的目标的侧面或顶部对着相机镜头时，则该目标相对于该相机的视角方向为侧面视角。作为具体示例，视角方向估计装置601可以采用上文中参考图2-4描述的方法来估计目标相对于相机的视角方向，这里不再重复。

特征提取装置603用于从每一个相机拍摄的包含目标的图像中提取一个或更多个特征，所提取的特征可以包括下列特征中的一个或更多个：轮廓特征、颜色直方图特征、反映目标的不同部分颜色之间的比值的特征（例如，如果目标为人，该特征可以是上下半身颜色的比值）、局部特征点特征和局部纹理特征等。

相似度计算装置605用于根据两个相机拍摄到的目标的视角方向为每一个特征分配权重，并利用经过加权的特征来计算两个相机拍摄到的目标之间的匹配相似度，以确定这两个相机拍摄到的目标是否为同一目标。

相似度计算装置605可以采用上文方法实施例中所描述的方法来为特征分配权重，这里不再重复。作为具体实施例，为每一个特征分配的权重可以反映两个相机拍摄到的目标的视角方向之间的关系以及该特征在所述视角方向下对于目标匹配的有效性。例如，在所述视角方向下对于目标匹配的有效性越高，则为其分配的权重越大；而特征在所述视角方向下对于目标匹配的有效性越低，则为其分配的权重越小。

相似度计算装置605可以采用上文中的方法实施例中所描述的方法，利用经过加权的特征来计算两个相机所拍摄的目标之间的相似度，这里也不再重复。在计算得到两个相机所拍摄的两个目标之间的相似度之后，相似度计算装置605可以根据该相似度的值来判断二者是否属于同一目标。例如，可以判断两个目标的相似度是否大于某个预定阈值，若是，则确定二者匹配，为同一目标；否则，确定二者不匹配，不属于同一目标。

在图6所示的设备中，根据不同相机所拍摄的目标在相机中的视角方向之间的关系以及不同特征在这些视角关系下对目标匹配的有效性而将不同特征赋予不同的权重。利用这样加权的特征来估计的目标之间的相似度更为准确，能够大大提高目标识别的准确度。采用这种设备，可以降低图片背景差异以及目标在不同相机中的不同视角姿态对识别结果的影响。

图7示出了图6所示的视角方向估计装置601的结构的一个示例。
【0107】如图7所示，视角方向估计装置601可以包括拍摄方向获取装置701-1、运动方向估计装置701-2和视角判断装置701-3。
【0108】拍摄方向获取装置701-1用于获取相机的配置信息，该配置信息包括相机的拍摄方向，还可以包括相机的位置。拍摄方向获取装置701-1可以采用上文参考步骤202-1描述的方法来获取相机的配置信息，这里不再重复。
【0109】运动方向估计装置701-2用于根据相机拍摄的图像来估计目标的运动方向。运动方向估计装置701-2可以采用上文参考步骤202-2和图3所描述的方法来估计目标的运动方向，这里不作重复。
【0110】视角判断装置701-3用于根据目标的运动方向以及相机的拍摄方向来判断该目标相对于该相机的视角方向。例如，当目标的运动方向以及相机的拍摄方向相反时，视角判断装置可以判断该目标相对于该相机的视角方向为正面视角；当目标的运动方向以及相机的拍摄方向一致时，视角判断装置可以判断该目标相对于该相机的视角方向为背面视角；当目标的运动方向以及相机的拍摄方向垂直时，视角判断装置可以判断该目标相对于该相机的视角方向为侧面视角。
【0111】图8示出了图6所示的视角方向估计装置601的结构的另一示例。
【0112】如图8所示，除了拍摄方向获取装置801-1、运动方向估计装置801-2和视角判断装置801-3，视角方向估计装置601还可以包括视角方向分类器801-4。
【0113】该视角方向分类器801-4可以与上文参考图4描述的视角方向分类器相似，这里不作重复。
【0114】拍摄方向获取装置801-1和运动方向估计装置801-2分别与拍摄方向获取装置701-1和运动方向估计装置701-2相似，这里也不作重复。
【0115】视角判断装置801-3用于判断目标相对于该相机的视角方向。具体地，视角判断装置801-3可以计算目标的运动方向与相机的拍摄方向之间的夹角与不同视角方向之间的相关概率，利用所计算的相关概率和所述视角方向分类器的检测结果来计算目标为不同视角方向的概率值，并将与最大的概率值对应的视角方向即可作为目标在相机中的视角方向。视角判断装置801-3可以采用上文参考步骤402-4和402-5描述的方法或其他适当的方法来确定目标相对于相机的视角方向，这里不再重复。
【0116】作为图6所示的实施例的一个变型，相似度计算装置605可以根据不同相机所拍摄的目标在相机中的视角方向之间的关系以及不同特征在这些视角方向下对目标匹配的有效性来选择一个或更多个特征，用于后续的目标相似度的计算。在这种意义上，这可以看作步骤106的一个变型，即根据不同特征对于目标匹配的有效性，将有效性高的特征的权重设置为1，而将有效性低的权重设置为0。
【0117】作为一个示例，相似度计算装置605可以将选择的特征通知到特征提取装置603，特征提取装置603来提取所选择的一个或更多个特征。
【0118】作为另一示例，相似度计算装置605还可以包括根据不同相机所拍摄的目标在相机中的视角方向之间的关系以及不同特征在这些视角方向下对目标匹配的有效性来对所选择的一个或更多个特征分配权重的步骤。这里不作详述。
【0119】根据本公开的实施例的方法和设备可以应用于在安装有监控设备（包括多个摄像头）的任何场合，如机场、社区、银行、停车场、军事基地等。
说明书

[0120] 应理解，上述实施例和示例是示例性的，而不是穷举性的，本公开不应被视为局限于任何具体的实施例或示例。

[0121] 另外，在上述实施例和示例中，采用数字标记来表示方法的步骤或设备的模块。本领域的普通技术人员应理解，这些数字标记只是为了对这些步骤或模块作文字上的区分，而并非表示其顺序或任何其他限定。

[0122] 另外，各个附图中所示的实施例或示例的方法不一定按照所示出的顺序执行。例如，在图1所示的实施例中，步骤106被示出为在步骤104之后执行，而在其他实施例中，该步骤106也可以在步骤104之前执行。例如，可以按照步骤104、步骤102、步骤106的顺序执行，这里不一一列举。

[0123] 作为一个示例，上述方法的各个步骤以及上述设备的各个组成模块和/或单元可以实施为软件、固件、硬件或其组合。作为一个示例，在通过软件或固件实现的情况下，可以从存储介质或网络向具有专用硬件结构的计算机（例如图9所示的通用计算机900）安装构成用于实施上述方法的软件的程序，该计算机在安装有各种程序时，能够执行各种功能等。

[0124] 在图9中，中央处理单元（CPU）901根据只读存储器（ROM）902中存储的程序或从存储部分908加载到随机存取存储器（RAM）903的程序执行各种处理。在RAM 903中，也根据需要存储CPU 901执行各种处理等等时所需的数据。CPU 901、ROM 902和RAM 903经由总线904彼此连接。输入/输出接口905也链路到总线904。

[0125] 下述部件链路到输入/输出接口905, 输入部分906（包括键盘、鼠标等等）、输出部分907（包括显示器，比如阴极射线管（CRT）、液晶显示器（LCD）等，和扬声器等）、存储部分908（包括硬盘等）、通信部分909（包括网络接口卡比如LAN卡、调制解调器等）。通信部分909经由网络比如因特网执行通信处理。根据需要，驱动器910也可链路到输入/输出接口905。可拆卸介质911比如磁盘、光盘、磁光盘、半导体存储器等等根据需要被安装在驱动器910上，使得从中读出的计算机程序根据需要被安装到存储部分908中。

[0126] 在通过软件实现上述系列处理的情况下，从网络比如因特网或存储介质比如可拆卸介质911安装构成软件的程序。

[0127] 本领域的技术人员应当理解，这种存储介质不局限于图9所示的其中存储有程序、与设备相分离地分发以向用户提供程序的可拆卸介质911。可拆卸介质911的例子包含磁盘（包括软盘（注册商标）、光盘（包含光盘只读存储器（CD-ROM）和数字通用盘（DVD））、磁光盘（包含迷你盘（MD）（注册商标））和半导体存储器。或者，存储介质可以是ROM 902、存储部分908中包含的硬盘等等，其中存有程序，并且与包含它们的设备一起被分发给用户。

[0128] 本公开还提出一种存储有机物可读取的指令代码的程序产品。所述指令代码由机器读取并执行时，可执行上述根据本公开实施例的方法。

[0129] 相应地，用于承载上述存储有机物可读取的指令代码的程序产品的存储介质也包括在本公开的公开中。所述存储介质包括但不限于软盘、光盘、磁光盘、存储卡、存储棒等等。

[0130] 在上述对本公开具体实施例的描述中，针对一种实施方式描述且/或示出的特征可以用相同或类似的方式在一个或更多个其它实施方式中使用，与其它实施方式中的特征相组合，或替代其它实施方式中的特征。

[0131] 应该强调，术语“包括/包含”在本文使用时指特征、要素、步骤或组件的存在，但并
不排除一个或更多个其它特征、要素、步骤或组件的存在或附加。

【0132】此外，本公开的方法不限于按照说明书中描述的时间顺序来执行，也可以按照其他的时间顺序地、并行地或独立地执行。因此，本说明书中描述的方法的执行顺序不对本公开的技术范围构成限制。

【0133】尽管上面已经通过对本公开的具体实施例的描述对本公开进行了披露，但是，应该理解，上述的所有实施例和示例均是示例性的，而非限制性的。本领域的技术人员可在所附权利要求的精神和范围内设计对本公开的各种修改、改进或者等同物。这些修改、改进或者等同物也应当被认为包括在本公开的保护范围内。
图1

- 102 估计两个相机中的每一个拍摄到的目标在该相机中的视角方向

- 104 从每一个相机拍摄的图像中提取一个或更多个特征

- 106 根据目标的视角方向为每一特征分配权重

- 108 根据加权特征来计算两个相机拍摄到的目标之间的相似度，以确定两个相机拍摄到的目标是否同一目标

图2

- 202-1 获取相机的拍摄方向

- 202-2 估计目标的运动方向

- 202-3 根据目标的运动方向和相机的拍摄方向来确定该目标在该相机中的视角方向
获取目标在相机的监视区域内的运动范围

根据拍摄的图像来计算目标的运动信息

基于目标的运动信息来估计目标的运动方向

利用训练得到的视角方向分类器来检测目标的视角方向，得到分类器的检测结果

获取相机的拍摄方向

估计目标的运动方向

计算相机的拍摄方向与目标的运动方向之间的夹角与不同视角方向的相关概率

利用所述相关概率与所述视角方向分类器的检测结果来计算目标为不同视角方向的概率值，并将与最大的概率值对应的视角方向作为目标的视角方向
502
估计两个相机中的每一个拍摄到的目标在该相机中的视角方向

510
根据目标的视角方向选择一个或更多个特征

504
从每一个相机拍摄的图像中提取一个或更多个特征

508
根据所述特征来计算两个相机拍摄到的目标之间的相似度，以确定两个相机拍摄到的目标是否同一目标

图5

600
视角方向估计装置 601
特征提取装置 603
相似度计算装置 605

图6

601
拍摄方向获取装置 701-1
运动方向估计装置 701-2
视角判断装置 701-3

图7