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Description
BACKGROUND

[0001] Massively parallel sequencing of circulating fetal nucleic acids has been used for noninvasive prenatal diagnosis.
It is known that quantitative biases in the representation of sequenced reads may be related to a number of factors,
including the GC content of the sequenced template DNA.

[0002] WO 2011/054936A discloses systems, methods, and apparatuses for performing a prenatal diagnosis of a
sequence imbalance. A shift (e.g. to a smaller size distribution) can signify an imbalance in certain circumstances. For
example, a size distribution of fragments of nucleic acids from an at-risk chromosome can be used to determine a fetal
chromosomal aneuploidy. A size ranking of different chromosomes can be used to determine changes of a rank of an
at- risk chromosome from an expected ranking. Also, a difference between a statistical size value for one chromosome
can be compared to a statistical size value of another chromosome to identify a significant shift in size. A genotype and
haplotype of the fetus may also be determined using a size distribution to determine whether a sequence imbalance
occurs in a maternal sample relative to a genotypes or haplotype of the mother, thereby providing a genotype or haplotype
of the fetus.

[0003] Chen et al. in "Noninvasive Prenatal Diagnosis of Fetal Trisomy 18 and Trisomy 13 by Maternal Plasma DNA
Sequencing," PLOS ONE, vol. 6, no. 7, 6 July 2011 (2011-07-06), page €21791, XP055024137, DOI: 10.1371/jour-
nal.pone.0021791 discloses that massively parallel sequencing of DNA molecules in the plasma of pregnant women
has been shown to allow accurate and noninvasive prenatal detection of fetal trisomy 21. However, whether the se-
quencing approach is as accurate for the noninvasive prenatal diagnosis of trisomy 13 and 18 is unclear due to the lack
of data from a large sample set. Chen et al. studied pregnancies involving such trisomy using massively parallel se-
gquencing and aimed to improve the detection of trimsomy 13 and 18 by using a non-repeat-masked reference human
genome instead of a repeat-masked one to increase the number of aligned sequence reads for each same. A bioinfor-
matics approach was applied to correct GC content bias in the sequencing data.

SUMMARY

[0004] Thisdisclosure describes several methods to reduce (i.e. minimize) the degree of quantitative biases observed.
As aresult of such embodiments, the sequencing data can more accurately reflect the true relative distributions between
template DNA molecules in the original sample and hence enable more accurate clinical diagnosis.

The invention is defined in claim 1. Further aspects and preferred embodiments are defined in the dependent claims.
Any aspects, embodiments and examples of the present disclosure which do not fall under the scope of the appended
claims do not form part of the invention and are merely provided for illustrative purposes.

[0005] Embodiments of the invention are directed to systems and computer readable media associated with methods
described below.

BRIEF DESCRIPTION OF THE DRAWINGS
[0006]

Figure 1 is a flow chart showing a method of reducing GC bias by aligning 25 sequences obtained from maternal
plasma with an artificial chromosome.

Figure 4.1 The number of uniquely aligned reads with different analysis criteria The boxplot of uniquely aligned
reads for all the sequenced samples with different analysis criteria. M, repeat masked human reference genome.
U, non-repeat masked human reference genome.

Figure 4.2 The precision of quantifying autosomes with different alignment parameters. The chromosomes were
ordered from left to right in increasing GC contents. 95% confidence interval was shown in error bars. |, number of
mismatches allowable in the index sequence. R, number of mismatches allowable in the read alignment. M, repeat
masked human reference genome. U, non-repeat masked human reference genome.

Figure 4.3 Trisomy 13 detection by the T21 bioinformatics analysis pipeline with improved alignment. (A) The
genomic representation of chr13 for the trisomy 13, non-trisomy 13 and control samples (B) The z score of chr13
for the trisomy 13, non-trisomy 13 and control samples. Dashed line indicated the diagnostic cutoff with a z score
value of 3. T13, trisomy 13. GR, genomic representation.
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Figure 4.4 Trisomy 18 detection by the T21 bioinformatics analysis pipeline with improved alignment. (A) The genomic
representation of chr18 for the trisomy 18, non-trisomy 18 and control samples (B) The z score of chr18 for the
trisomy 18, non-trisomy 18 and control samples. Dashed line indicated the diagnostic cutoff with a z score value of
3. T18, trisomy 18. GR, genomic representation.

Figure 5.1 The correlation between the GC contents and the read counts in the plasma DNA sequencing data before
GC correction. Scatter plot of the GC contents and read counts per 50 kb bins of the plasma DNA sequencing data
from a euploid sample before GC correction. The Spearman’s Rank Correlation Coefficient was showed. Outliers
were not plotted.

Figure 5.2 The correlation between the GC contents and the read counts in plasma DNA sequencing data after GC
correction with linear regression. Scatter plot of the GC contents and read counts per 50 kb bins of the plasma DNA
sequencing data from a euploid sample after GC correction with the linear regression. The Spearman’s Rank
Correlation Coefficient was showed. Outliers were not plotted.

Figure 5.3 Trisomy 13 detection after GC correction with linear regression. The GC correction with linear regression
was performed. (A) The genomic representation of chr13 after GC correction with linear regression was calculated
for the trisomy 13, non-trisomy 13 and reference control samples (B) Z score of chr13 was calculated for the trisomy
13, non-trisomy 13 and reference control samples. Dashed line indicated the diagnostic cutoff with a z score value
of 3. T13, trisomy 13. GR, genomic representation.

Figure 5.4 Trisomy 18 detection after GC correction with linear regression. The GC correction with linear regression
was performed. (A) Genomic representation of chr18 after GC correction with linear regression was calculated for
the trisomy 18, non-trisomy 18 and reference control samples (B) Z score of chr18 was calculated for the trisomy
18, non-trisomy 18 and reference control samples. Dashed line indicated the diagnostic cutoff with a z score value
of 3. T18, trisomy 18. GR, genomic representation.

Figure 5.5 The correlation between the GC contents and the read counts in plasma DNA sequencing data after GC
correction with LOESS regression. Scatter plot of the GC contents and read counts per 50 kb bins of the plasma
DNA sequencing data from a euploid sample after GC correction with the LOESS regression. The Spearman’s Rank
Correlation Coefficient was showed. Outliers were not plotted.

Figure 5.6 The precision of quantifying autosomes with and without GC correction. CVs of quantifying autosomes
among control samples were plotted. CVs calculated with or without GC correction were plotted in different colors.
The chromosomes were ordered from left to right in increasing GC contents.

Figure 5.7 Trisomy 13 detection after GC correction with LOESS regression. The GC correction with LOESS re-
gression was performed. (A) Genomic representation of chr13 after GC correction with LOESS regression was
calculated for the trisomy 13, non-trisomy 13 and reference control samples (B) Z score of chr13 was calculated for
the trisomy 13, non-trisomy 13 and reference control samples. Dashed line indicated the diagnostic cutoff with a z-
score of 3. T13, trisomy 13. GR, Genomic representation.

Figure 5.8 Trisomy 18 detection after GC correction with LOESS regression. The GC correction with LOESS re-
gression was performed. (A) Genomic representation of chr18 after GC correction with LOESS regression was
calculated for the trisomy 18, non-trisomy 18 and reference control samples (B) Z score of chr18 was calculated for
the trisomy 18, non-trisomy 18 and reference control samples. Dashed line indicated the diagnostic cutoff with a z-
score of 3. T18, trisomy 18. GR, Genomic representation.

Figure 5.9 CVs of measuring chr13 and chr18 by GC correction with different bin sizes. Different bin sizes were
used to perform the GC correction. M, megabases. K, kilobases. After GC correction, the CVs of quantifying chr13
and chr18 among the control samples were calculated. Table 5.3 CVs for quantifying chr13 and chr18 among control
samples by GC correction with different bin size. M, megabases. K, kilobases. GR, genomic representation.

Figure 6.1 CVs of quantifying chr13 and chr18 by using different reference chromosomes. CVs of modified GR of
(A) chr13 and (B) chr18 by using different reference chromosomes. Total, total chromosomes (whole genome).

Figure 6.2 Trisomy 13 detection by using modified genomic representation calculation. (A) Modified genomic rep-
resentation of chr13 was calculated for the trisomy 13, non-trisomy 13 and reference control samples. Chr4 was
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used as the reference chromosome to calculate the GR of chr13 (B) The z score of chr13 by using the modified
genomic representation was calculated for the trisomy 13, non-trisomy 13 and reference control samples. Dashed
line indicated the diagnostic cutoff with a z-score of 3. T13, trisomy 13. GR, genomic representation.

Figure 6.3 Trisomy 18 detection by using modified genomic representation calculation. ((A) Modified genomic rep-
resentation of chr 18 was calculated for the trisomy 18, non-trisomy 18 and reference control samples. Chr8 was
used as the reference chromosome to calculate the GR of chr18 (B) The z score of chr18 by using the modified
genomic representation was calculated for the trisomy 18, non-trisomy 18 and reference control samples. Dashed
line indicated the diagnostic cutoff with a z-score of 3. T18, trisomy 18. GR, genomic representation.

Figure 6.4 The precision of quantifying chr13 and chr18 by different GC bias reduction methods. CVs of quantifying
chr13 and chr18 by GC correction, modified genomic representation or combining these two methods. Table 6.2
CVs of quantifying chr13 and chr 18 by different GC bias reduction methods.

Figure 7.1 Trisomy 13 and 18 detection by comparing chr13 or chr18 with other chromosomes. The whole genome
was divided into 500 kb bins and the number of read counts for each bin was calculated. The read counts from
chr13 or chr 18 were compared with those from other chromosomes by the Wilcoxon Rank Sum test. The p value
was plotted for (A) trisomy 13 and (B) trisomy 18 detection. Since no control samples were needed, those control
samples in the previous analysis were test samples in this analysis. Dashed line indicated the diagnostic cutoff with
p value of 0.05. T13, trisomy 13. T18, trisomy 18.

Figure 7.2 The distribution of read counts per 500 kb for chr13, 18 and other autosomes except chr21 after GC
correction. The boxplot of read counts per 500kb bin from a euploid sample. The median read counts per bin from
chr13 and chr18 is higher than those from other autosomes (except chr21). This trend was also observed in other
euploid samples. Dashed line indicated the median read counts per bin of the other autosomes (except chr21).

Figure 7.3 Trisomy 13 and 18 detection by comparing chr13 or chr18 with artificial chromosomes. Two artificial
chromosomes with the similar GC contents and mappability to chr13 and chr18 were constructed, respectively. The
read counts from chr13 or chr18 were compared with those from artificial chromosomes by the Wilcoxon Rank Sum
test. The p value was plotted for (A) trisomy 13 and (B) trisomy 18 detection. Since no control samples were needed,
those control samples in the previous analysis were test samples in this analysis. Dashed line indicated the diagnostic
cutoff with p value of 0.05. T13, trisomy 13. T18, trisomy 18.

Figure 8 is a block diagram of an example computer system 800 usable with system and methods according to
embodiments of the present invention.

DEFINITIONS

[0007] The term "biological sample" as used herein refers to any sample that is taken from a subject (e.g., a human,
such as a pregnant woman) and contains one or more nucleic acid molecule(s) of interest.

[0008] The term "nucleic acid" or "polynucleotide" refers to a deoxyribonucleic acid (DNA) or ribonucleic acid (RNA)
and a polymer thereof in either single- or double-stranded form. Unless specifically limited, the term encompasses nucleic
acids containing known analogs of natural nucleotides that have similar binding properties as the reference nucleic acid
and are metabolized in a manner similar to naturally occurring nucleotides. Unless otherwise indicated, a particular
nucleic acid sequence also implicitly encompasses conservatively modified variants thereof (e.g., degenerate codon
substitutions), alleles, orthologs, SNPs, and complementary sequences as well as the sequence explicitly indicated.
Specifically, degenerate codon substitutions may be achieved by generating sequences in which the third position of
one or more selected (or all) codons is substituted with mixedbase and/or deoxyinosine residues (Batzer et al., Nucleic
Acid Res. 19:5081 (1991); Ohtsuka et al., J. Biol. Chem. 260:2605-2608 (1985); and Rossolini et al., Mol. Cell. Probes
8:91-98 (1994)). The term nucleic acid is used interchangeably with gene, cDNA, mRNA, small noncoding RNA, micro
RNA (miRNA), Piwi-interacting RNA, and short hairpin RNA (shRNA) encoded by a gene or locus.

[0009] The term "gene" means the segment of DNA involved in producing a polypeptide chain. It may include regions
preceding and following the coding region (leader and trailer) as well as intervening sequences (introns) between indi-
vidual coding segments (exons).

[0010] The term "reaction" as used herein refers to any process involving a chemical, enzymatic, or physical action
thatis indicative of the presence orabsence of a particular polynucleotide sequence of interest. An example of a "reaction"
is an amplification reaction such as a polymerase chain reaction (PCR). Another example of a "reaction" is a sequencing
reaction, either by synthesis or by ligation. An "informative reaction" is one that indicates the presence of one or more
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particular polynucleotide sequence of interest, and in one case where only one sequence of interest is present. The
term "well" as used herein refers to a reaction at a predetermined location within a confined structure, e.g., a well-shaped
vial, cell, or chamber in a PCR array.

[0011] The term "clinically relevant nucleic acid sequence" as used herein can refer to a polynucleotide sequence
corresponding to a segment of a larger genomic sequence whose potential imbalance is being tested or to the larger
genomic sequence itself. One example is the sequence of chromosome 21. Other examples include chromosome 18,
13, XandY. Yet other examples include mutated genetic sequences or genetic polymorphisms or copy number variations
that a fetus may inherit from one or both of its parents. Yet other examples include sequences which are mutated,
deleted, or amplified in a malignant tumor, e.g. sequences in which loss of heterozygosity or gene duplication occur. In
some embodiments, multiple clinically relevant nucleic acid sequences, or equivalently multiple makers of the clinically
relevant nucleic acid sequence, can be used to provide data for detecting the imbalance. For instance, data from five
non-consecutive sequences on chromosome 21 can be used in an additive fashion for the determination of possible
chromosomal 21 imbalance, effectively reducing the need of sample volume to 115.

[0012] The term "background nucleic acid sequence" as used herein refers to a nucleic acid sequence whose normal
ratio to the clinically relevant nucleic acid sequence is known, forinstance a 1-to-1 ratio. As one example, the background
nucleic acid sequence and the clinically relevant nucleic acid sequence are two alleles from the same chromosome that
are distinct due to heterozygosity. In another example, the background nucleic acid sequence is one allele that is
heterozygous to another allele that is the clinically relevant nucleic acid sequence. Moreover, some of each of the
background nucleic acid sequence and the clinically relevant nucleic acid sequence may come from different individuals.
[0013] The term "reference nucleic acid sequence" as used herein refers to a nucleic acid sequence whose average
concentration per reaction is known or equivalently has been measured.

[0014] The term "overrepresented nucleic acid sequence" as used herein refers to the nucleic acid sequence among
two sequences of interest (e.g., a clinically relevant sequence and a background sequence) that is in more abundance
than the other sequence in a biological sample.

[0015] The term "based on" as used herein means "based at least in part on" and refers to one value (or result) being
used in the determination of another value, such as occurs in the relationship of an input of a method and the output of
that method. The term "derive" as used herein also refers to the relationship of an input of a method and the output of
that method, such as occurs when the derivation is the calculation of a formula.

[0016] The term "quantitative data" as used herein means data that are obtained from one or more reactions and that
provide one or more numerical values. For example, the number of wells that show a fluorescent marker for a particular
sequence would be quantitative data.

[0017] Theterm "parameter' as used herein means a numerical value that characterizes a quantitative data set and/or
a numerical relationship between quantitative data sets. For example, a ratio (or function of a ratio) between a first
amount of a first nucleic acid sequence and a second amount of a second nucleic acid sequence is a parameter.
[0018] The term "cutoff value" as used herein means a numerical value whose value is used to arbitrate between two
or more states (e.g. diseased and non-diseased) of classification for a biological sample. For example, if a parameter
is greater than the cutoff value, a first classification of the quantitative data is made (e.g. diseased state); or if the
parameter is less than the cutoff value, a different classification of the quantitative data is made (e.g. non-diseased state).
[0019] The term "imbalance" as used herein means any significant deviation as defined by at least one cutoff value
in a quantity of the clinically relevant nucleic acid sequence from a reference quantity. For example, the reference quantity
could be a ratio of 3/5, and thus an imbalance would occur if the measured ratio is 1:1.

[0020] The term "chromosomal aneuploidy" as used herein means a variation in the quantitative amount of a chromo-
some from that of a diploid genome. The variation may be a gain or a loss. It may involve the whole of one chromosome
or a region of a chromosome.

[0021] The term "random sequencing" as used herein refers to sequencing whereby the nucleic acid fragments se-
gquenced have not been specifically identified or targeted before the sequencing procedure. Sequence-specific primers
to target specific gene loci are not required. The pools of nucleic acids sequenced vary from sample to sample and even
from analysis to analysis for the same sample. The identities of the sequenced nucleic acids are only revealed from the
sequencing output generated. In some embodiments of the present invention, the random sequencing may be preceded
by procedures to enrich a biological sample with particular populations of nucleic acid molecules sharing certain common
features. In one embodiment, each of the fragmentsin the biological sample have an equal probability of being sequenced.
[0022] The term "fraction of the human genome" or "portion of the human genome" as used herein refers to less than
100% of the nucleotide sequences in the human genome which comprises of some 3 billion basepairs of nucleotides.
In the context of sequencing, it refers to less than 1-fold coverage of the nucleotide sequences in the human genome.
The term may be expressed as a percentage or absolute number of nucleotides/basepairs. As an example of use, the
term may be used to refer to the actual amount of sequencing performed. Embodiments may determine the required
minimal value for the sequenced fraction of the human genome to obtain an accurate diagnosis. As another example
of use, the term may refer to the amount of sequenced data used for deriving a parameter or amount for disease
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classification.

[0023] The term "sequenced tag" as used herein refers to string of nucleotides sequenced from any part or all of a
nucleic acid molecule. For example, a sequenced tag may be a short string of nucleotides sequenced from a nucleic
acid fragment, a short string of nucleotides at both ends of a nucleic acid fragment, or the sequencing of the entire
nucleic acid fragment that exists in the biological sample. A nucleic acid fragment is any part of a larger nucleic acid
molecule. A fragment (e.g. a gene) may exist separately (i.e. not connected) to the other parts of the larger nucleic acid
molecule.

DETAILED DESCRIPTION
I. IMPROVING ALIGNMENT

[0024] To improve detection accuracy, one way is to improve the alignment in the bioinformatics analysis procedure,
so that more aligned reads could be obtained. To achieve this goal, several possible solutions could be considered.

Allowing Mismatches In The Index Sequences

[0025] Due to the sequencing error and other potential problems in the sample preparation process, it is possible that
the index sequences thathave been sequenced might not be exactly the same as those originally designed. Consequently,
those reads with the unmatched index sequence could not be sorted back to its corresponding sample.

[0026] A total of 12 index sequences were provided by lllumina for multiplex sequencing. These index sequences
were used in plasma DNA sequencing with 2-plex sequencing strategy in this study. Two samples were sequenced in
the same sequencing lane and each of them was assigned one of the index sequences. During the sequencing process,
the index sequences would also be sequenced. After sequencing, the reads from the two samples in the same lane
were mixed together and would be sorted back to the corresponding samples according the index sequences.

[0027] The mismatch of the index sequence was defined as the different nucleotides between the sequenced one and
originally designed one. The maximum mismatches in the index sequence was defined as the maximum different nu-
cleotides allowable with which one index sequence was still different from all the other ones. To find the maximum
mismatches allowable in one index sequence, all the possible sequences with 0,1,2...n mismatches were enumerated
and compared with all the other index sequences, until one of the possible sequences was the same as one of the other
index.

[0028] One possible way to increase the uniquely aligned reads was to allow mismatches in the index sequences
when sorting reads back to the corresponding samples. The maximum mismatches allowable in one index sequence
with which it could still be distinguishable (Table 4.1). For all the index sequences, at least 2 mismatches could be
allowed. A more stringent criterion which allowed only 1 mismatch was used in the following analysis.

Table 4.1 The maximum mismatches allowable in the index sequences
Index number Index sequence Maximum mismatches allowable

ATCACG
CGATGT
TTAGGC
TGACCA
ACAGTG
GCCAAT
CAGATC
ACTTGA
GATCAG
TAGCTT
GGCTAC
CTTGTA

20 ©®~NOo oA WN
w

W NN WWDNDNWWWW

-
N

[0029] The maximum mismatches in the index sequence was defined as the maximum different nucleotides allowable
in the sequence with which one index sequence was still different from all the other ones. Without mismatch allowable
in the index sequences, an average of 2.3 million (SD 517,888) uniquely aligned reads per sample was obtained (Figure
4.1 and Table 4.4). Three samples had relatively low uniquely aligned reads (less than one million). The average
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sequencing coverage was 2.7% (SD 0.61%) per sample.

[0030] The sequencing data were then re-analyzed by allowing one mismatch in the index sequences. The average
number of uniquely aligned reads for each sample was 2.4 million (SD 508,842). The average percentage of increase
was 6.0% (SD 21.7%) compared to the analysis when no mismatch was allowed in the index sequences. After allowing
one mismatch in the index sequences, the read number of 12 samples increased more than 50%. Among these samples,
three samples with less than 1 million aligned reads in the previous analysis had more than 2 million reads after allowing
one mismatch.

[0031] Next, the CVs for quantifying the autosomes were calculated based on the analysis with 1 mismatch allowable
in the index (Figure 4.2 and Table 4.5). For chr13, the CVs slightly increased from 15.2% to 15.3%. For chr18, the CVs
also increased from 8.31% to 8.60%. Although the CVs of quantifying autosomes was slightly worse, considering the
increase inread numbers, especially for those samples with possible errorsin the sequenced index sequence, 1 mismatch
allowable in the index sequence was used in the following analysis.

Increasing read numbers by using the non-masked reference genome for alignment

[0032] Second, a non-masked human reference genome could be used instead of a repeat masked one as the align-
ment reference. In the repeat masked reference genome, the repetitive sequences were masked and thus these regions
were excluded for alignment. In order to exclude the reads from the repeat regions, which might have multiple alignments,
the repeat masked genome was adapted as an alignment reference in the T21 analysis pipeline.

[0033] In order to study whether the reads from repetitive regions of the human reference genome could be uniquely
aligned, a simulation was performed on the non-repeat masked human reference genome (Hg18 NCBI.36). The non-
repeat masked human reference genome was divided into N-bp simulated reads with 1-bp shift. N was 36, 50 or 75
which was the most common read length generated from the lllumina sequencing platform. Those simulated reads were
then aligned back to the non-repeat masked human reference genome with no mismatch allowable by SOAP2. If a
simulated read could be uniquely aligned back to the reference genome, it would be retained and the start position of
the simulation read would be defined as mappable. The mappability of a particular region was then defined as the
percentage of mappable nucleotides over the total nucleotides in this region. The 'N’ nucleotides in the non-repeat
masked human reference genome were excluded in the analysis.

[0034] Before testing the alignment on the non-repeat masked reference genome, it was determined whether the
reads from the repeat regions could be uniquely aligned by the simulation study. As showed in Table 4.2, around 48.8%
of the human reference genome was repeat sequences. Those sequences were masked in the repeat masked human
reference genome. If the repeat masked genome was used as alignment reference, reads from these regions could not
be aligned back and thus would be excluded for further analysis. However, by computer simulation with the 36 bp
simulated reads, 77.4% of the repeat regions could actually be uniquely aligned. The unique alignment rate of the repeat
regions increased to 86.7% and 93.4% with the 50 bp and 75 bp simulated reads, respectively (Table 4.3). For the non-
repeat regions, around 96.3%, 96.8% and 97.4% could be uniquely aligned with 36 bp, 50 bp and 75 bp simulated reads,
respectively. This indicated that increasing the sequenced read length would help increase the unique alignment rate,
especially for the repeat regions.

[0035] Next, the raw sequencing reads fromall the samples were re-aligned to the non-repeat masked human reference
genome. After sorting back the reads into the corresponding samples with one mismatch allowable, average 4.6 million
(SD 964,095) of uniquely aligned reads per sample were obtained (Figure 4.1 and Table 4.4). The uniquely aligned
reads increase by 89% compared to the alignment with the repeat masked genome. As shown in Figure 4.2 and Table
4.5, the precision of measuring the autosomes was improved. Particularly, for chr13, the CVs decreased from 1.53% to
1.12%. Similarly, the CVs for chr18 also decreased from 0.86% to 0.67%. This indicated that the precision of measuring
chr13 and chr18 had been improved after using the non-repeat masked human genome as the alignment reference.
Therefore, this alignment criterion would be adapted in the following analysis.

Table 4.2 The proportion of the repeat and non-repeat sequences in the human genome.
Totalinformativeregion (million ~ Non-repeat sequences (million Repeat sequences (million

Chromosome bp) bp) bp)
chr1 225.0 115.3 51.2% 109.7 48.8%
chr2 237.7 127.5 53.6% 110.2 46.4%
chr3 194.7 101.0 51.8% 93.8 48.2%
chr4 187.3 95.6 51.0% 91.7 49.0%
chrb 177.7 92.2 51.9% 85.5 48.1%
chré 167.3 88.2 52.7% 791 47.3%
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(continued)
Chromosome Totalinformativeregion (million ~ Non-repeat sequences (million Repeat sequences (million
bp) bp) bp)
chr7 155.0 80.3 51.8% 74.7 48.2%
chr8 142.6 73.7 51.6% 69.0 48.4%
chr9 120.1 61.9 51.5% 58.2 48.5%
chr10 131.6 70.0 53.2% 61.6 46.8%
chr11 131.1 66.8 50.9% 64.3 49.1%
chr12 130.3 65.5 50.3% 64.8 49.7%
chr13 95.6 51.7 54.1% 43.9 45.9%
chr14 88.3 45.8 51.8% 425 48.2%
chr15 81.3 42.9 52.8% 38.4 47.2%
chr16 78.9 40.2 51.0% 38.7 49.0%
chr17 77.8 40.8 52.5% 37.0 47.5%
chr18 74.7 41.0 55.0% 33.6 45.0%
chr19 55.8 241 43.1% 31.7 56.9%
chr20 59.5 30.5 51.2% 29.0 48.8%
chr21 34.2 18.4 53.9% 15.8 46.1%
chr22 34.9 18.1 52.0% 16.7 48.0%
chrX 151.1 61.6 40.8% 89.4 59.2%
chrY 257 9.7 37.9% 15.9 62.1%
chrM 0.0 0.0 97.7% 0.0 2.3%
Total 2858.0 1462.7 51.2% 1395.3 48.8%

[0036] ’'N’sin the genome sequences were excluded for analysis.

Table 4.3 The percentage of mappable sequences in the repeat and non-repeat regions of the human genome
Mappable fraction of repeat region

Mappable fraction of non-repeat region

Chromosome 36bp 50bp 75bp 36bp 50bp 75bp
chr1 95.9% 96.4% 97.0% 77.1% 86.6% 93.6%
chr2 96.9% 97.4% 97.9% 79.2% 87.9% 94.3%
chr3 99.1% 99.4% 99.7% 80.3% 89.1% 95.4%
chr4 98.5% 98.8% 99.2% 80.2% 88.6% 94.7%
chrb 97.5% 97.9% 98.2% 78.9% 87.5% 93.8%
chré 98.6% 99.0% 99.3% 79.4% 88.5% 95.1%
chr7 95.4% 96.3% 971 % 76.1 % 85.9% 93.1 %
chr8 98.0% 98.4% 98.7% 80.4% 88.9% 94.8%
chr9 90.5% 91.2% 92.0% 71.8% 80.6% 87.3%
chr10 95.6% 96.1% 96.7% 77.1% 86.5% 93.2%
chr11 97.8% 98.4% 98.9% 79.0% 88.1% 94.7%
chr12 98.6% 99.0% 99.4% 78.8% 88.7% 95.7%
chr13 98.5% 98.9% 99.3% 82.0% 90.1% 95.8%
chr14 97.9% 98.3% 98.7% 78.4% 88.0% 94.8%
chr15 93.0% 93.9% 94.7% 75.4% 85.1% 92.2%
chr16 92.8% 93.6% 94.6% 73.6% 84.3% 91.8%
chr17 94.6% 95.6% 96.6% 71.9% 84.5% 93.9%
chr18 98.4% 98.8% 99.2% 81.4% 89.6% 95.5%
chr19 95.4% 96.8% 97.9% 70.6% 85.1% 95.3%
chr20 98.4% 98.9% 99.3% 80.7% 89.9% 96.4%
chr21 97.0% 97.8% 98.6% 80.1% 89.3% 95.7%
chr22 92.2% 93.4% 94.6% 72.1% 83.8% 92.6%
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(continued)
Mappable fraction of non-repeat region Mappable fraction of repeat region
chrX 93.4% 94.0% 94.7% 75.3% 83.9% 90.2%
chrY 47 1% 49.9% 52.8% 43.6% 50.3% 56.3%
chrM 67.4% 76.4% 85.1% 65.7% 74.3% 85.8%
Total 96.3% 96.8% 97.4% 77.4% 86.7% 93.4%

Aligning reads to the non-repeat masked human reference genome

[0037] In the previous analysis, only the perfectly aligned reads were retained. Similarly, due to sequencing error and
the presence of polymorphisms in the human genome, the sequenced reads might not be exactly the same as its
corresponding reference genomic sequences. Allowing mismatch in the read alignment was thus a possible way to
increase the aligned reads.

[0038] A non-repeat masked human reference genome (Hg18 NCBI.36) instead of the repeat masked one was tested
as the alignment reference. Reads were aligned by SOAP2. A maximum of 0, 1 and 2 mismatches allowable in the read
alignment were also tested.

[0039] The alignment was tested by allowing one, or two mismatches based on the non-repeat masked genome.
Compared with the alignment with no mismatch allowable, the uniquely aligned reads increased by 9.06% and 10.95%
with one and two mismatches, respectively (Figure 4.1 and Table 4.4).

[0040] As shown in Figure 4.2 and Table 4.5, the CVs for measuring chr13 were 1.12%, 1.13% and 1.13% with zero,
one and two mismatches allowable, respectively. For chr18, the CVs were 0.67%, 0.69% and 0.73% with zero, one and
two mismatches allowable, respectively. CVs for measuring chr13 and chr18 increased when more mismatches being
allowable in the alignment. Thus, the precision of measuring chr13 and chr18 was worse when more mismatches were
allowed. Therefore, no mismatch was allowed in the following analysis.

Table 4.4 The number of uniquely aligned reads with different analysis criteria

Results
Index mismatches Alignment mismatches Reference genome Uniquely aligned reads
Mean SD Min Max
0 0 Masked 2,318,545 517,888 599,711 4,213,771
1 0 Masked 2,417,346 508,842 1,151,610 4,277,572
1 0 Unmasked 4,568,735 964,095 2,163,261 8,098,248
1 1 Unmasked 5,034,327 1,063,357 2,359,269 9,082,907
1 2 Unmasked 5,137,919 1,085,926 2,400,177 9,379,106

[0041] Masked, repeat masked human reference genome. Unmasked, non-repeat masked human reference genome.

Table 4.5 CVs of quantifying autosomes with different alignment parameters

CVs (%)
Chromosome
I0-RO-M  I11-RO-M  [1-RO-U  I1-R1-U  [1-R2-U
chr4 1.96 1.97 1.42 1.39 1.36
chr13 1.52 1.53 112 113 113
chrb 1.05 1.05 0.8 0.79 0.78
chré 0.93 0.92 0.72 0.72 0.72
chr3 0.87 0.89 0.66 0.65 0.65
chr18 0.83 0.86 0.67 0.69 0.73
chr8 0.68 0.67 0.53 0.5 0.5
chr2 0.4 0.39 0.34 0.34 0.34
chr7 0.5 0.48 0.43 0.41 0.41
chr12 0.53 0.52 0.34 0.37 0.37
chr21 0.62 0.6 0.55 0.54 0.55
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(continued)
CVs (%)
Chromosome
I0-RO-M  I1-RO-M  11-RO-U  IM1-R1-U  I1-R2-U
chr14 0.39 0.39 0.32 0.29 0.29
chr9 0.52 0.52 0.42 0.41 0.4
chr11 0.73 0.75 0.45 0.43 0.43
chr10 0.64 0.63 0.57 0.6 0.65
chr1 0.67 0.67 0.52 0.51 0.51
chr15 1.04 1.03 0.89 0.89 0.88
chr20 1.87 1.89 1.53 1.5 1.48
chr16 1.87 1.9 1.61 1.59 1.57
chr17 2.56 2.58 2.14 2.09 2.06
chr22 4.15 417 3.35 3.3 3.26
chr19 413 413 2.89 2.78 2.72

[0042] |, number of mismatches allowable in the index sequence. R, nhumber of mismatches allowable in the read
alignment. M, repeat masked human reference genome. U, non-repeat masked human reference genome. Chromo-
somes were ordered from top to bottom in increasing GC contents.

Trisomy 13 and 18

[0043] After the improvement of the alignment step in the T21 bioinformatics analysis pipeline, the performance of the
trisomy 13 and 18 was tested by calculating the z score. For trisomy 13, 11 of 25 trisomy 13 cases and 247 of 264 non-
trisomy 13 cases were correctly identified, corresponding to an improved sensitivity and specificity of 44.0% and 93.6%,
respectively (Figure 4.3). For trisomy 18, 31 of 37 trisomy 18 cases and 247 of 252 non-trisomy 18 cases were correctly
identified, corresponding to sensitivity and specificity of 83.8% and 98.0%, respectively (Figure 4.4). These results
indicated that after improving the alignment step in the T21 bicinformatics analysis pipeline, the performance of trisomy
13 and 18 detection by NGS had been improved. However, compared to the trisomy 21 detection, the detection rate for
trisomy 13 and 18 was still suboptimal.

[0044] To improve the alignment step, three aspects in the alignment step have been discussed, including using the
non-repeat masked human genome instead of the repeat masked one as the alignment reference, allowing mismatches
in the index sequences and read alignment.

[0045] After using the non-repeat masked genome as the alignment reference, the average aligned reads increased
by 2.2 million which was 1.9 times than that by using the repeat masked reference genome. All these increased reads
were from the repeat regions that had been masked in the repeat masked genome. The simulation analysis showed
that 77.4% of the repeat regions, taking up 48.8% of the human genome, could be uniquely aligned with the 36 bp
simulated reads. This was probably due to the fact that a large proportion of the repeat sequences in the human genome
share certain similarity but not exact the same. Although these repeat elements have multiple copies in the human
genome, but each of them are not exactly the same, which unlike the simple repeats that have exactly the same repeat
unit. Thus those reads from such repeat regions could be uniquely aligned back. Therefore it was better to use the non-
repeat masked human genome than the repeat masked one as the alignment reference.

[0046] When the length of simulating read increased, the uniquely aligned proportion of the repeat region and non-
repeat regions increased. Compared with simulation result with 36 bp simulated reads, the percentage of uniquely
aligned regions increased by 0.5% (50 bp), 1.1% (75 bp) for the non-repeat sequences and 9.3% (50 bp), 16.0% (75
bp) for the repeat sequences, respectively. This indicated that increasing the length of sequenced reads will improve
the read alignment more for the repeat regions than the non-repeat regions. However, longer read lengths would increase
the sequencing cost. Therefore a balance between the sequenced read length and sequencing needs to be considered.
[0047] By allowing the mismatches in the index sequences and read alignment, the number of average aligned reads
increased by 0.098 million, 0.47 million and 0.10 million for 1 mismatch allowable in the index sequence, one and two
mismatches allowable in the read alignment, respectively. However the CVs of measuring chr13 and chr18 were slightly
worse when more mismatches were allowed in the index sequence or read alignment. This was due to the errors that
were introduced in sorting back the reads to the samples and aligning the reads to the reference genome. However,
unlike allowing the mismatches in the read alignment, allowing mismatch in the index sequences helped to increase the
number of aligned reads of a few samples with extremely low aligned reads, which might be possibly due to the errors
in the readout of index sequences. Therefore it was reasonable to allow mismatches in the index sequence but no
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mismatches in the read alignment.

[0048] Afterthe improvementof the alignment, the detection rate for trisomy 13 and 18 was 44.0% and 83.8%. Although
the detection rate was better than that based on the T21 bioinformatics analysis pipeline, it was still not compatible to
the detection rate for trisomy 21 by NGS. On the other hand, it had been observed that there was a correlation between
the average GC content of the autosomes and the precision of quantifying the autosomes. The autosomes with high or
low average GC contenthad relatively large CV. This indicated that the GC content was a factor that affected the precision
of quantifying the autosomes. This will be discussed in the following sections.

Il. REDUCING THE GC BIAS BY CORRECTION OF READ COUNTS

[0049] A second step of the bioinformatics analysis pipeline is the quantification of chromosomes by counting the
aligned reads in the sequencing data.

[0050] Theoretically, if there was no bias in NGS platform, it would be expected that the sequenced reads from NGS
platform should be uniformly distributed across the genome. However, it has been reported that the sequenced reads
from different regions were not uniquely distributed. The guanine and cytosine (GC) content of the sequenced nucleic
acids has been reported to contribute to the non-uniform distribution. For example, it has been found that there was a
positive correlation between the GC content and the number of sequenced reads across the genome on lllumina se-
quencing platform. There was arelatively low sequencing coverage in the GC-poor regions and high sequencing coverage
in the GC-rich regions. This "GC bias" was probably introduced in the PCR steps during the sequencing procedures.
However, whether this GC bias existed in the plasma DNA sequencing data needs further validation.

[0051] It is likely that this GC bias would affect the quantification of chr13 and chr 18 by NGS in two aspects. First,
due to GC bias, the read counts from each chromosome was not only correlated to the mount of sequenced DNA
molecules derived from the corresponding chromosome, but also correlated to the GC content of that chromosome.
Therefore, the number of DNA molecules from each chromosome could not be precisely measured by the read counts
from the sequencing data. Second, due to the GC content difference between the individual chromosome and the whole
genome, the degree of the GC bias for individual chromosome and the whole genome was different. Therefore the
proportion of the reads derived from certain chromosomes over the total reads from the whole genome (genomic rep-
resentation of this chromosome) could not be precisely calculated. Algorithms that could reduce the GC bias in these
two aspects might improve the performance of the trisomy 13 and 18 detection by NGS.

[0052] This section determines whether the GC bias exists in the plasma sequencing data and whether this GC bias
would affect the precision of quantifying chr13 and chr18. In order to reduce the GC bias, an algorithm that directly
corrected the GC bias in read counts was developed. The performance of the trisomy 13 and 18 detection by NGS was
then accessed after reducing the GC bias. Another algorithm that reduced the effect of GC bias in the calculation of
genomic representation will be discussed in the next section.

[00563] Sequencedreadswere aligned to the non-repeat masked human reference genome with no mismatch allowable.
After alignment, the reads were sorted back to the corresponding sample with one mismatch allowable in the index
sequence.

[0054] The sequence of whole genome (Hg18 NCBI.36) was first divided into consecutive 50 kilobases (kb) segments,
termed bins. The GC content of each bin was calculated by calculating the percentage of G+C nucleotide counts over
A+T+C+G nucleotide counts. The 'N’s in the genomic sequence were not considered. The reads falling in each bin were
counted. The correlation between the GC content and the read counts in bins was calculated by Spearman’s Rank
Correlation Coefficient with R.

[0055] In order to reduce the GC bias, an algorithm was implemented to correct such bias in the read counts. For each
sample, the whole genome sequence was first divided into 50 kb bins. The bin size of 50 kb was arbitrarily chosen and
it will be discussed later. The number of aligned reads and GC content in each bin (rounded to 0.1%) were then calculated.
Bins without any reads and bins with 'N’ in the sequences were excluded. Then, the number of aligned reads in each
bin against the GC content of the corresponding bin was fit by either linear regression or locally weighted scatterplot
smoothing (LOESS) regression. The regression fit predicted value for each bin (P) could be calculated after regression
by using the regression function and the GC content of each bin For each bin, the GC corrected read counts (RCgc)
were calculated based on the raw read counts with the correction factor (F). The median count of all bins (M) was used
as the correction reference. The GC-corrected read counts were calculated by the following equations:

F=MP

RCG(‘ = R»CranF
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Instead of directly using the counts of aligned read, the GC-corrected read count was then used to calculate the genomic
representations.

GC Bias

[0056] First, whether the GC bias existed in the plasma DNA sequencing data was checked. By calculating the cor-
relation between the GC content and the read count with 50 kb bins, a positive correlation had been observed (the
average correlation coefficient for all the samples are 0.56, SD = 0.13) (Figure 5.1). Thus the GC bias did exist in the
plasma DNA sequencing data.

[0057] From previous analysis (Figure 4.2), the chromosomes with low or high GC contenttend to have greater variance
than those with modest GC content. Thus, chr13, chr18 and chr21 with average GC content 38.52%, 39.79% and 40.88%
had the CVs of 1.12%, 0.67% and 0.55% with improved alignment, respectively. These results showed that chr13 and
chr18, which had relatively lower GC content than chr21, were less precisely measured. These result indicated that the
GC bias affected the precision of measuring the GR of chromosomes, especially those chromosomes with high or low
average GC content. Thus the GC bias needed to be reduced in order to improve the performance of the trisomy 13
and 18 detection by NGS.

Correcting the GC bias in read counts by linear regression

[0058] One of the possible solutions to reduce the GC bias is to directly correct such bias in read counts. Since there
was a correlation between the GC contents and the read counts, eliminating this correlation would potentially reduce
the GC bias and improve the performance for trisomy 13 and 18 detection. To test this, a GC correction algorithm with
linear regression was implemented to eliminate the correlation. The linear regression was used to characterize the
correlation between the GC contents and read counts in 50 kb bins. Theoretically, if there was no such correlation, the
read counts per bin would be expected to be close to the median count of all bins. Therefore, the median count of all
bins was used as the correction reference and the read counts in each bin were normalized to the correction reference.
[0059] After the GC correction, the average correlation coefficient for all the samples was 0.14 (SD = 0.018) (Figure
5.2). This indicated that the correlation between GC-corrected read counts and GC contents in each bin had been greatly
reduced after GC correction with linear regression, although a slightly small correlation still existed. As shown in Table
5.1, the CVs of measuring chr13 and chr18 decreased from 1.124% and 0.647% to 0.426% and 0.331%, respectively,
after GC correction. These results indicated that the precision of quantifying chr13 and chr18 by NGS had been improved
by GC correction with the linear regression.

Table 5.1 CVs of quantifying autosomes before and after GC correction with linear regression.

CVs
Chromosome No GC correction GC correction with linear regression
chr4 1.423% 0.346%
chr13 1.124% 0.426%
chrb 0.799% 0.276%
chré 0.723% 0.231%
chr3 0.663% 0.266%
chr18 0.674% 0.331%
chr8 0.528% 0.282%
chr2 0.338% 0.183%
chr7 0.425% 0.269%
chr12 0.343% 0.326%
chr21 0.546% 0.532%
chr14 0.316% 0.333%
chr9 0.416% 0.303%
chr11 0.454% 0.252%
chr10 0.572% 0.328%
chr1 0.519% 0.259%
chr15 0.895% 0.617%
chr20 1.533% 0.366%
chr16 1.614% 0.480%
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(continued)
CVs
Chromosome No GC correction GC correction with linear regression
chr17 2.140% 0.343%
chr22 3.355% 0.503%
chr19 2.886% 1.089%

Chromosomes are order from top to bottom in increasing GC contents.

[0060] Next, the performance of the trisomy 13 and 18 detection after GC correction with the linear regression was
assessed. When using the diagnostic z-score value of 3 as the cutoff. 22 out of 25 trisomy 13 cases and 259 out of 264
non-trisomy 13 cases were successfully identified (Figure 5.3). The sensitivity and specificity were thus 88.0% and
98.1%. For trisomy 18, 34 out of 13 trisomy 37 cases and 247 out of 252 non-trisomy 18 cases were correctly identified,
corresponding to a sensitivity and specificity of 91.9% and 98.0% (Figure 5.4). These results indicated that the trisomy
13 and 18 detection had been improved by the GC correction algorithm.

Correcting the GC bias in read counts by non-linear regression

[0061] Inthe previous analysis, the correlation between the GC contents and read counts was considered as the linear
relation and the linear regression was used to fit this correlation. However, a slightly small correlation between the GC
contents and read counts still existed after the linear regression (average correlation is 0.14, SD = 0.018). It is possible
that the linear regression was not good enough to fit such a correlation. Therefore, a non-linear regression, LOESS
regression, was used in the GC correction algorithm to fit this correlation.

[0062] After the GC correction with LOESS regression, the average correlation coefficient for all the samples are 0.02
(SD = 0.004) (Figure 5.5). Compared to the results with linear regression, the correlation was smaller and there was
almost no correlation between the GC contents and read counts after the GC correction with LOESS regression. Fur-
thermore, the CVs of measuring chr13 decreased to 0.31%. CVs after the GC correction with LOESS regression was
smaller than that with linear regression (Figure 5.6 and Table 5.2). This result indicated that the precision of quantifying
chr13 had been improved more by GC correction with the LOESS regression. For the precision measuring chr18, the
CVs slightly increased to 0.334% by 0.003%.

Table 5.2 CVs of quantifying autosomes before and after GC correction with linear regression and LOESS regression.

CVs
. GC correction with linear GC correction with LOESS
Chromosome No GC correction . .
regression regression
chr4 1.423% 0.346% 0.262%
chr13 1.124% 0.426% 0.310%
chrb 0.799% 0.276% 0.267%
chré 0.723% 0.231% 0.229%
chr3 0.663% 0.266% 0.265%
chr18 0.674% 0.331% 0.334%
chr8 0.528% 0.282% 0.276%
chr2 0.338% 0.183% 0.189%
chr7 0.425% 0.269% 0.269%
chr12 0.343% 0.326% 0.324%
chr21 0.546% 0.532% 0.480%
chr14 0.316% 0.333% 0.334%
chr9 0.416% 0.303% 0.295%
chr11 0.454% 0.252% 0.252%
chr10 0.572% 0.328% 0.340%
chr1 0.519% 0.259% 0.251%
chr15 0.895% 0.617% 0.604%
chr20 1.533% 0.366% 0.346%
chr16 1.614% 0.480% 0.491%
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(continued)
CVs
. GC correction with linear GC correction with LOESS
Chromosome No GC correction . .
regression regression
chr17 2.140% 0.343% 0.339%
chr22 3.355% 0.503% 0.450%
chr19 2.886% 1.089% 1.116%

* Chromosomes are order from top to bottom in increasing GC contents.

[0063] The performance of the trisomy 13 and 18 detection after GC correction with the LOESS regression was
assessed. When using the diagnostic z-score value of 3 as the cutoff, all the trisomy 13 cases (25 out of 25) and 261
out of 264 non-trisomy 13 cases were successfully identified. The sensitivity and specificity were thus 100% and 98.9%.
Compared with the GC correction with linear regression, the performance of the trisomy 13 detection had been improved
after the GC correction with LOESS regression. For trisomy 18, 34 out of 37 trisomy 18 cases and 247 out of 252 non-
trisomy 18 cases were correctly identified, corresponding to a sensitivity and specificity of 91.9% and 98.0%. There was
no markedly improvement in the performance for trisomy 18 detection, when comparing the GC correction methods with
two different regression models.

Bin Size

[0064] In order to assess the effect of bin size in the GC correction algorithm, a series of bin size 1 mb, 500 kb, 100
kb and 50 kb were tested. The results showed no marked difference in CVs among different bin sizes (Figure 5.9 and
Table 5.4). However, when the bin size became smaller, the time for computing the LOESS regression dramatically
increased. For example, when the bin size was 50 kb, the average time to perform the GC correction on one sample
was longer than five hours on a computing server with an Intel(R) Xeon(R) CPU X5570 2.93GHz and 36G memory. In
order to save the computing time, a 500 kb bin size was used in the following analysis.

[0065] In this section, GC bias had been confirmed to exist in the plasma DNA sequencing data and contributed to
the imprecision of quantifying chr13 and chr18 by NGS. In order to reduce such a bias, a GC correction algorithm with
linear or non-linear (LOESS) regression had been implemented to correct such bias in read counts. After GC correction,
the performance for trisomy 13 and 18 detection had been improved.

[0066] The GC correction improved the precision of quantifying chr13 and chr18 by NGS. Compared with the previous
results without GC correction, the CVs of quantifying chr13 and chr18 decreased by up to 72.4% and 50.9%, respectively,
after the GC correction. The detection rate also increased from 44% to 100% for trisomy 13 and 83.8% to 91.9% for
trisomy 18. The improvement for trisomy 13 was more prominent than that for trisomy 18. This was probably due to the
greater deviation in the average GC content for chr13 (38.5%) than that for chr18 (39.8%) compared with the average
GC contents of the whole genome (41.7%). These results indicated that the degrees of GC bias in chr13, chr18 and
whole genome were different. Moreover, the genomic representation of chr13 and chr18 was calculated by using the
whole genome as the reference. It was possible that using the chromosome with similar GC contents with chr13 or
chr18, instead of whole genome, as the reference to calculate the GR of chr13 or chr18 might counteract the GC bias.
This will be further discussed in the following section.

[0067] Compared with the linear regression in the GC correction, the CVs of quantifying chr13 decreased by 27% and
the detection rate for trisomy 13 increased from 88.0% to 100% by using the non-linear (LOESS) regression. There was
no marked difference for the quantification of chr18 or the detection of trisomy 18 by the two different regression models
in the GC correction. Nevertheless, the overall performance of the LOESS regression in the GC correction was better
than the linear regression. Therefore, the GC correction with LOESS regression will be adapted for the following analysis.
[0068] The bin size parameter used in the GC correction algorithm was discussed in this section. By calculating the
CVs of quantifying chr13 and chr18, it showed that this parameter had little influence on the performance of the GC
correction algorithm at current sequencing depth. These results demonstrated that the GC correction was quite robust
at current sequencing depth since the performance was not significantly changed with different parameters. However,
in the current sequencing depth, the CVs of quantifying chr13 and chr18 were already quite low after GC correction.
Therefore changing the parameters used in the GC correction algorithm might not significantly affect its performance.
Thus, when applying the GC correction algorithm, one did not need to pay specifically attention to the parameters in the
GC correction with enough sequencing depth (for example, more than four million reads per sample).

[0069] The GC bias pattern might change with different sequencing platform and reaction reagents. For example,
lllumina has updated its sequencing platform and also improved the sequencing reagents in order to reduce the GC
bias. Therefore, the parameters used in the GC correction algorithm needs may be modified on different sequencing
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platforms and reagent versions.
lll. REDUCING GC BIAS BY MODIFYING GENOMIC REPRESENTATION CALCULATION

[0070] In a second step of the bicinformatics analysis pipeline, another part of quantifying chromosome can be to
calculate the genomic representation after counting the reads for each chromosome. This might be further improved.
[0071] It has been discussed in the previous section that the GC bias would possibly affect the detection of trisomy
13 and 18 in two aspects: one is the read counts and the other is the genomic representation. It has been found that
the degree of GC bias for chr13, chr18 and whole genome is different due to their different average GC content. It also
has been suspected that using the whole genome as the reference to calculate the GR of chr13 and chr18 might not be
accurate due to the different GC effect. Using other reference chromosomes that have the similar GC contents with
chr13 and 18 to calculate the GC of these two chromosomes might counteract the GC effect. This might be another
alternative method to reduce the GC bias effect, independently from the GC correction of read counts.

Reducing the GC bias by modifying genomic representation calculation

[0072] Since GC bias affects the precision of measuring genomic representation of chr13 and chr18, one possible
way to reduce the GC bias is to modify the calculation of the genomic representation of chr13 and chr18. The original
genomic representation for chr13 or chr18 was calculated by the read counts from chr13 or chr18 over the read counts
from all chromosomes (whole genome). However, the average GC contents of chr13 or chr18 and whole genome are
different. This difference might contribute to the imprecision of calculating the GR.

[0073] To test this hypothesis, other chromosomes as reference were used to calculate the GR of chr13 and chr18.
CVs of the original GR of chr13 and chr18 were 1.124% and 0.674%, respectively. When using chr4 and chr8 as the
reference to calculate the modified GR for chr13 and chr18, respectively, the CVs increased to 0.468% and 0.393%.
The average GC contents of chr13 and chr18 were 38.5% and 39.8%. The chr4 (GC%=38.2%) and chr8 (GC%=40.2%)
had very similar average GC contents to chr13 and chr18 respectively.

[0074] After calculating the modified genomic representation of chr13 and chr18, the standard z score approach was
used to classify the trisomy samples. 25 out 25 trisomy 13 cases and 261 out of 264 non-trisomy 13 cases were correctly
identified, corresponding to a sensitivity and specificity 100% and 98.9%, respectively. For trisomy 18, 35 out of 37
trisomy 18 cases and 247 out of 252 non-trisomy 18 cases were identified correctly, corresponding to a sensitivity and
specificity 94.6% and 98.0%, respectively.

Table 6.1 CVs of modified GR of chr13 and chr18 by using different reference chromosomes.
Reference chr Average GC contents (%) CVs ofchr13/referencechr(%) CVsofchri8/reference chr (%)

chr4 38.218 0.468 0.914
chr13 38.520 - 0.659
chrb 39.519 0.474 0.432
chré 39.600 0.596 0.468
chr3 39.691 0.606 0.433
chr18 39.785 0.659 -

chr8 40.167 0.729 0.393
chr2 40.236 0.862 0.482
chr7 40.738 0.881 0.490
chr12 40.804 1.013 0.636
chr21 40.878 1.459 1.001
chr14 40.887 1.108 0.699
chr9 41.317 1.437 0.977
chr11 41.566 1.498 1.048
chr10 41.585 1.613 1.134
chr1 41.743 1.595 1.136
chr15 42.205 1.823 1.431
chr20 44.126 2.630 2.153
chr16 44.789 2.682 2.213
chr17 45.531 3.226 2.776
chr22 47.983 4.450 3.987
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(continued)

Reference chr Average GC contents (%) CVs ofchr13/referencechr(%) CVsofchri8/reference chr (%)
chr19 48.364 3.913 3.496

Whole genome 41.679 1.124 0.674
The chromosomes were ordered by their average GC contents from high GC contents to low.

Combining GC correction and modified genomic representation

[0075] Twoindependentmethods, GC correction and modified genomic representation, had been developed to reduce
the GC bias in the sequencing data. Both of these two methods had greatly improved the detection accuracy for trisomy
13and 18. Above, these two methods were independently used in the analysis pipeline. Here, the methods are combined.
[0076] The read counts were corrected by GC correction with LOESS regression as described in section 5. The bin
size was 500 kb. After the GC correction, the corrected read counts were used to calculate the modified genomic
representation. For chr13 and chr18, chr4 and chr8 were used as the reference chromosomes, respectively. CVs of
quantifying chr13 and chr18 were then assessed.

[0077] After combining the two GC bias reduction methods, the CVs of quantifying chr13 and chr18 were 0.371% and
0.384%, respectively. The precision of quantifying chr13 and chr18 by combining these two methods were worse than
that by GC correction, but better than that by modified genomic representation. These results indicated that the perform-
ance of combining these two methods was no better than that of GC correction alone.

[0078] Inthis section, anotherindependent method was developed to reduce the GC biasin the genomic representation
calculation, besides the GC correction. Chr4 and chr8 were used as the reference chromosomes for chr13 and chr18,
respectively, to calculate the modified genomic representation. Compared with the results using original genomic rep-
resentation calculation, the CVs for quantifying chr13 and chr18 increased from 1.12% to 0.47% and 0.67% to 0.39%,
respectively. CVs for quantifying chr13 and chr18 had been improved by 58.2% and 41.3%, respectively. The detection
rate increased from 44.0% to 100% for trisomy 13 and 83.8% to 98.0% for trisomy 18.**

[0079] Comparing GC correction method and modified GR method, the CVs for quantify chr13 were 0.310% and
0.468%, respectively. For chr18, the CVs were 0.334% and 0.393%. These results indicated that the GC correction
method outperformed the modified GR method. However, the performance for trisomy 13 and 18 detection based on
these two GC bias reducing method were similar in current sequencing depth. Both of the methods greatly improved
the precision of measuring chr13 and chr18 and also improved the performance for trisomy 13 and 18 detection. Nev-
ertheless, it would be expected when the sequencing depth was low, the GC correction method would have a better
performance than the modified GR method.

[0080] The GC correction method and modified GR method were independently used to reduce the GC bias. Whether
these two methods could be combined to reduce the GC bias is unclear. Therefore, the two independent GC bias
reduction methods have been combined and tested. The results showed that the precision of quantifying chr13 and
chr18 by combining these two methods was worse than that by GC correction alone, but better than that by modified
genomic representation alone. Although these two methods reduced the GC bias in two different aspects independently,
one in the read counts, the other in the genomic representation calculation, the performance of combining these two
methods was suboptimal. This was probably because that after GC correction, the pattern of GC bias was different for
chr13 and chr4 or chr18 and chr8. Therefore using chr4 and chr8 as the reference to calculate the modified genomic
representation for chr13 and chr18 was not appropriate. Since the GC correction was the best method for reducing the
GC bias, it will be adapted for the following analysis.

IV. IMPROVING THE STATISTICS FOR TRISOMY DETECTION

[0081] A third part for improvement in the analysis pipeline is the statistics for trisomy (e.g. 13 and 18 detection). In
one analysis, the z score approach was used to determine the trisomy status by comparing the test samples with the
control samples (euploid samples). Therefore, this statistical method uses several control samples to be sequenced. In
this study, four euploid samples were sequenced in each sequencing run and a total of 103 euploid cases were sequenced
as the control samples (13 of them have been sequenced twice in different sequencing runs). This approach markedly
increased the sequencing cost for trisomy 13 and 18 diagnosis.

[0082] However, except for the trisomic chromosome, the remaining chromosomes are normal in the genome of a
trisomy fetus. Therefore, instead of comparing the test sample with normal samples, one could compare the test chro-
mosome with the normal chromosomes within one sample to determine the trisomy status of the test sample.
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Comparing chr13 or chr18 with other chromosomes within the sample

[0083] Instead of comparing the test sample with the control samples by the z score approach, the trisomy status will
be determined by comparing the test chromosome, e.g. chr13 or chr18, with the other chromosome within the sample.
To achieve this, the sequenced reads were analyzed as previously described. The genome was divided into 500 kb
consecutive bins. The GC correction with LOESS regression was used to reduce the GC bias in the read counts. After
GC correction, the GC-corrected read counts from chr13 or chr18 were compared with other chromosomes by Wilcoxon
Rank Sum test. The chromosome 21, X and Y were excluded for comparison. The p value cutoff 0.05 was used to
determine the trisomy status. Since no control samples were needed in this analysis, all the control samples in the
previous analysis were used as the test samples.

[0084] Instead of comparing chr13 or chr18 among samples by the z score approach, the trisomy 13 and 18 status
was determined by comparing chr13 or chr18 with other chromosomes within the sample. After the GC correction, the
p value for each sample by the Wilcoxon Rank Sum test was calculated (Figure 7.1). By using the p value cutoff 0.05,
25 out 25 trisomy 13 cases and 246 out of 264 non-trisomy 13 cases were correctly identified, corresponding to a
sensitivity and specificity 100% and 93.2%, respectively. For trisomy 18, 37 out of 37 trisomy 18 cases but no non-
trisomy 18 cases were identified correctly, corresponding to a sensitivity and specificity 100% and 0%, respectively.
[0085] In Figure 7.1, it is showed that the trisomy cases have smaller p values than the non-trisomy cases. These
results indicated that it was feasible to compare the chromosomes within the sample to determine the trisomy status.
However, by using a fix cutoff (p value = 0.05), the performances for trisomy 13 and 18 detection were markedly different.
[0086] To examine the reason, the read counts distribution for chr13, 18 and other autosomes (except chr21) from a
euploid sample was plotted after GC correction (Figure 7.2). It has been observed that the median read counts per 500
kb bin of chr13 and chr18 was higher than those of autosomes (except chr21) in the euploid sample. Therefore, if one
compared chr13 and 18 with the autosomes (except chr21) to determine the trisomy 13 and 18 status, this would cause
a relatively high false positive rate.

Comparing chr13 or chr18 with the artificial chromosomes

[0087] Two artificial chromosomes were constructed for comparison reference. One was for chr13, termed artificial
chr13, the other was for chr18, termed artificial chr18. The artificial chromosome was constructed as following. The
whole genome was divided into 500 kb bins. For each of the bin in ch13, three bins from other chromosomes (autosomes
except chr13, chr18 and chr21) were chosen. These three bins typically have the same GC contents and mappability
as the corresponding bin in chr13. Therefore each bin in chr13 was corresponded to three bins in the artificial chr13.
The artificial chr13 was constructed by combined all the bins that have same GC contents and mappability as the bins
in chr13. The artificial chr18 was constructed in the same way. The GC correction with LOESS regression was used to
reduce the GC bias in the read counts. After GC correction, the GC-corrected read counts from chr13 or chr18 were
compared with that from the artificial chr13 and ch18 by Wilcoxon Rank Sum test. The p value cutoff 0.05 was used to
determine the trisomy status. Since no control samples were needed in this analysis, all the control samples in the
previous analysis were used as the test samples.

[0088] Theoretically, if there is no bias in the NGS data, the read counts distribution should be similar across different
chromosomes in the euploid sample. However, it has been observed that this is not the case. This is probably due to
two factors result in the different read counts different among chromosomes. One major factor is the mappability of
differentchromosomes. Since only the uniquely aligned reads were retained for analysis, regions with different mappability
might have different uniquely aligned reads. A week correlation between the read counts and the mappability was
observed (Spearman’s rank correlation coefficient = 0.257). The other factor is the remaining GC bias in read counts
after GC correction. Itwould be expected that using the "chromosomes" with similar GC and mappability as the comparison
references to chr13 and chr18 would counteract this affect.

[0089] In order to address this problem, two artificial chromosomes that have the similar GC contents and mappability
to chr13 and chr18 had been constructed, called artificial chr13 and artificial chr18, respectively. By using the artificial
chromosomes as the comparison references and a fixed p value cutoff of 0.05, 25 out 25 trisomy 13 cases and 260 out
of 264 non-trisomy 13 cases were correctly identified, corresponding to a sensitivity and specificity 100% and 98.5%,
respectively. Since no control samples were needed in this analysis, the previous euploid control samples used in the
z score approach were also considered as the test samples. All the euploid "control" samples were correctly identified,
resulting in a final specificity of 98.9%. For trisomy 18, 35 out of 37 trisomy 18 cases and 251 out of 252 non-trisomy 18
cases were identified correctly, corresponding to a sensitivity and specificity 94.6% and 99.6%, respectively. All the
euploid "control" samples were correctly identified, resulting in a final specificity of 99.7%.

[0090] In this section, a third step of the bioinformatics analysis pipeline, the statistics for trisomy (e.g. 13 and 18)
detection, had been improved. A new statistics that compared chr13 or chr18 with the artificial chr13 or chr18 had been
developed. In this new trisomy detection method, no controls samples were needed. Therefore, the sequencing cost for
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trisomy 13 and 18 detection could be reduced. Compared with the z score approach, the performance of the trisomy 13
and 18 detection had further improved by new statistics.

[0091] After the GC correction, the bias of read counts for different chromosomes still existed. Compared with the
chr21, the chr18 and chr13 were over represented even in a euploid sample by calculating the GC-corrected read counts.
These results indicated that the bias still existed and thus the read counts from different chromosomes could not be
compared directly. The artificial chromosomes were constructed to correct the bias and most importantly, no control
samples were needed.

[0092] After the improvement in the three steps of the bioinformatics analysis pipeline, the performance of the trisomy
13 and 18 detection had been greatly improved and was also compatible to that for trisomy 21 detection. Mostimportantly,
all the improvement were only made in the bioinformatics aspects. Thus, those modifications to the analysis pipeline
would not increase the cost of the trisomy 13 and 18 detection by NGS.

V. REGION-SELECTING METHOD

[0093] FIG. 1is a flow chart showing a method of reducing GC bias by aligning sequences obtained from a biological
sample (e.g., maternal plasma) with an artificial chromosome. The method can be used to determine an amplification
or deletion of a genomic region. The sample may be a mixture thatincludes cell-free DNA from a fetus and from a female
pregnant with the fetus. In another example, the sample may be a mixture that includes cell-free DNA from a tumor and
from a patient.

[0094] In step 11, GC content is determined in a chromosomal region of interest (first chromosomal region). The GC
content can be defined in a variety of ways, e.g., as described herein. The GC content can be determined from a reference
genome.

[0095] In step 12, an artificial reference chromosome can be identified by identifying disjointed regions having about
the same GC content as the chromosomal region of interest. The disjointed regions can collectively have the same GC
content or each can individually have about the same GC content. Thus, a region can be selected if it brings an average
GC content for all of the regions to be about the same GC content.

[0096] The disjoint regions can be selected from various chromosomes or from just one chromosome. The disjoint
regions and the chromosomal region of interest may even be selected from a same chromosome, if the one section for
the reference is known to have a normal copy number (e.g., 2 for autosomes), i.e., no amplification or deletion.

[0097] In step 13, sequence tags obtained from a sequencing of a biological sample (e.g., maternal plasma) with the
artificial reference chromosome and with the chromosomal region of interest. The sequence tags may be received at a
computer system.

[0098] In step 14, a first amount of sequence tags that align with the first chromosomal region are determined. The
first amount can be a number of tags, a length of tags, or a length of DNA fragments (e.qg., if paired-end sequencing is
performed).

[0099] Instep 15, asecond (reference)the amount of sequence tags that align with the artificial reference chromosome
can be determined. In one embodiment, the aligning can be done only to the regions corresponding to the first chromo-
somal region and the artificial reference chromosome.

[0100] In step 16, a parameter is determined from the first amount and the reference amount. As examples, the
parameter can be aratio or a difference. The parameter may be determined from a function of the ratio and/or difference.
[0101] In step 17, the parameter is compared to a cutoff value, thereby characterizing the chromosomal region of
interest. The cutoff can signify whether the parameter is statistically different than a reference value, where the reference
value can be determined from a healthy person or determined theoretically. The cutoff can depend on the lengths of the
first chromosomal region and the artificial reference chromosome. For example, if the parameter is a ratio of the amounts,
then the cutoff and a reference value would about for the difference in lengths. For instance if the first chromosomal
region is twice as long as the artificial reference chromosome, then the reference value might be 0.5 and a cutoff might
a certain amount above or below 0.5 (e.g., as determined by a standard deviation from the reference value). If the reverse
were true, then the reference value might be 2.

[0102] In some embodiments, the first chromosomal region may be divided up into disjoint subregions. These subre-
gions may be selected in a same manner as the regions of the artificial reference chromosome. The subregions can be
selected so that the first chromosomal region and the artificial reference chromosome have about the same GC content.
The range of the GC contents being the same can be specified by a user or values can be used as a default. For example,
the GC contents can be specific to be within a few percent of each other. Other regions can be added until the GC
contents are within an acceptable range.

[0103] The various regions and subregions can be the same length or be of different lengths. The average GC content
for a collection of disjoint regions can be determined and account for the different lengths.
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VI. EXAMPLE

[0104] Patausyndrome, also known astrisomy 13(T13), isasyndrome inwhich a patient has an additional chromosome
13 due to a non-disjunction of chromosomes during meiosis!. Therefore, chromosome 13 is also an important target for
noninvasive prenatal diagnosis of fetal chromosomal abnormalities.

[0105] The DNA sequence analysis of human chromosome 13 demonstrates that it contains a central ‘gene desert’
region of 37.8 Mb, where the gene density drops to only 3.1 genes per Mb and the overall GC content drops to 33%*4.
This is named as region 2 in Fig A. In contrast, the most gene-rich regions are at either end of the long arm of this
chromosome, namely regions 1 and 3 as shown in Fig. A. Both regions 1 and 3 have a GC content of 39%..

[0106] Accordingly, a region-selecting method was employed to minimize the effects caused by variations in the GC
content on the reproducibility of the chromosomal genomic representations obtained by sequencing. The long arm of
chromosome 13 was divided into three regions: Region1 (16-52.9Mb), Region2 (52.9-90.7Mb) and Region3
(90.7-114.1Mb). Discarded were the unique reads that mapped perfectly to the reference human genome, termed
U0-1-0-0 sequence reads, mapped to Region2 and reserved the U0-1-0-0 sequence reads of Region1 and Region3.
The new percentage of genomic representation of chromosome 13 was calculated by dividing the remaining U0-1-0-0
counts from chromosome 13 by the updated sum of U0-1-0-0 sequence reads from the whole genome which was
determined by subtracting the U0-1-0-0 counts of Region2 from the previous total number of U0-1-0-0 sequence reads
obtained from the sequencing run. A schematic illustration of the data analysis steps are shown in Fig. B. The mean
and SD of the percentage of chromosome 13 were recalculated using the same euploid samples, and subsequently the
coefficient of variation (CV = SD/mean X 100%) was calculated. With these new reference values, the z-score of
chromosome 13 was obtained for each case.

[0107] Applying this region-selecting method to a previous dataset, a decrease in the CV of chromosome 13 could be
observed from 3.41% to 0.97%. Also the z-score of a T13 case increased from 1.22 to 5.76, which correctly identified
the T13 fetus with z-score > 3 being cutoff (Fig. C).

[0108] Therefore, this region-selecting method can increase the sensitivity of aneuploidy detection and enhance the
precision for noninvasive prenatal diagnosis of T13 when using the massively parallel sequencing approach.

VIl. COMPUTER SYSTEM

[0109] Any of the computer systems mentioned herein may utilize any suitable number of subsystems. Examples of
such subsystems are shown in FIG. 8 in computer apparatus 800. In some embodiments, a computer system includes
a single computer apparatus, where the subsystems can be the components of the computer apparatus. In other em-
bodiments, a computer system can include multiple computer apparatuses, each being a subsystem, with internal
components.

[0110] The subsystems shown in FIG. 8 are interconnected via a system bus 875. Additional subsystems such as a
printer 874, keyboard 878, fixed disk 879, monitor 876, which is coupled to display adapter 882, and others are shown.
Peripherals and input/output (1/0) devices, which couple to I/O controller 871, can be connected to the computer system
by any number of means known in the art, such as serial port 877. For example, serial port 877 or external interface
881 (e.g. Ethernet, Wi-Fi, etc.) can be used to connect computer system 800 to a wide area network such as the Internet,
a mouse input device, or a scanner. The interconnection via system bus 875 allows the central processor 873 to com-
municate with each subsystem and to control the execution of instructions from system memory 872 or the fixed disk
879, as well as the exchange of information between subsystems. The system memory 872 and/or the fixed disk 879
may embody a computer readable medium. Any of the values mentioned herein can be output from one component to
another component and can be output to the user.

[0111] A computer system can include a plurality of the same components or subsystems, e.g., connected together
by externalinterface 881 or by aninternal interface. In some embodiments, computer systems, subsystem, orapparatuses
can communicate over a network. In such instances, one computer can be considered a client and another computer a
server, where each can be part of a same computer system. A client and a server can each include multiple systems,
subsystems, or components.

[0112] It should be understood that any of the embodiments of the present invention can be implemented in the form
of control logic using hardware (e.g. an application specific integrated circuit or field programmable gate array) and/or
using computer software with a generally programmable processor in a modular or integrated manner. Based on the
disclosure and teachings provided herein, a person of ordinary skill in the art will know and appreciate other ways and/or
methods to implementembodiments ofthe presentinvention using hardware and a combination of hardware and software.
[0113] Any of the software components or functions described in this application may be implemented as software
code to be executed by a processor using any suitable computer language such as, for example, Java, C++ or Perl
using, forexample, conventional or objectoriented techniques. The software code may be stored as a series of instructions
or commands on a computer readable medium for storage and/or transmission, suitable media include random access
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memory (RAM), a read only memory (ROM), a magnetic medium such as a hard-drive or a floppy disk, or an optical
medium such as a compact disk (CD) or DVD (digital versatile disk), flash memory, and the like. The computer readable
medium may be any combination of such storage or transmission devices.

[0114] Such programs may also be encoded and transmitted using carrier signals adapted for transmission via wired,
optical, and/orwireless networks conforming to a variety of protocols, including the Internet. As such, a computer readable
medium according to an embodiment of the present invention may be created using a data signal encoded with such
programs. Computer readable media encoded with the program code may be packaged with a compatible device or
provided separately from other devices (e.g., via Internet download). Any such computer readable medium may reside
on or within a single computer program product (e.g. a hard drive, a CD, or an entire computer system), and may be
present on or within different computer program products within a system or network. A computer system may include
a monitor, printer, or other suitable display for providing any of the results mentioned herein to a user.

[0115] Any of the methods described herein may be totally or partially performed with a computer system including
one or more processors, which can be configured to perform the steps. Thus, embodiments can be directed to computer
systems configured to perform the steps of any of the methods described herein, potentially with different components
performing a respective steps or a respective group of steps. Although presented as numbered steps, steps of methods
herein can be performed at a same time or in a different order. Additionally, portions of these steps may be used with
portions of other steps from other methods. Also, all or portions of a step may be optional. Additionally, any of the steps
of any of the methods can be performed with modules, circuits, or other means for performing these steps.

[0116] The above description of exemplary embodiments of the invention has been presented for the purposes of
illustration and description. It is not intended to be exhaustive or to limit the invention to the precise form described, and
many modifications and variations are possible in light of the teaching above. The embodiments were chosen and
described in order to best explain the principles of the invention and its practical applications to thereby enable others
skilled in the art to best utilize the invention in various embodiments and with various modifications as are suited to the
particular use contemplated.

[0117] A recitation of "a", "an" or "the" is intended to mean "one or more" unless specifically indicated to the contrary.

Claims

1. A computer-implemented method of determining a classification of an amplification or a deletion in a chromosomal
region in a biological sample, comprising:

identifying a first chromosomal region of a reference genome;

determining the first chromosomal region to have a first GC content in the reference genome;

assembling an artificial reference chromosome from a plurality of disjoint regions of the reference genome such
that the artificial reference chromosome is determined to have the first GC content within a specified percentage,
wherein the plurality of disjoint regions has a normal copy number or are from one or more chromosomes that
have a normal copy number;

aligning each of a plurality of sequence tags with the first chromosomal region and with the artificial reference
chromosome, wherein the sequence tags have been obtained by sequencing nucleic acids in the biological
sample comprising cell-free nucleic acids from a first tissue and a second tissue;

determining a first amount of sequence tags that align with the first chromosomal region;

determining a reference amount of sequence tags that align with the artificial reference chromosome;
determining a parameter by calculating a ratio or a difference using the first amount and the reference amount;
comparing the parameter to a cutoff value, the cutoff value signifying whether the parameter is statistically
different than a reference value, the reference value determined from a healthy person or determined theoret-
ically, thereby determining a classification of the first chromosomal region as having or not having an amplification
or as having or not having a deletion.

2. The method of claim 1, wherein the first tissue is from a fetus and the second tissue is from a female pregnant with
the fetus.

3. The method of claim 1, wherein the first tissue is from a tumor and the second tissue is from healthy cells of a patient
having the tumor.

4. Themethod of any one of claims 1 to 3, wherein the first chromosomal region includes a plurality of disjoint subregions.

5. The method of any one of claims 1 to 4, wherein the plurality of disjoint regions is from the same chromosome.
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The method of any one of claims 1 to 4, wherein the plurality of disjoint regions is from different chromosomes.
The method of any one of claims 1 to 6, wherein the artificial reference chromosome is determined to have the first
GC content when the average GC content of the plurality of disjoint regions of the artificial reference chromosome
is within a specified percentage of the first GC content.
The method of claim 7, wherein each of the disjoint regions had the first GC content within the specified percentage.
The method of any one of claims 1 to 8, wherein the biological sample is maternal plasma.
The method of any one of claims 1 to 9, wherein the genome is human, wherein the first chromosomal region is
part of a chromosome selected from chromosome 13, chromosome 18, or chromosome 21, and wherein the clas-

sification is trisomy of said chromosome.

The method of any one of claims 1 to 10, wherein the parameter is a probability value that the first amount and the
reference amount are statistically different, such that the cutoff value is 0.05.

A computer program product comprising a tangible computer readable medium storing a plurality of instructions for
controlling a processor to perform an operation, the instructions comprising a method according to any of claims 1
to 11.

A system comprising one or more processors configured to perform a method according to any of claims 1 to 11.

Patentanspriiche

1.

Computer-implementiertes Verfahren zur Bestimmung einer Klassifizierung einer Amplifikation oder einer Deletion
in einer chromosomalen Region in einer biologischen Probe, umfassend:

Identifizieren einer ersten chromosomalen Region eines Referenzgenoms;

Bestimmen der ersten chromosomalen Region, die einen ersten GC-Gehalt in dem Referenzgenom aufweist;
Zusammensetzen eines kunstlichen Referenzchromosoms aus einer Vielzahl von disjunkten Regionen des
Referenzgenoms, so dass bestimmt wird, dass das kinstliche Referenzchromosom den ersten GC-Gehalt
innerhalb eines bestimmten Prozentsatzes aufweist, wobei die Vielzahl der disjunkten Regionen eine normale
Kopienzahl aufweist oder von einem oder mehreren Chromosomen stammt, die eine normale Kopienzahl auf-
weisen;

Ausrichten jedes einer Vielzahl von Sequenz-Tags mit der ersten chromosomalen Region und mit dem kunst-
lichen Referenzchromosom, wobei die Sequenz-Tags durch Sequenzierung von Nukleinsauren in der biologi-
schen Probe, die zellfreie Nukleinsduren aus einem ersten Gewebe und einem zweiten Gewebe umfasst,
erhalten worden sind,;

Bestimmen einer ersten Menge von Sequenz-Tags, die mitder ersten chromosomalen Region Ubereinstimmen;
Bestimmen einer Referenzmenge von Sequenzmarkierungen, die mit dem kinstlichen Referenzchromosom
Ubereinstimmen;

Bestimmen eines Parameters durch Berechnen eines Verhaltnisses oder einer Differenz unter Verwendung
der ersten Menge und der Referenzmenge;

Vergleichen des Parameters mit einem Grenzwert, wobei der Grenzwert angibt, ob sich der Parameter statistisch
von einem Referenzwert unterscheidet, wobei der Referenzwert von einer gesunden Person bestimmt oder
theoretisch ermittelt wird, dadurch Bestimmen einer Klassifizierung der ersten chromosomalen Region als eine
Amplifikation aufweisend oder nicht aufweisend oder als eine Deletion aufweisend oder nicht aufweisend.

Verfahren nach Anspruch 1, wobei das erste Gewebe von einem Fétus und das zweite Gewebe von einer mit dem
Fotus schwangeren Frau stammt.

Verfahren nach Anspruch 1, wobei das erste Gewebe von einem Tumor und das zweite Gewebe von gesunden
Zellen eines Patienten stammt, der den Tumor aufweist.

Verfahren nach einem der Anspriiche 1 bis 3, wobei die erste chromosomale Region eine Vielzahl von disjunkten
Unterregionen enthalt.
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Verfahren nach einemder Anspriiche 1 bis 4, wobei die Vielzahl der disjunkten Regionen von demselben Chromosom
stammt.

Verfahren nach einem der Anspriiche 1 bis 4, wobei die Vielzahl der disjunkten Regionen von verschiedenen
Chromosomen stammt.

Verfahren nach einem der Anspriiche 1 bis 6, wobei bestimmt wird, dass das kinstliche Referenzchromosom den
ersten GC-Gehalt aufweist, wenn der durchschnittliche GC-Gehalt der Vielzahl disjungierter Regionen des kunstli-
chen Referenzchromosoms innerhalb eines bestimmten Prozentsatzes des ersten GC-Gehalts liegt.

Verfahren nach Anspruch 7, wobei jede der disjunkten Regionen den ersten GC-Gehalt innerhalb des spezifizierten
Prozentsatzes aufweist.

Verfahren nach einem der Anspriiche 1 bis 8, wobei die biologische Probe mutterliches Plasma ist.

Verfahren nach einem der Anspriuche 1 bis 9, wobei das Genom menschlich ist, wobei die erste chromosomale
Region Teil eines Chromosoms ist, das aus Chromosom 13, Chromosom 18 oder Chromosom 21 ausgewahlt ist,
und wobei die Klassifizierung Trisomie des Chromosoms ist.

Verfahren nach einem der Anspruche 1 bis 10, wobei der Parameter ein Wahrscheinlichkeitswert ist, dass die erste
Menge und die Referenzmenge statistisch unterschiedlich sind, so dass der Grenzwert 0,05 betragt.

Computerprogrammprodukt, umfassend ein greifbares, computerlesbares Medium, das eine Vielzahl von Befehlen
zur Steuerung eines Prozessors zur Durchfiihrung einer Operation speichert, wobei die Befehle ein Verfahren nach
einem der Anspriche 1 bis 11 umfassen.

System, das einen oder mehrere Prozessoren umfasst, die so konfiguriert sind, dass sie ein Verfahren nach einem
der Anspriche 1 bis 11 ausfuhren.

Revendications

1.

2,

Procédé, mis en oeuvre par ordinateur, de détermination d’une classification d’'une amplification ou d’'une délétion
dans une région chromosomique dans un échantillon biologique, comprenant :

l'identification d’'une premiére région chromosomique d'un génome de référence ;

la détermination que la premiére région chromosomique a une premiére teneur en GC dans le génome de
référence ;

I'assemblage d'un chromosome de référence artificiel a partir d’'une pluralité de régions disjointes du génome
de référence de telle sorte qu'il soit déterminé que le chromosome de référence artificiel a la premiére teneur
en GC au sein d’'un pourcentage spécifié, dans lequel la pluralité de régions disjointes a un nombre de copies
normal ou proviennent d'un ou de plusieurs chromosomes qui ont un nombre de copies normal ;

I'alignement de chacune d’une pluralité d’étiquettes de séquence avec la premiére région chromosomique et
avec le chromosome de référence artificiel, dans lequel les étiquettes de séquence ont été obtenues en sé-
quencgant des acides nucléiques dans I'échantillon biologique comprenant des acides nucléiques acellulaires
provenant d’'un premier tissu et d’un second tissu ;

la détermination d’une premiére quantité d’étiquettes de séquence qui s’alignent avec la premiére région
chromosomique ;

la détermination d’'une quantité de référence d'étiquettes de séquence qui s’alignent avec le chromosome de
référence artificiel ;

la détermination d’un parametre en calculant un rapport ou une différence en utilisant la premiere quantité et
la quantité de référence ;

la comparaison du parametre a une valeur de coupure, la valeur de coupure signifiant le fait que le parameétre
est ou non statistiquement différent d’'une valeur de référence, la valeur de référence étant déterminée a partir
d’une personne saine ou déterminée théoriquement, ainsi déterminant une classification de la premiére région
chromosomique comme ayant ou n'ayant pas une amplification ou comme ayant ou n’ayant pas une délétion.

Procédé selon la revendication 1, dans lequel le premier tissu provient d’'un foetus et le second tissu provient d’'une
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femme enceinte avec le foetus.

Procédé selon la revendication 1, dans lequel le premier tissu provient d’'une tumeur et le second tissu provient de
cellules saines d'un patient ayant la tumeur.

Procédé selon l'une quelconque des revendications 1 a 3, dans lequel la premiére région chromosomique inclut
une pluralité de sous-régions disjointes.

Procédé selon I'une quelconque des revendications 1 a 4, dans lequel la pluralité de régions disjointes provient du
méme chromosome.

Procédé selon I'une quelconque des revendications 1 a 4, dans lequel la pluralité de régions disjointes provient de
chromosomes différents.

Procédé selon 'une quelconque des revendications 1 a 6, dans lequel il est déterminé que le chromosome de
référence artificiel a la premiére teneur en GC lorsque la teneur en GC moyenne de la pluralité de régions disjointes
du chromosome de référence artificiel est au sein d’'un pourcentage spécifié de la premiére teneur en GC.

Procédé selon la revendication 7, dans lequel chacune des régions disjointes avait la premiére teneur en GC au
sein du pourcentage spécifié.

Procédé selon 'une quelconque des revendications 1a 8, dans lequell'échantillon biologique est du plasma maternel.

Procédé selon 'une quelconque des revendications 1a 9, dans lequel le génome est humain, dans lequel la premiére
région chromosomique fait partie d'un chromosome sélectionné parmi chromosome 13, chromosome 18, ou chro-
mosome 21, et dans lequel la classification est la trisomie dudit chromosome.

Procédé selon I'une quelconque des revendications 1 a 10, dans lequel le parameétre est une valeur de probabilité
que la premiére quantité et la quantité de référence soient statistiquement différentes, de telle sorte que la valeur
de coupure soit 0,05.

Produit programme d’ordinateur, comprenant un support matériel lisible par ordinateur stockant une pluralité d’ins-
tructions pour commander un processeur pour réaliser une opération, les instructions comprenant un procédé selon

I'une quelconque des revendications 1 a 11.

Systéme, comprenant un ou plusieurs processeurs configurés pour réaliser un procédé selon I'une quelconque des
revendications 1 a 11.
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