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BACKGROUND

[0001] Actively listening to a conversation, such as during a meeting, while
simultaneously taking notes is a difficult skill which takes years for most people to learn
how to do well. Without well-developed note taking skills, people typically recognize
what appear to be important moments in a conversation, and then jot down brief, cryptic
notes. Such notes often do not make sense out of context at a later time. Other important
moments also can be missed. At another extreme, conversations can be recorded and
transcribed. However, it can be tedious to search through a transcription of a conversation
to identify important information. Data storage requirements for such recordings and
transcriptions also can be prohibitive for daily use in business.

SUMMARY

[0002] This Summary is provided to introduce a selection of concepts in a simplified form
that are further described below in the Detailed Description. This Summary is intended
neither to identify key or essential features, nor to limit the scope, of the claimed subject
matter.

[0003] A computer system provides an automated tool that processes audio data and data
about computer operating context to automatically capture information, such as
information from conversations and meetings. The computer operating context can
include, for example, environmental data sensed, or other contextual information
maintained or tracked, by the computer. The audio data and computer operating context
are processed by the computer to detect starting conditions for data extraction. After
detecting a starting condition, the processor initiates speech processing on the audio
information to generate corresponding text data. The processor processes the text data
using text filters that define salient patterns in the text data. Such salient patterns can
correspond to, for example, tasks to be performed, follow-up appointments and other
events, messages to be sent, important points or notes, and the like. Such automatic
processing improves user productivity in tracking valuable information from meetings and
other conversations.

[0004] In the following description, reference is made to the accompanying drawings
which form a part hereof, and in which are shown, by way of illustration, specific example
implementations of this technique. It is understood that other embodiments may be
utilized and structural changes may be made without departing from the scope of the disclosure.

DESCRIPTION OF THE DRAWINGS

[0005] Figure 1 is a data flow diagram of an example computer system for automatically capturing information from audio data and computer operating context.

[0006] Figure 2 is a flow chart describing operation of an example implementation of a computer system.

[0007] Figure 3 is a diagram of example data structures for, and rule structures that can define, starting conditions.

[0008] Figure 4 is a flow chart describing operation of an example implementation of an activity detection module.

[0009] Figure 5 is an example graphical user interface for a notetaking application.

[0010] Figure 6 is a block diagram of an example computer in which components of such a system can be implemented.

DETAILED DESCRIPTION

[0011] Figure 1 is a data flow diagram of an example computer system for automatically capturing information from audio data and computer operating context.

[0012] In general, such a computer system processes audio data and data about computer operating context to automatically capture information, such as information from conversations and meetings. The computer operating context can include, for example, environmental data sensed, or other contextual information maintained or tracked, by the computer. The audio data and computer operating context are processed by the computer to detect starting conditions for data extraction. After detecting a starting condition, the processor initiates speech processing on the audio information to generate corresponding text data. The processor processes the text data using text filters that define salient patterns in the text data. Such salient patterns can correspond to, for example, tasks to be performed, follow-up appointments and other events, messages to be sent, important points or notes, and the like.

[0013] The computer system 100 includes a notetaking application 150, which is a computer program executed on a computer, such as described below in connection with Figure 6. The notetaking application 150 can be any application that allows a user to interactively edit an electronic document that includes at least text, and optionally other related data, by processing user input 155. Such a notetaking application typically allows the user to view and/or store the electronic document. Such user input 155 is received
through input devices of the computer. The notetaking application 150 also can access information that is stored in storage of the computer system. The notetaking application 155 also allows the user to read, or hear, or otherwise use the information captured in the notetaking application 150 by presenting such information through output devices of the computer.

[0014] A variety of kinds of applications can be used as the notetaking application. For example, the notetaking application can be a word processing application. The notetaking application can be a presentations application. The notetaking application can be an application that is specifically designed to assist note taking. The notetaking application can be a simple text editor.

[0015] The notetaking application provides note data 152. The note data 152 can be any form of text, image or other data that is temporarily stored in memory, which the user can direct the notetaking application to store in a data file. The note data 152 can include time stamps, where a time stamp indicates a time at which data was entered into the notetaking application by a user.

[0016] The computer system 100 includes one or more audio devices 102 that capture live audio signals and provide audio data 104. The one or more audio devices can be one or more microphones, and/or one or more other devices, such as an audio or audiovisual communication system, which can provide audio data to the computer system.

[0017] The computer system 100 also includes one or more sources 106 of computer operating context 110. The computer operating context assists the computer system to identify situations in which capture of notes can be useful. In particular, if the computer system can detect that it is likely being used in a meeting, lecture, conference or other significant conversation, then the computer system can activate automatic information capture.

[0018] There are many kinds of sources 106 of computer operating context. One kind of source 106 is a sensor. For example, a location sensor, such as a global positioning sensor, can provide a location of a computer. As another example, a light sensor can provide information about the ambient light in which a computer is being used. As another example sensor is a microphone or other source of audio data. Characteristics of such audio data, such as voice characteristics, can be used.

[0019] Another kind of source of computer context information is an application. As an example, a calendar application can provide information about a date, time and/or location of a meeting. As another example, the notetaking application 150 or this computer system
100 can also store history data for a user indicating when and where the user previously
used the computer system for automatic information capture, such as in prior meetings.
Such history data aggregated over multiple users can be provided. As another example, an
audio communication application can provide information indicative of any active phone
call supported by that application. As another example, the notetaking application 150 can
be a source of computer operating context. If the notetaking application 150 is actively
being used by the user, then information capture can be activated.

[0020] To identify situations in which automatic information capture can be activated, the
computer system 100 has an activity detection module 108 having a first input for
receiving the audio data 104 and at least one second input for receiving the computer
operating context 110. The activity detection module 108 has an output 112 that is
indicative of a starting condition having been detected. The starting condition indicates,
to other modules of the computer system, whether those modules can begin processing
audio and other data for an event. The activity detection module processes the received
computer operating context 110, such as by applying defined rules or filters, to detect such
starting conditions. Operation of an example implementation of the activity detection
module, and example rules, will be described in more detail below in connection with
Figure 3.

[0021] The computer system 100 has a speech processing module 114 having a first input
for receiving the audio data 104, and a second input receiving the output of the activity
detection module. In response to the second input indicating that a starting condition has
been detected, the speech processing module 114 processes the audio data. The speech
processing module 114 has an output 116 that provides a sequence of text data, such as
words and phrases. A variety of speech recognition technologies can be used to
implement the speech processing module. In one example implementation, the output is
time-stamped text data. The output text data can be provided for further processing by
being stored in a data file and/or by being stored temporarily in memory.

[0022] A pattern detection module 120 has an input that receives the text data output by
the speech processing module. The pattern detection module processes the text data using
text filters 122 that define salient patterns in text data. The pattern detection module also
can be responsive to input from the notetaking application 150. Such salient patterns can
correspond to, for example, tasks to be performed, follow-up appointments and other
events, messages to be sent, important points or notes, and the like. Salient patterns can be
defined, for example, using a syntactical representation such as a rule or other data
structure that can be interpreted by the pattern detection module. Examples of such patterns are described in more detail below in connection with Figure 4. The output of the pattern detection module is a set of occurrences 124 of salient patterns. Each occurrence can include an indication of the type of the pattern detected, and data related to that pattern. Such salient pattern occurrences can include time stamp or other data indicative of when such patterns occur in the audio data or corresponding text data.

[0023] The notetaking application 150 can be configured to receive the text data from the speech recognition application and/or the set of occurrences of salient patterns from the pattern detection module. Each occurrence is represented by data structured in a data format particular to the type of pattern detected, e.g., a calendar event, a task, a message, a note and the like. The data format can be the data format used by a personal information management tool that handles calendar events, task lists, notes and messages, such as electronic mail, for a user. The notetaking application 150 can include various graphical user interface features, such as shown in Figure 5 below, that allow a user to view and manipulate the user's own input in combination with the received text and salient patterns. For example, the notetaking application 150 can correlate user input, received text and received salient patterns by their respective time stamps.

[0024] The computer system 100 in Figure 1 can be implemented using one or more computers, such as described below in Figure 6. There are a variety of deployments where a first computer, such as a computer used by an individual participating in a meeting, includes at least the notetaking application 150. Other parts of the computer system can reside on one or more other computers, such as server computers with which the user's computer communicates over a computer network to which the server computers and the user's computer are connected.

[0025] In one example deployment, the activity detection module and notetaking application reside on a first computer. When the activity detection module detects a starting condition, it begins transferring audio data to at least one second computer. The second computer includes the speech processing module and pattern detection module and returns results to the first computer. The sources of computer operating context can reside solely on the first computer, or can also include data received from one or more other computers.

[0026] In another example deployment, all of the elements of Figure 1 reside on a single computer.
In another example deployment, only the notetaking application resides on the first computer. The remaining components of the computer system reside on one or more second computers, such as server computers with which the user's computer communicates over a computer network to which the server computers and the user's computer are connected.

Referring now to Figure 2, a flowchart, describing overall system operation in one implementation of the computer system, will now be described.

The activity detection module is first activated. The activity detection module can be a computer program that generally runs, for example in a background mode, and responds to computer operating context information as such information becomes available and/or changes. The activity detection module processes the computer operating context information until a starting condition is detected.

After the starting condition is detected, the speech recognition module begins processing audio data, and outputs text data. After the speech recognition generates text data, the pattern detection module can detect salient patterns in that text data. Text data and/or salient patterns can then be provided to the notetaking application. In some implementations, such processing can occur in real time while a conversation is occurring; in other implementations, there can be a delay between the system receiving audio data and the text and salient pattern output resulting from processing that audio data.

Activity Detection Module

Turning now to Figure 3, an example implementation of the activity detection module will now be described. In this example implementation, the activity detection module has a set of data that it maintains based on the information it receives from the sources of computer operating context. The data structure shown in Figure 3 is merely an example. In any implementation, more or less data, or different data, can be stored, and data can be stored in multiple data structures. Generally speaking, data can be implemented a collection of name-value pairs. The activity detection module can update the data structure as data is received from its sources, or by periodically retrieving and processing data, depending on the data source.

In Figure 3, such computer operating context data can include, for example, a data extraction enabled flag that can indicate whether a starting condition has already been detected and data extraction is currently in process. This flag can be set when the starting condition is detected, for example by the activity detector. A notetaking application in use flag can indicate whether the notetaking application is currently in use. In one
implementation, when the notetaking application is first started, the notetaking application can set this flag. Other applications can detect the presence of an active process for the notetaking application.

[0034] The location 304 of the user can be stored, such as in GPS coordinates or other information such as the name of a meeting room. The ambient light level 306 of a room can be stored. Voice level data 308 extracted from an audio signal can be stored, such as the number of people detected, and amount of time speaking by each person, and the like. A history of user locations 310 can be a set of one or more locations, such as in GPS coordinates, meeting room names, and the like. A next appointment date/time 312, and next appointment location 314 are examples of appointment data that can be stored.

[0035] An active phone call flag 316 can indicate whether another application or device for the user is engaged in an active phone call. Other information for a user that can be stored can be information about the business, such as typical working hours and identifiers of coworkers.

[0036] It also can be assumed that the activity detection module has access to the current date and time, but such data is likely provided by an operating system of a computer running the module, and would not be stored as part of the context data.

[0037] The data shown in Figure 3 can be stored in a single data structure, or can be stored in multiple data structures. The data structures can reside in different types of memory, such as processor registers, input/output registers, main memory, files and the like.

[0038] Given the data maintained by the activity detection module, it can process such data, typically when a change to such data occurs, to detect whether a starting condition has occurred. Starting conditions can be detected by applying rules to the stored data. An example rule set 350 is shown in Figure 3. It should be understood that Figure 3 is merely an example and not limiting, as any variety of rules can be defined, depending on the nature of the data maintained by the activity detection module and the conditions under which a system designer intends the system to operate.

[0039] In general, in the rule set 350 a rule 352 has a set of conditions 354. Each condition 356 includes one or more values 358 and one or more operations 360. An operation 360 can be defined, for example, by one or more operators and one or more other values. The simplest rules specify a variable (e.g., notetaking application in use), and operator (e.g., equals), and another value (e.g., true). If all of the conditions are met, then the rule "fires" or indicates that a starting condition has been detected. The activity
detection module can process rules in many ways, such as by periodically testing all rules, or by testing rules when data changes.

[0040] As shown in Figure 3, an example rule 352 can have the following conditions: if the notetaking application is in use, and the ambient light is less than a threshold, and the user is in a location that is in the history of locations. As another example, a rule can have the following conditions: the date/time of the next meeting on the user’s calendar includes the current time.

[0041] Activity detection can be based on other ways of processing the computer operating context data. For example, a scoring algorithm can be applied to generate a score based on the available data. If the score is over a threshold, then a starting condition can be detected. Such scoring can be defined within a computer program and can give more weight to some context data than others. For example, low ambient light in a room can increase the score. Whether the current time is within current work hours can increase the score.

[0042] Other examples of indications that a starting condition can be detected include, but are not limited to: the user is in a location in which many people have captured notes in the past; the active phone call is on the user's machine, especially during the user's normal work hours; the persistent presence of one or more distinct voices detected simultaneously with an open notes page or document, as might happen in an ad-hoc document discussion or review; the persistent presence of a single distinct voice, as might occur in a lecture; any such conditions especially if the ambient light level is dim, as might happen during a presentation.

[0043] Pattern Detection Module

[0044] Referring now to Figure 4, an example implementation of a pattern detection module will now be described in more detail. A pattern detection module receives the text data output from the speech recognition module and identifies salient patterns. Such salient patterns can correspond to, for example, tasks to be performed, follow-up appointments and other events, messages to be sent, important points or notes, and the like. The pattern detection module has pattern data 400 that describes a salient pattern.

The pattern data specifies a pattern of one or more textual elements 402 that can occur in text and an action 404 corresponding to that pattern of textual elements.

[0045] The specified pattern can be defined, for example, using regular expressions, rules, filters or using other programming logic. The textual elements can be actual words, or types of words or word categories. For example, the word "Monday" is a kind of "day".
For example, an expression "[day] near [time]" can be used to detect a possible appointment. Such an expression would be triggered by the occurrence in the text of a phrase such as "Let's meet again next Wednesday at 10AM". Expressions also can be written to detect specific phrases such as: "This is key," "Important," "Homework," "For next time," "Follow-up," "Action item," "Will you please", etc.

The action can be any data that indicates what is significant about the detected pattern, and can be used by the pattern detection module to determine what to do with the detected pattern. For example, a pattern might indicate the possibility of: an appointment to be scheduled, an event, or other item that can be on a calendar; a task to be performed or other item that can be on a "to do" list; an electronic mail to be sent or other item that can be a message to be sent; a note to be stored or other item of information, such as a document, that is important and can be stored.

In one implementation, the output of the pattern recognition module, given text that matches a pattern, can be generated based on the text that matches the pattern and its timestamp, and a template corresponding to the type of action to which the pattern is related. The template can be a kind of data structure used by other computer programs to represent an item that corresponds to the kind of action. For example, data structures for a mail message, calendar item, task or to do list item, text document and the like, such as commonly used in personal information management applications, can be used as templates. Such a template can be populated with information based on the text that matches the pattern. For example, a calendar item can be generated with a date and time completed from the extracted data. The pattern recognition module can output a data structure including this populated template and a time stamp to the notetaking application.

Notetaking Application Graphical User Interface

Referring now to Figure 5, an example of one aspect of a graphical user interface for a notetaking application will now be described.

The notetaking application can receive data including at least user input, text from the speech recognition module and information from the pattern recognition module. Each of these inputs can be time stamped. There are a variety of ways in which such information can be conveyed to a user. In one implementation of the graphical user interface, such elements can be displayed in different sections of a display, such as a user notes section, a transcript section and an events section. In one implementation of the graphical user interface, such elements can be displayed on a time line based on time.
stamp. A search interface also can be provided to receive user input for searching the content.

[0051] In an implementation illustrated in Figure 5, a graphical user interface of the notetaking application includes a display area 500. The display area 500 includes a meeting information section 502 which provides information about a meeting. This information can be obtained, for example, from a calendar entry stored for the meeting. A notes section 504 is an area which a user can select and in which the user can input data when selected. An events section 506 allows information from the pattern detection module to be displayed. Such events can be displayed in a number of ways. In this implementation, an icon 508 indicates a type of event, a time 510 indicates a time in the transcript with which the event is associated, and content 512 includes information such as text extracted from the transcript or other information related to the event. The type of event can be, for example, a task, a calendar event, a message, a note or the like. The user can manipulate an event, through user inputs through one or more input devices, such as by manipulating the displayed icon, in response to which the notetaking application can display more information about the event. For example, for a calendar event, the user can be prompted to complete a meeting invitation, which can then be transmitted to the participants through a calendar application.

[0052] A timeline pane 520 displays a representation of a timeline for a meeting. The user can manipulate the timeline, through user inputs through one or more input devices, such as by selecting a point in the timeline. In response the notetaking application can display the transcript, and other information associated with the meeting, such as the user notes and the detected events, in another view (not shown), based on the time stamps for such data.

[0053] Such a graphical user interface allows users to take notes and see events and efficiently process meeting related data, thus improving their productivity. Storage of such information from the notetaking applications of multiple participants in a meeting can improve workgroup productivity as well.

[0054] It should be understood that the foregoing description is merely an example of implementations of a computer system that processes audio data and computer operating context to capture information from conversations and meetings. A variety of implementations are possible.

[0055] By having a computer system that provides an automated tool to process audio data and computer operating context to automatically capture information from conversations
and meetings, user productivity is improved. In particular, the automatic identification of tasks to be performed, follow-up appointments and other events, messages to be sent, important points or notes, and the like improves productivity of work groups.

Accordingly, in one aspect a computer system comprises at least one audio input device, at least one computer storage medium and at least one processor, wherein the at least one audio input device and the computer storage medium are configured to receive and store live audio data for processing by the computer system. The computer system is further configured by one or more computer programs to access data in the computer storage medium defining computer operating context of the computer system; detect starting conditions by processing the computer operating context from the computer storage medium; after detecting starting conditions, process the live audio data to extract at least text and store the text in the at least one computer storage medium; process the extracted text to generate information in the at least one computer storage medium identifying salient patterns in the extracted text; and provide the extracted text and the information identifying salient patterns to a notetaking application running on the computer system, wherein the notetaking application is configured to receive user input to edit an electronic document in the at least one computer storage medium incorporating at least a portion of the extracted text and the information identifying salient patterns.

In another aspect, an article of manufacture comprises at least one computer storage medium comprising at least one of a memory device and a storage device, and computer program instructions stored on the at least one computer storage medium which, when processed by a computer system, configures the computer system. The computer system is configured to access data in the computer storage medium defining computer operating context of the computer system; detect starting conditions by processing the computer operating context from the computer storage medium; after detecting starting conditions, process the live audio data to extract at least text and store the text in the at least one computer storage medium; process the extracted text to generate information in the at least one computer storage medium identifying salient patterns in the extracted text; provide the extracted text and the information identifying salient patterns to a notetaking application running on the computer system, wherein the notetaking application is configured to receive user input to edit an electronic document in the at least one computer storage medium incorporating at least a portion of the extracted text and the information identifying salient patterns.
[0058] In another aspect, a process is performed by a computer system that includes at least one audio input device, at least one computer storage medium, and at least one processor. The at least one audio input device and the at least one computer storage medium are configured to receive and store live audio data in the at least one computer storage medium for processing. The process comprises accessing data in the computer storage medium defining computer operating context of the computer system; detecting starting conditions by processing the computer operating context from the computer storage medium; after detecting starting conditions, processing the live audio data to extract at least text and store the text in the at least one computer storage medium; processing the extracted text to generate information in the at least one computer storage medium identifying salient patterns in the extracted text; providing the extracted text and the information identifying salient patterns to a notetaking application running on the computer system, wherein the notetaking application is configured to receive user input to edit an electronic document in the at least one computer storage medium incorporating at least a portion of the extracted text and the information identifying salient patterns.

[0059] In another aspect a computer system includes means for storing live audio data from an audio input device and means for storing data defining computer operating context of the computer system. The computer system further includes means for detecting starting conditions from the computer operating context. A means for processing the live audio data is operative, in response to a detection of a starting condition by the means for detecting, to extract text from the live audio data. A means for processing the extracted text provides information identifying salient patterns in the extracted text. An output means provides the extracted text and the information identifying salient events to a notetaking application configured to receive user input to edit an electronic document incorporating at least a portion of the extracted text and the information identifying salient patterns.

[0060] In another aspect a computer system includes a computer program defining a notetaking application, the notetaking application configuring the computer system to at least receive user input, to receive extracted text from a speech recognition process applied to live audio data, and to receive information identifying salient events in the extracted text. The notetaking application further configures the computer system to allow a user to interactively edit an electronic document incorporating at least a portion of the extracted text and the information identifying salient patterns. The computer system is further
configured to provide computer operating context which controls starting of the speech recognition process.

[0061] In any of the foregoing aspects, the data defining computer operating context can include environmental data from a sensor, such as ambient light, and/or data indicating a location of a computer, such as a computer running the notetaking application, and/or other sensor data.

[0062] In any of the foregoing aspects, the data defining computer operating context can include meeting data, such as including locations of meetings.

[0063] In any of the foregoing aspects, the notetaking application can have a graphical user interface for presenting the extracted text, salient patterns and user input.

[0064] In any of the foregoing aspects, to automatically process the extracted text to identify salient patterns, the computer system is further configured to apply one or more filters to the extracted text, each of the one or more filters defining a pattern of text corresponding to an action. The action can be any one or more of, at least, a calendar event, a task, a note and a message.

[0065] Any of the foregoing aspects may be embodied as a computer system, as any individual component of such a computer system, as a process performed by such a computer system or any individual component of such a computer system, or as an article of manufacture including computer storage in which computer program instructions are stored and which, when processed by one or more computers, configure the one or more computers to provide such a computer system or any individual component of such a computer system.

[0066] Referring to Figure 6, an example implementation of a general purpose computer will now be described. A general purpose computer is computer hardware that is configured with computer programs providing instructions to be executed by one or more processors or other logic devices in the computer. Computer programs on a general purpose computer generally include an operating system and applications. The operating system is a computer program running on the computer that manages access to various resources of the computer by the applications and the operating system. The various resources generally include the one or more processors or logic devices, memory, storage, communication interfaces, input devices and output devices.

[0067] Examples of general purpose computers include, but are not limited to, personal computers, game consoles, set top boxes, hand-held or laptop devices (for example, media players, notebook computers, tablet computers, cellular phones, personal data assistants,
voice recorders), server computers, multiprocessor systems, microprocessor-based
systems, programmable consumer electronics, networked personal computers,
minicomputers, mainframe computers, and distributed computing environments that
include any of the above types of computers or devices, and the like.

[0068] Figure 6 illustrates an example of computer hardware for a computer. An example
computer 600 includes at least one processing unit 602 and memory 604. The computer
can have multiple processing units 602 and multiple devices implementing the memory
604. A processing unit 602 can include one or more processing cores (not shown) that
operate independently of each other. Additional co-processing units, such as graphics
processing unit 620 or other logic devices, also can be present in the computer; such logic
devices may be located within some of the other components of the computer and shown
in Figure 6.

[0069] The memory 604 may include volatile devices (such as dynamic random access
memory (DRAM) or other random access memory device), and non-volatile devices (such
as a read-only memory, flash memory, and the like) or some combination of the two. The
computer 600 can include additional storage (removable and/or non-removable) including,
but not limited to, magnetically-recorded or optically-recorded disks or tape. Such
additional storage is illustrated in Figure 6 by removable storage 608 and non-removable
storage 610. The various components in Figure 6 are generally interconnected by an
interconnection mechanism, such as one or more buses 630.

[0070] A computer storage medium is any medium in which data can be stored in and
retrieved from addressable physical storage locations by the computer. Computer storage
media includes volatile and nonvolatile memory devices, and removable and non-
removable storage media. Memory 604 and 606, removable storage 608 and non-
removable storage 610 are all examples of computer storage media. Some examples of
computer storage media are RAM, ROM, EEPROM, flash memory, processor registers, or
other memory technology, CD-ROM, digital versatile disks (DVD) or other optically or
magneto-optically recorded storage device, magnetic cassettes, magnetic tape, magnetic
disk storage or other magnetic storage devices. Computer storage media and
communication media are mutually exclusive categories of media.

[0071] The computer 600 may also include communications connection(s) 612 that allow
the computer to communicate with other devices over a communication medium.
Communication media transmit data, such as computer program instructions, data
structures, program modules or other data, over a wired or wireless substance by
propagating a modulated data signal such as a carrier wave or other transport mechanism over the substance. The term "modulated data signal" means a signal that has one or more of its characteristics set or changed in such a manner as to encode information in the signal, thereby changing the configuration or state of the receiving device of the signal. By way of example, and not limitation, communication media includes wired media such as a wired network or direct-wired connection, and wireless media include any non-wired communication media that allows propagation of signals, such as acoustic, electromagnetic, electrical, optical, infrared, radio frequency and other signals. Communications connections 612 are devices, such as a wired network interface, wireless network interface, radio frequency transceiver, e.g., Wi-Fi, cellular, long term evolution (LTE) or Bluetooth, etc., transceivers, navigation transceivers, e.g., global positioning system (GPS) or Global Navigation Satellite System (GLONASS), etc., transceivers, that interface with the communication media to transmit data over and receive data from communication media.

[0072] In a computer, example communications connections include, but are not limited to, a wireless communication interface for wireless connection to a computer network, and one or more radio transmitters for telephonic communications over cellular telephone networks, and/or. For example, a WiFi connection 672, a Bluetooth connection 674, a cellular connection 670, and other connections 676 may be present in the computer. Such connections support communication with other devices. One or more processes may be running on the computer and managed by the operating system to enable voice or data communications over such connections.

[0073] The computer 600 may have various input device(s) 614 such as a touch-based input devices, pen, camera, microphone, sensors, such as accelerometers, gyroscopes, thermometers, light sensors, and the like, and so on. Output device(s) 616 such as a display, speakers, and so on may also be included. All of these devices are well known in the art and need not be discussed at length here. Various input and output devices can implement a natural user interface (NUI), which is any interface technology that enables a user to interact with a device in a "natural" manner, free from artificial constraints imposed by input devices such as mice, keyboards, remote controls, and the like.

[0074] Examples of NUI methods include those relying on speech recognition, touch and stylus recognition, gesture recognition both on screen and adjacent to the screen, air gestures, head and eye tracking, voice and speech, vision, touch, gestures, and machine intelligence, and may include the use of touch sensitive displays, voice and speech
recognition, intention and goal understanding, motion gesture detection using depth
5 cameras (such as stereoscopic camera systems, infrared camera systems, and other camera
systems and combinations of these), motion gesture detection using accelerometers or
gyrosopes, facial recognition, three dimensional displays, head, eye , and gaze tracking,
immersive augmented reality and virtual reality systems, all of which provide a more
natural interface, as well as technologies for sensing brain activity using electric field
sensing electrodes (EEG and related methods).

[0075] The various storage 610, communication connections 612, output devices 616 and
input devices 614 can be integrated within a housing with the rest of the computer
hardware, or can be connected through various input/output interface devices on the
computer, in which case the reference numbers 610, 612, 614 and 616 can indicate either
the interface for connection to a device or the device itself as the case may be.

[0076] Each component (which also may be called a "module" or "engine" or the like), of
a computer system such as described herein, and which operates on the computer, can be
implemented using the one or more processing units or logic devices of the computer and
one or more computer programs processed by the computer. Generally speaking, such
modules have inputs and outputs through locations in memory or processor registers from
which data can be read and to which data can be written when the module is executed by
the computer. A computer program includes computer-executable instructions and/or
computer-interpreted instructions, such as program modules, which instructions are
processed by the computer. Generally, such instructions define routines, programs,
objects, components, data structures, and so on, that, when processed by the computer,
instruct the computer to perform operations on data or configure the computer to
implement various components or data structures.

[0077] Alternatively, or in addition, the functionality of one or more of the various
components described herein can be performed, at least in part, by one or more hardware
logic components. For example, and without limitation, illustrative types of hardware
logic components that can be used include Field-programmable Gate Arrays (FPGAs),
Program-specific Integrated Circuits (ASICs), Program-specific Standard Products
(ASPs), System-on-a-chip systems (SOCs), Complex Programmable Logic Devices
(CPLDs), etc.

[0078] It should be understood that the subject matter defined in the appended claims is
not necessarily limited to the specific implementations described above. The specific
implementations described above are disclosed as examples only.
CLAIMS

1. A computer system, comprising:
   at least one audio input device, at least one computer storage medium and at least
   one processor, wherein the at least one audio input device and the computer storage
   medium are configured to receive and store live audio data for processing by the computer
   system;
   wherein the computer system is further configured by a computer program to:
   access data in the computer storage medium defining computer operating context
   of the computer system;
   detect starting conditions by processing the computer operating context from the
   computer storage medium;
   after detecting starting conditions, process the live audio data to extract at least text
   and store the text in the at least one computer storage medium;
   process the extracted text to generate information in the at least one computer
   storage medium identifying salient patterns in the extracted text;
   provide the extracted text and the information identifying salient patterns to a
   notetaking application running on the computer system, wherein the notetaking application
   is configured to receive user input to edit an electronic document in the at least one
   computer storage medium incorporating the extracted text and the information identifying
   salient patterns.

2. The computer system of claim 1, wherein the data defining computer operating context
   includes environmental data from a sensor.

3. The computer system of any of the preceding claims, wherein the environmental data
   includes at least ambient light.

4. The computer system of any of the preceding claims, wherein the environmental data
   includes data indicating a location of a computer.

5. The computer system of any of the preceding claims, wherein the data defining
   computer operating context includes meeting data including locations of meetings.
6. The computer system of any of the preceding claims, wherein the notetaking application has a graphical user interface for presenting the extracted text, salient patterns and user input.

7. The computer system of any of the preceding claims, wherein to automatically process the extracted text to identify salient patterns, the computer system is further configured to apply one or more filters to the extracted text, each of the one or more filters defining a pattern of text corresponding to an action.

8. A process performed by a computer system including at least one audio input device, at least one computer storage medium, and at least one processor, wherein the at least one audio input device and the at least one computer storage medium are configured to receive and store live audio data in the at least one computer storage medium for processing, the process comprising:
   - accessing data in the at least one computer storage medium defining computer operating context of the computer system;
   - detecting starting conditions by processing the computer operating context from the computer storage medium;
   - after detecting starting conditions, processing the live audio data to extract at least text and store the text in the at least one computer storage medium;
   - processing the extracted text to generate information in the at least one computer storage medium identifying salient patterns in the extracted text;
   - providing the extracted text and the information identifying salient patterns to a notetaking application running on the computer system, wherein the notetaking application is configured to receive user input to edit an electronic document in the at least one computer storage medium incorporating at least a portion of the extracted text and the information identifying salient patterns.

9. The process of claim 8, wherein the data defining computer operating context includes environmental data from a sensor.

10. The process of any of claims 8 through 9, wherein the environmental data includes at least ambient light.
11. The process of any of claims 8 through 10, wherein the environmental data includes data indicating a location of a computer.

12. The process of any of claims 8 through 11, wherein the data defining computer operating context includes meeting data including locations of meetings.

13. The process of any of claims 8 through 12, wherein to automatically process the extracted text to identify salient patterns, the computer system is configured to apply one or more filters to the extracted text, each of the one or more filters defining a pattern of text corresponding to an action.

14. The process of any of claims 8 through 13, further comprising presenting, through a graphical user interface of the notetaking application, the extracted text, salient patterns and user input.

15. An article of manufacture comprising:
   at least one computer storage medium comprising at least one of a memory device and a storage device,
   computer program instructions stored on the at least one computer storage medium which, when processed by a computer system, configures the computer system to perform the process of any of claims 8 through 14.
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