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HYBRID GRAPH PROCESSING

BACKGROUND

[0001] A graph is a representation of a set of data (e.g., Big Data). An
example graph may include a plurality of nodes (e.g., executables) and edges
connecting the plurality of edges. The graph may be processed by executing
nodes in accordance with characteristics of edges linked to the nodes and
related nodes linked by the edges.

BRIEF DESCRIPTION OF THE DRAWINGS

[0002] FIG. 1 is a block diagram of an example graph processing system
including a hybrid graph executor that may be implemented in accordance with
an aspect of this disclosure.

[0003] FIG. 2 is a block diagram of an example hybrid graph executor
that may be used to implement the hybrid graph executor of FIG. 1.

[0004] FIG. 3 is a flowchart representative of example machine readable
instructions that may be executed to implement the hybrid graph executor of
FIG. 2.

[0005] FIG. 4 is a flowchart representative of an example portion of the
example machine readable instructions of FIG. 3 to implement a node selector
of the hybrid graph executor of FIG. 2.

[0006] FIG. 5 is another flowchart representative of an example portion of
the example machine readable instructions of FIG. 3 to implement a node
selector of the hybrid graph executor of FIG. 2.

[0007]FIG. 6 is yet another flowchart representative of an example
portion of the example machine readable instructions of FIG. 3 to implement a
node selector of the hybrid graph executor of FIG. 2.
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[0008] FIG. 7 is a block diagram of an example processor platform
capable of executing the instructions of FIGS. 3, 4, 5, and/or 6 to implement the
hybrid graph executor of FIG. 2.

[0009] Wherever possible, the same reference numbers will be used
throughout the drawing(s) and accompanying written description to refer to the
same or like parts.

DETAILED DESCRIPTION

[0010] Examples disclosed herein involve parallel graph processing that
combines a synchronous execution model and an asynchronous execution
model to process graphs. Example graphs herein are data representations of
large data sets (which may be referred to as “Big Data”). In examples herein,
adjustments may be made to a hybrid graph executor to control a degree of
synchronous execution versus asynchronous execution when processing
graphs. Accordingly, examples herein provide a hybrid
synchronous/asynchronous approach to processing graphs.

[0011] In synchronous graph processing, a plurality of nodes may be
processed in parallel in a plurality of iterations. Synchronous graph processing
may be relatively simple to implement and is advantageous in its ability to
process multiple nodes at the same time in a single iteration. However, some
issues may arise as processed nodes may not be properly updated for each
iteration as parallelization does not necessarily account for execution order of
the nodes. Accordingly, convergence of processing the graph may be slowed
due to processing outdated nodes, outdated messages of edges, or other
potential outdated characteristics. In asynchronous graph processing, there are
no iterations and nodes are processed based on priority. In such examples, the
nodes with highest priority may be the most up to date as they were the most
recently processed. However, locking mechanisms may need to be
implemented in asynchronous implementations as contention arises between
nodes sending and receiving messages to the order of execution of the nodes.
Examples herein, provide for parallel processing of sets of nodes selected
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based on characteristics of the nodes of the graph. Accordingly, examples
herein provide a hybrid synchronous/asynchronous graph processing technique
that may be adjustable based on user input, graph type, processing type, etc.
that enables parallel processing of sets of nodes selected in each iteration
based on priorities (or updated priorities) of the nodes of the graph.

[0012] Examples herein take advantage of the benefits of both
synchronous execution and asynchronous execution by combining the models
into a hybrid graph process execution. Further, the disadvantages
corresponding to synchronous execution and asynchronous may be mitigated
by adjusting settings to control the degree of synchronous execution versus
asynchronous execution in accordance with the teachings of this disclosure.

[0013] An example method includes identifying characteristics associated
with nodes of a graph; selecting a set of nodes from the nodes to be processed
based on hybrid graph processing settings and the characteristics; and
executing, via a processor, the selected set of nodes in parallel to process the
graph.

[0014] As used herein, graph processing (or processing a graph) involves
processing nodes of a graph until all nodes (or a threshold percentage of the
nodes) have been processed, which is known as convergence of the graph
processing. Convergence occurs when all nodes (or a threshold percentage of
the nodes) have been processed such that a particular characteristic of the
nodes has reached a fixed point (or value), and, thus, does not change with
subsequent iterations. In examples herein, parallel graph processing or
processing graphs in parallel may involve several iterations of processing a set
of nodes in parallel (at a same time or within a same time period). For example,
in a first iteration, a first set of nodes may be processed and in a second
iteration a second set of nodes may be processed. In examples herein, the
second set of nodes may or may not include nodes related or linked to the first
set of nodes.

[0015] As used herein, priority or priority of (or associated with) a node
refers to an importance that the node be processed sooner rather than later.
For example, it is desirable to have that a node having a higher priority is
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processed before a node having a lower priority. Priority may be ranked or
rated on any suitable scale, (e.g., from 1 to 10, 10 being highest priority, 1 being
lowest priority (or vice versa).

[0016] FIG. 1 is a block diagram of an example graph processing system
100 including a hybrid graph executor 110 constructed in accordance with an
aspect of this disclosure. The example graph processing system 100 includes
the hybrid graph executor 110, a graph database 120, and a user interface 130.
In the example of FIG. 1, the hybrid graph executor 110 processes graphs
received from the graph database 120 and provides results of the processed
graph to the user interface 130.

[0017] The example graph database 120 of FIG. 1 stores graphs and
may provide graphs to the hybrid graph executor 110 for processing. In some
examples, the graph database 120 of FIG. 1 may include a controller of the
database that provides the graphs to the hybrid graph executor 110. For
example, the graph database 120 may be a local storage device, a network
storage device (e.g., a server), etc. that stores large data sets (e.g., which may
be referred to as “Big Data”) represented by graphs and/or the graphs
themselves. The example graph database 120 may include a storage device
(e.g., a non-volatile storage, a flash memory) and/or a memory device (e.g., a
dynamic random access memory (DRAM), a non-volatile random access
memory (NVRAM)). Additionally, or alternatively, the hybrid graph executor 110
may retrieve graphs from the graph database 120.

[0018] The example user interface 130 facilitates user interaction with the
hybrid graph executor 110 and/or the graph database 120. For example, the
user interface may include user input(s) (e.g., a keyboard, a mouse, a trackball,
a touchscreen, etc.) and/or user output(s) (e.g., a display, a touchscreen,
speakers, indicators, etc.). In examples herein, the user input 130 enables a
user to access and control settings of the hybrid graph executor 110. For
example, the user interface 130 may request processing of a particular graph to
be provided by the graph database 120. Furthermore, the user interface 130
enables a user to indicate or set hybrid graph processing settings to process the
selected graph in accordance with examples herein.
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[0019] The example hybrid graph executor 110 processes graphs in
accordance with aspects of this disclosure. The hybrid graph executor 110
processes a number of nodes of a graph (e.g., in parallel) in accordance with
aspects of this disclosure. For example, the hybrid graph executor 110 may
determine a number of the nodes of the graph to be processed based on user
settings and/or characteristics of the graph data (or the graph processing
system 100 of FIG. 1).

[0020] FIG. 2 is a block diagram of an example hybrid graph executor
110 that may be used to implement the hybrid graph executor 110 of FIG. 1.
The example hybrid graph executor 110 of FIG. 2 includes a graph receiver 210,
a settings manager 220, a node selector 230, and a hybrid execution engine
240. In examples herein, the graph receiver 210 receives a graph (or a plurality
of graphs) and the node selector 230 selects nodes of the graph for execution
by the hybrid execution engine 240 based on settings of the settings manager
220 and characteristics of the nodes. The example hybrid execution engine 240
iteratively processes sets of nodes of the graphs in parallel and may adjust
characteristics of the nodes (e.g., priorities) based on the execution.
Accordingly, after each parallel processing of a set of nodes (which may be
referred to herein as an iteration), the hybrid execution engine 240 may provide
feedback to the node selector 230 by adjusting characteristics of the nodes for
consideration by node selector 230 when selecting nodes for a subsequent
iteration.

[0021] The example graph receiver 210 receives (or retrieves) graph data
of a graph from the graph database 120 of FIG. 1. The example graph data
includes node data corresponding to nodes of the graph and edge data
corresponding to edges of the graph. In some examples, the graph receiver
210 may include or serve as a buffer (or other short term memory device/data
structure) and the hybrid graph executor 110 may load the graph data into the
graph receiver 210 for processing. Accordingly, the graph receiver 210 may
store the graph data for a graph while the node selector 230 and/or the hybrid
execution engine process the graph data. In some examples, the graph data
may be separated by the graph receiver into node data and edge data.
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Accordingly, the graph receiver 210 may include a data structure that allows the
node selector 230 to identify or access the node data for nodes of the graph in
accordance with examples herein.

[0022] The example settings manager 220 manages hybrid graph
processing settings for the hybrid graph executor 110 to determine how a
particular graph is to be processed. In examples herein, the hybrid graph
processing settings may be adjusted or tuned to adjust the degree of
synchronous processing versus asynchronous processing when performing a
hybrid graph processing in accordance with examples herein. The settings
manager 220 may include default settings or settings established in response to
user input (e.g., received via the user interface 130). The hybrid graph
processing settings may include a selection type and sub-settings for that
particular selection type. For example, selection types may include a selection
of nodes having a minimum priority (or certain set of characteristics), selection
of a threshold number of nodes for processing, or selection of bins of nodes
based on the priority of the nodes. Based on the settings of the graph executor
110, the settings manager 220 may provide instructions to the node selector
230 for selecting nodes. In some examples, based on a selection type, the
settings manager 220 may instruct the node selector 230 to use a particular
data structure (e.g., a priority queue, bins, randomizer, etc.) to select nodes.
Furthermore, the sub-settings may include settings specific to the selection type,
such as a setting for selecting (or establishing) a threshold minimum priority, a
setting for selecting (or establishing) a minimum number of nodes to select (e.g.,
based on priority), or settings for numbers of bins, a minimum priority of nodes
in the bins to be selected, and/or a range of priorities for each bin. Accordingly,
the settings manager 220 may provide settings or instruct the node selector 230
to select nodes from the graph data based on the settings (e.g., default settings,
settings received via user input, etc.). In some examples, the settings manager
220 may include or may communicate with a graphical user interface to facilitate
interaction with a user via the user interface 130.

[0023] The example node selector 230 analyzes node data and selects
nodes from the node data for processing/execution by the hybrid execution
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engine 240 based on the settings of the settings manager 220. The example
node selector 230 may include any suitable data structure for selecting nodes to
be processed for each iteration of processing a graph. For example, the node
selector 230 may include or implement a priority queue that sorts
retrieved/received nodes from the graph receiver 210 and/or from the hybrid
execution engine 240. The node selector 230 may then select a number of
nodes from the priority queue based on the graph processing settings. In some
examples, the node selector 130 may select all nodes from the priority queue
with a priority that satisfies a threshold priority. For example, the graph
processing settings from the settings manager 220 may indicate that all nodes
having a priority of ‘5’ or higher be selected or that all nodes having a priority of
3 or lower be selected, etc. In such examples, the node selector 230 may easily
identify the threshold priority from the priority queue and select the nodes from
either side (e.g., a side having higher priority nodes and a side having lower
priority nodes) of the priority queue. In some examples, for an initial iteration of
processing a graph, the node selector 230 may randomly select nodes or
randomly assign a priority (or a same priority) to the nodes. The example
random priority may be adjusted during processing by the hybrid execution
engine 240 as discussed below.

[0024] In some examples, the node selector 230 may select a threshold
number of nodes from an end of the priority queue based on the graph
processing settings. For example, the graph processing settings may indicate
that the “top 10” nodes are to be selected for each iteration of processing or that
the “bottom 5” nodes are to be selected for each iteration of processing.
Accordingly, for a selected set of nodes, the threshold number may correspond
to a magnitude of the selected set of nodes (i.e., the amount or number of
nodes in the selected set). Using this selection type, the settings manager 220
and/or node selector 230 may adjust a degree of synchronous versus
asynchronous processing. For example, for a graph having X nodes, and N
being equal to a threshold number nodes to be executed in an iteration of the
processing, then when N = X, the hybrid graph executor 110 may synchronously
process the graph and when N = 1 the hybrid graph executor 110 may
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asynchronously process the graph. Accordingly, the hybrid graph processing
settings may allow for adjusting a degree of synchronous versus asynchronous
processing of the graph from fully synchronous to fully asynchronous.

[0025] In some examples, the node selector 230 may utilize a data
structure that includes a plurality of bins. The bins may store a predetermined
or unlimited number of nodes to be selected for processing. The node selector
230 may select nodes to be processed based on bin assignments. In examples
herein, the nodes may be assigned to the bins based on the characteristics of
the nodes (e.g., node type, execution type, priority, etc.). In some examples,
the node selector 230 may assign the bins using hashing, such that the
characteristic(s) of the nodes may be used as a hash key. For example, the
bins may be arranged to temporarily store the nodes based on priority, such that
the bins temporarily store the nodes from a lowest priority to a highest priority
(or vice versa). In such examples, the node selector 230 may select nodes by
selecting the nodes from a number of the bins based on the graph processing
settings. For example, the graph processing settings may indicate that a
threshold number of bins (e.g., 2 bins, 4 bins, etc.) including nodes with a higher
priority (or nodes with a lower priority) are to be selected. In some examples,
the graph processing settings may indicate that nodes from bins including a
node that satisfies a threshold priority (e.g., “5 or higher”, “3 or lower”, etc.) are
to be selected. Accordingly, in such an example, all nodes from the bin may be
selected regardless of whether that particular node has a priority that satisfies
the bin threshold priority.

[0026] Accordingly, in examples herein, for each iteration of processing
the graph, the node selector 230 selects nodes for execution by the hybrid
execution engine 240 based on characteristics of the nodes (e.g., node type,
priority, execution time, etc.). The example hybrid execution engine 240
processes/executes the selected nodes in parallel with one another (e.g., similar
to a synchronous processing model). For example, for each iteration the hybrid
execution engine 240 may process the nodes in a series of corresponding
threads by processing data/messages of edges of the respective nodes of that
iteration. After/while processing the nodes, the hybrid execution engine 240
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may assign priorities to (or update priorities of) the selected nodes after they are
processed. In some examples, the hybrid execution engine 240 may assign
priorities to (or update priorities of) nodes linked or connected to the selected
nodes by edges of the graph based on execution status that indicates execution
time (length of execution or remaining execution time until convergence), node
type, distance from convergence of node, etc. For example, the hybrid
execution engine 240 may lower a priority of a node that has been processed,
has a lower processing demand (or execution time), is not to be processed
again, and the hybrid execution engine 240 may increase a priority of a node if
the node is to be processed next (e.g., has a greater execution urgency, such
as a node that is linked to a selected node), a node that requires a relatively
long execution time (e.g., a relatively large change has occurred in a
characteristic of the node during an iteration, a node linked to a relatively large
number of other nodes), etc. The hybrid execution engine 240 may then feed
the processed nodes with updated priorities and priority data corresponding to
linked nodes back to the node selector 230. The example node selector 230
may then update a data structure (e.g., the priority queue, bins, etc.) by
rearranging, reorganizing, or re-sorting the nodes for a subsequent
selection/iteration to process the graph.

[0027] The example hybrid execution engine 240 may check for
convergence of the processed graph by tracking that all nodes of the graph (or
a threshold percentage of the nodes) have been processed. Accordingly, once
all iterations are complete, the hybrid execution engine 240 may output the
results of the graph processing (e.g., to the user interface 130 or back to the
graph database 120).

[0028] Accordingly, the example hybrid graph executor 110 of FIG. 2 may
process graphs using both synchronous (using the hybrid graph execution
engine to process selected nodes in parallel) and asynchronous models (using
the settings manager 220 and node selector 230 to select sets of nodes for
iterations based on characteristics of the nodes).

[0029] While an example manner of implementing the hybrid graph
executor 110 of FIG. 1 is illustrated in FIG. 2, at least one of the elements,
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processes and/or devices illustrated in FIG. 2 may be combined, divided, re-
arranged, omitted, eliminated and/or implemented in any other way. Further,
the graph receiver 210, the settings manager 220, the node selector 230, the
hybrid graph execution engine 240, and/or, more generally, the hybrid graph
executor 110 of FIG. 2 may be implemented by hardware and/or any
combination of hardware and executable instructions (e.g., software and/or
firmware). Thus, for example, any of the graph receiver 210, the settings
manager 220, the node selector 230, the hybrid graph execution engine 240,
and/or, more generally, the hybrid graph executor 110 could be implemented by
at least one of an analog or digital circuit, a logic circuit, a programmable
processor, an application specific integrated circuit (ASIC), a programmable
logic device (PLD) and/or a field programmable logic device (FPLD). When
reading any of the apparatus or system claims of this patent to cover a purely
software and/or firmware implementation, at least one of the graph receiver 210,
the settings manager 220, the node selector 230, and/or the hybrid graph
execution engine 240 is/are hereby expressly defined to include a tangible
machine readable storage device or storage disk such as a memory, a digital
versatile disk (DVD), a compact disk (CD), a Blu-ray disk, etc. storing the
executable instructions. Further still, the example hybrid graph executor 110 of
FIG. 2 may include at least one element, process, and/or device in addition to,
or instead of, those illustrated in FIG. 2, and/or may include more than one of
any or all of the illustrated elements, processes and devices.

[0030] Flowcharts representative of example machine readable
instructions for implementing the hybrid graph executor 110 of FIG. 2 are shown
in FIGS. 3, 4, 5,6 and 7. In this example, the machine readable instructions
comprise program(s)/process(es) for execution by a processor such as the
processor 812 shown in the example processor platform 800 discussed below in
connection with FIG. 8. The program(s)/process(es) may be embodied in
executable instructions (e.g., software) stored on a tangible machine readable
storage medium such as a CD-ROM, a floppy disk, a hard drive, a digital
versatile disk (DVD), a Blu-ray disk, or a memory associated with the processor
812, but the entire program/process and/or parts thereof could alternatively be
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executed by a device other than the processor 812 and/or embodied in firmware
or dedicated hardware. Further, although the example program(s) is/are
described with reference to the flowchart illustrated in FIGS. 3, 4, 5, 6, and/or 7,
many other methods of implementing the example hybrid graph executor 110
may alternatively be used. For example, the order of execution of the blocks
may be changed, and/or some of the blocks described may be changed,
eliminated, or combined.

[0031] The example process 300 of FIG. 3 begins with an initiation of the
hybrid graph executor 110 (e.g., upon startup, upon instructions from a user,
upon startup of a device implementing the hybrid graph executor 110 (e.g., the
graph processing system 100), etc.). The example process 300 may be
executed to process a graph in a hybrid synchronous/asynchronous manner.
Furthermore, the example process 300 may be iteratively executed to process
the graph. At block 310, the node selector 230 identifies characteristics
associated with nodes of a graph. For example, at block 310, the node selector
230 may identify priorities, node types, etc. of the nodes of the graph.

[0032] At block 320, the node selector 230 selects a set of nodes to be
processed based on graph processing settings and the characteristics of the
nodes. For example, the node selector 230 may use a selection type and sub-
settings from a settings manager to select nodes for execution (in the iteration of
FIG. 3). Examples processes to select the nodes are further discussed below in
connection with FIGS. 4, 5, and 6. At block 330, the hybrid execution engine
executes the set of nodes in parallel to process the graph. After block 330, the
example process 300 ends. In some examples, after block 330, the hybrid
execution engine 240 may determine whether graph processing is complete. If
graph processing isn’t complete (e.g., all nodes, or a threshold percentage of
the nodes, have not converged), then control may return to block 310. If the
graph processing has completed (the processed nodes have converged), then
the example process 300 ends.

[0033] The example process 400 of FIG. 4 begins with an initiation of the
node selector 230 (e.g., in response to receiving a graph data, in response to
receiving updated node data from the hybrid execution engine, in response to
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instructions from the settings manager and/or user interface 130, etc.). The
example process 400 of FIG. 4 may be executed to implement the example
block 320 of FIG. 3 to select nodes that satisfy a threshold priority based on the
hybrid graph settings of the settings manager 220.

[0034] At block 410 of FIG. 4, the node selector 230 sorts nodes of the
graph by priority. For example, the node selector 230 may use a priority queue
to sort the nodes from lowest priority to highest priority (or vice versa). At block
420, the node selector 230 identifies a threshold priority indicated or maintained
by the settings manager 220 (e.g., in response to a user input). At block 430,
the node selector 230 selects nodes from a priority queue of the node selector
230 based on the threshold priority. The example priority queue of the node
selector 230 may sort the nodes based on priority level. For example, at block
430, the node selector 230 may scan the priority queue for a node that has the
identified priority, select that node and any other nodes on either side of the
priority queue (based on whether the threshold is a greater than or less than
threshold). At block 440, the node selector 230 provides the selected nodes to
the hybrid execution engine 240 to be processed. After block 440, the example
process 400 ends. In some examples, after the example process 400, control
may advance to block 330 of FIG. 3.

[0035] The example process 500 of FIG. 5 begins with an initiation of the
node selector 230. The example process 500 of FIG. 5 may be executed to
implement the example block 320 of FIG. 3 to select a threshold number of
nodes based on the hybrid graph settings of the settings manager 220.

[0036] At block 510 of FIG. 6, the node selector 230 sorts nodes of the
graph by priority. For example, the node selector 230 may use a priority queue
to sort the nodes from lowest priority to highest priority (or vice versa). At block
520, the node selector 230 selects a threshold number (e.g., a magnitude of a
selected set of nodes) of nodes from the sorted nodes (e.g., from a higher
priority end of the priority queue, or from a lower priority end of the priority
queue). For example, the node selector 230, at block 520, may retrieve or
receive hybrid graph processing settings indicating that the threshold number
(e.g., 10, 15, etc.) of nodes are to be processed for each iteration. At block 530,
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the node selector 230 provides the selected nodes to the hybrid execution
engine 240 to be processed. After block 530, the example process 400 ends.
In some examples, after the example process 400, control may advance to
block 330 of FIG. 3.

[0037] The example process 600 of FIG. 6 begins with an initiation of the
node selector 230. The example process 600 of FIG. 6 may be executed to
implement the example block 320 of FIG. 3 to select a threshold number of
nodes based on the hybrid graph settings of the settings manager 220.

[0038] At block 610 of FIG. 6, the node selector 230 designates a plurality
of bins to be used in a data structure of the node selector 230 based on the
hybrid graph settings. At block 620, the node selector 230 assigns the nodes to
the bins based on characteristics of the nodes (e.g., based on priorities of the
nodes, using a hashing technique, etc.). In some examples, the node selector
230 may evenly divide the nodes among the plurality of bins or assign threshold
priorities to the plurality of bins. At block 630, the node selector 230 selects the
nodes from a threshold number (e.g., 3, 5, etc.) of bins based on the hybrid
graph processing settings. For example, the hybrid graph processing settings
may indicate that nodes from the top 3 (or bottom 3) bins are to be selected. At
block 640, the node selector 230 provides the selected nodes to the hybrid
execution engine 240 to be processed. After block 640, the example process
400 ends. In some examples, after the example process 400, control may
advance to block 330 of FIG. 3.

[0039] The example process 700 of FIG. 7 begins with an initiation of the
hybrid execution engine 240 (e.g., in response to receiving nodes from the node
selector 230). The example process 700 of FIG. 7 may be executed to
implement the example block 330 of FIG. 3 to execute selected nodes in parallel
and provide updated priorities to the node selector 230 based on the execution
of the nodes.

[0040] At block 710 of FIG. 7, the hybrid graph execution engine 240
executes the selected nodes in parallel (e.g., in a synchronous manner). At
block 720, the hybrid execution engine 240 determines/calculates updated
priorities of the selected nodes and/or nodes linked to the selected nodes (e.g.,
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which may be identified in processed edges of the selected nodes). The
example hybrid execution engine 240 provides the updated priorities to the
node selector 230 to be used for subsequent iterations of the graph processing.
Accordingly, after block 730, the node selector 230 may reorganize or re-sort
the nodes (e.g., in a priority queue, in bins, etc.) for a subsequent iteration.
After block 730, the example process 700 ends.

[0041] As mentioned above, the example processes of FIGS. 3, 4, 5, 6,
and/or 7 may be implemented using coded instructions (e.g., computer and/or
machine readable instructions) stored on a tangible machine readable storage
medium such as a hard disk drive, a flash memory, a read-only memory (ROM),
a compact disk (CD), a digital versatile disk (DVD), a cache, a random-access
memory (RAM) and/or any other storage device or storage disk in which
information is stored for any duration (e.g., for extended time periods,
permanently, for brief instances, for temporarily buffering, and/or for caching of
the information). As used herein, the term tangible machine readable storage
medium is expressly defined to include any type of machine readable storage
device and/or storage disk and to exclude propagating signals and to exclude
transmission media. As used herein, "computer readable storage medium" and
"machine readable storage medium" are used interchangeably. Additionally or
alternatively, the example processes of FIGS. 3, 4, 5, 6, and/or 7 may be
implemented using coded instructions (e.g., computer and/or machine readable
instructions) stored on a non-transitory computer and/or machine readable
medium such as a hard disk drive, a flash memory, a read-only memory, a
compact disk, a digital versatile disk, a cache, a random-access memory and/or
any other storage device or storage disk in which information is stored for any
duration (e.g., for extended time periods, permanently, for brief instances, for
temporarily buffering, and/or for caching of the information).

[0042] As used herein, the term non-transitory machine readable medium
is expressly defined to include any type of machine readable storage device
and/or storage disk and to exclude propagating signals and to exclude
transmission media. As used herein, when the phrase "at least" is used as the

transition term in a preamble of a claim, it is open-ended in the same manner as
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the term "comprising” is open ended. As used herein the term “a” or “an” may
mean “at least one,” and therefore, “a” or “an” do not necessarily limit a
particular element to a single element when used to describe the element. As
used herein, when the term “or” is used in a series, it is not, unless otherwise
indicated, considered an “exclusive or.”

[0043]FIG. 8 is a block diagram of an example processor platform 800
capable of executing the instructions of FIGS. 3, 4, 5, 6, and/or 7 to implement
the hybrid graph executor of FIG. 2. The example processor platform 800 may
be or may be included in any type of apparatus, such as a server, a personal
computer, a mobile device (e.g., a cell phone, a smart phone, a tablet, etc.), a
personal digital assistant (PDA), an Internet appliance, any other type of
computing device.

[0044] The processor platform 800 of the illustrated example of FIG. 8
includes a processor 812. The processor 812 of the illustrated example is
hardware. For example, the processor 812 can be implemented by at least one
integrated circuit, logic circuit, microprocessor or controller from any desired
family or manufacturer.

[0045] The processor 812 of the illustrated example includes a local
memory 813 (e.g., a cache). The processor 812 of the illustrated example is in
communication with a main memory including a volatile memory 814 and a non-
volatile memory 816 via a bus 818. The volatile memory 814 may be
implemented by Synchronous Dynamic Random Access Memory (SDRAM),
Dynamic Random Access Memory (DRAM), RAMBUS Dynamic Random
Access Memory (RDRAM) and/or any other type of random access memory
device. The non-volatile memory 816 may be implemented by flash memory
and/or any other desired type of memory device. Access to the main memory
814, 816 is controlled by a memory controller.

[0046] The processor platform 800 of the illustrated example also
includes an interface circuit 820. The interface circuit 820 may be implemented
by any type of interface standard, such as an Ethernet interface, a universal
serial bus (USB), and/or a peripheral component interconnect (PCI) express

interface.
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[0047] In the illustrated example, at least one input device 822 is
connected to the interface circuit 820. The input device(s) 822 permit(s) a user
to enter data and commands into the processor 812. The input device(s) can be
implemented by, for example, an audio sensor, a microphone, a camera (still or
video), a keyboard, a button, a mouse, a touchscreen, a track-pad, a trackball,
and/or a voice recognition system.

[0048] At least one output device 824 is also connectied to the interface
circuit 820 of the illustrated example. The output device(s) 824 can be
implemented, for example, by display devices (e.g., a light emitting diode (LED),
an organic light emitting diode (OLED), a liquid crystal display, a cathode ray
tube display (CRT), a touchscreen, a tactile output device, a light emitting diode
(LED), a printer and/or speakers). The interface circuit 820 of the illustrated
example, thus, may include a graphics driver card, a graphics driver chip or a
graphics driver processor.

[0049] The interface circuit 820 of the illustrated example also includes a
communication device such as a transmitter, a receiver, a transceiver, a modem
and/or network interface card to facilitate exchange of data with external
machines (e.g., computing devices of any kind) via a network 826 (e.g., an
Ethernet connection, a digital subscriber line (DSL), a telephone line, coaxial
cable, a cellular telephone system, etc.).

[0050] The processor platform 800 of the illustrated example also
includes at least one mass storage device 828 for storing executable
instructions (e.g., software) and/or data. Examples of such mass storage
device(s) 828 include floppy disk drives, hard drive disks, compact disk drives,
Blu-ray disk drives, RAID systems, and digital versatile disk (DVD) drives.

[0051] The coded instructions 832 of FIGS. 3, 4, 5, 6, and/or 7 may be
stored in the mass storage device 828, in the local memory 813 in the volatile
memory 814, in the non-volatile memory 816, and/or on a removable tangible
machine readable storage medium such as a CD or DVD.

[0052] From the foregoing, it will be appreciated that the above disclosed
methods, apparatus and articles of manufacture provide for adjustable hybrid of
synchronous graph processing and asynchronous processing. In examples
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herein, a set of nodes of a graph may be selected using adjustable (via a user
interface) hybrid graph processing settings (e.g., using characteristics of nodes
or priorities similar to asynchronous graph processing) and the selected set of
nodes is processed in parallel (similar to synchronous graph processing).
Accordingly, examples herein provide for the advantages of synchronous
processing (the ability to process nodes in parallel) as well the advantages of
asynchronous processing (the ability to process nodes in order of importance).

[0053] Although certain example methods, apparatus and articles of
manufacture have been disclosed herein, the scope of coverage of this patent is
not limited thereto. On the contrary, this patent covers all methods, apparatus
and articles of manufacture fairly falling within the scope of the claims of this
patent.
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CLAIMS

What is claimed is:
1. A method comprising:

identifying characteristics associated with nodes of a graph;

selecting a set of nodes from the nodes to be processed based on hybrid
graph processing settings and the characteristics; and

executing, via a processor, the selected set of nodes in parallel to

process the graph.

2. The method as defined in claim 1, further comprising:
identifying priorities of the nodes from the characteristics;
identifying a threshold priority from the hybrid graph processing settings;
determining that the priorities of the nodes in the set of the nodes satisfy
the threshold priority; and
selecting the set of nodes based on the priorities of the nodes in the set

of nodes satisfying the threshold priority.

3. The method as defined in claim 1, further comprising:
sorting the nodes based on priorities in the characteristics of the nodes;
determining a threshold number of nodes to be selected, the threshold
number corresponding to a magnitude of the set of nodes; and
selecting the threshold number of nodes from the sorted nodes with the

highest priorities.
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4. The method as defined in claim 1, further comprising:

assigning each of the nodes of the graph to a bin of a plurality of bins
based on priorities associated with the nodes, the characteristics comprising the
priorities;

selecting the set of nodes from a number of bins based on the hybrid

graph processing settings.

5. The method as defined in claim 4, determining the number of bins from

the hybrid graph processing settings.

6. The method as defined in claim 4, wherein the number of bins
corresponds to a number of bins including nodes having a priority that satisfies

a threshold priority.

7. The method as defined in claim 1, further comprising updating the
characteristics of the selected set of nodes after executing the selected set of

nodes.

8. The method as defined in claim 7, further comprising updating the

characteristics of the nodes by adjusting a priority for each of the selected

nodes based on at least one of execution time, execution urgency, or node type.
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9. An apparatus for processing a graph:

a graph receiver to buffer a graph for processing, the graph comprising a
plurality of nodes;

a node selector to select a set of nodes from the plurality of nodes based
on priorities of the nodes and hybrid graph processing settings;

a settings manager to provide the graph processing settings to the node
selector to select the nodes; and

a hybrid execution engine to execute the set of nodes in parallel in a first
iteration to process the graph and update the priorities of the nodes based on
the execution, the updated priorities to be used for a second subsequent

iteration of processing the graph.

10.  The apparatus of claim 9, wherein the node selector is to sort the plurality

of nodes based on the priority for the first iteration.

11.  The apparatus of claim 10, wherein the node selector is to re-sort the

nodes after the hybrid execution engine executes the set of nodes in parallel in

the first iteration.
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12. A non-transitory machine readable medium comprising instructions that,
when executed, cause a machine to at least:

process a first set of nodes of a graph in parallel in a first iteration of
processing a graph, the first set of nodes selected from nodes of the graph
based on priorities of the nodes; and

determine updated priorities for each of the first set of nodes based on
the processed first set of nodes; and

provide the updated priorities for each of the first set of nodes for a

second iteration subsequent to the first iteration.

13. The non-transitory machine readable medium of claim 12, wherein the
instructions further cause the machine to:

sort the nodes of the graph prior to the processing the first set of nodes in
the first iteration; and

re-sort the nodes of the graph after the first iteration and before the

second iteration.

14.  The non-transitory machine readable medium of claim 12, wherein the
instructions further cause the machine to:

determine the updated priorities for each of the first set of nodes by
determining an execution status of the nodes indicating execution time

remaining until convergence of the node.
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15.  The non-transitory machine readable medium of claim 12, wherein the
instructions further cause the machine to:
select a second set of nodes based on the updated priorities, and

process the second set of nodes in the second iteration.
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