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(54) Bezeichnung: SPEICHERSYSTEM UNTER VERWENDUNG VON CLOUD-SPEICHER ALS EINE
SPEICHERBANK

(57) Zusammenfassung: Ein durch einen Computer realisier-
tes Verfahren zum Verwenden von Cloud-Speicher als eine
Speicherbank weist ein Zuordnen von Speicherplatz in einer
oder mehreren Cloud-Speichereinheiten über eine Cloud-
Schnittstelle; ein Abbilden des zugeordneten Speicherplat-
zes auf entsprechende virtuelle lokale Adressen; ein Grup-
pieren der virtuellen lokalen Adressen, um aus dem zugeord-
neten Speicherplatz in der einen oder den mehreren Cloud-
Speichereinheiten eine oder mehrere virtuelle lokale Spei-
cherbänke zu erzeugen; ein Umwandeln von lokalen Daten-
zugriffsanforderungen für die eine oder die mehreren virtu-
ellen lokalen Speicherbänke in Cloud-Datenzugriffsanforde-
rungen, die für die Cloud-Schnittstelle konfiguriert sind; und
ein Übertragen der Cloud-Datenzugriffsanforderungen über
die Cloud-Schnittstelle an die eine oder die mehreren Cloud-
Speichereinheiten auf.
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Beschreibung

HINTERGRUND

[0001] Speichernetzwerke wie z.B. Speicherbe-
reichsnetzwerke (Storage Area Networks, SANs)
werden dazu verwendet, verschiedene Arten von Da-
tenspeichersystemen mit verschiedenen Arten von
Servern (hier auch als „Host-Systeme“ bezeichnet)
zu verbinden. Manche Server umfassen verschie-
denartige Hardware wie z.B. Datenspeichermedien,
Speicher-Controller, Arbeitsspeicher sowie die zu-
gehörigen Stromversorgungssysteme, Kühlsysteme
usw.

[0002] Speicher-Controller steuern den Zugriff auf
Datenspeichermedien und Arbeitsspeicher als Reak-
tion auf Lese- und Schreibanforderungen. Die Spei-
cher-Controller können die Daten im Einklang mit
Datenspeichereinheiten wie RAID (Redundant Array
of Independent Disks, redundante Anordnung von
unabhängigen Festplatten), JBOD (Just a Bunch of
Disks) und anderen Redundanz- und Sicherheitsni-
veaus steuern. Als ein Beispiel verfügt ein IBM® ESS
(Enterprise Storage Server) wie z.B. eine DS8000-
Serie über redundante Cluster von Computereinhei-
ten, Cache, nichtflüchtigem Speicher (Non-Volatile
Storage, NVS) usw.

KURZDARSTELLUNG

[0003] Aspekte der Offenbarung umfassen ein
(e) durch einen Computer realisierte(s) Verfahren,
Computerprogrammprodukt, Datenverarbeitungsein-
heit und System zum Verwenden von Cloud-Spei-
cher als eine Speicherbank. Ein Beispielverfahren
weist ein Zuordnen von Speicherplatz in einer oder
mehreren Cloud-Speichereinheiten über eine Cloud-
Schnittstelle; ein Abbilden des zugeordneten Spei-
cherplatzes auf entsprechende virtuelle lokale Adres-
sen; ein Gruppieren der virtuellen lokalen Adressen,
um aus dem zugeordneten Speicherplatz in der ei-
nen oder den mehreren Cloud-Speichereinheiten ei-
ne oder mehrere virtuelle lokale Speicherbänke zu
erzeugen; ein Umwandeln von lokalen Datenzugriffs-
anforderungen für die eine oder die mehreren virtu-
ellen lokalen Speicherbänke in Cloud-Datenzugriffs-
anforderungen, die für die Cloud-Schnittstelle konfi-
guriert sind; und ein Übertragen der Cloud-Datenzu-
griffsanforderungen über die Cloud-Schnittstelle an
die eine oder die mehreren Cloud-Speichereinheiten
auf.

[0004] Die obige Kurzdarstellung ist nicht dafür ge-
dacht, jede veranschaulichte Ausführungsform bzw.
jede Realisierung der vorliegenden Offenbarung zu
beschreiben.

Figurenliste

[0005] Unter der Voraussetzung, dass die Zeichnun-
gen lediglich beispielhafte Ausführungsformen abbil-
den und daher nicht als Beschränkung des inhalt-
lichen Umfangs zu verstehen sind, werden die bei-
spielhaften Ausführungsformen mit zusätzlicher Ge-
nauigkeit und Detailtreue anhand der beigefügten
Zeichnungen beschrieben, bei denen:

Fig. 1 ein allgemeines Blockschaubild ist,
das eine Ausführungsform einer Beispiel-Netz-
werkumgebung abbildet;

Fig. 2 ein allgemeines Blockschaubild ist, das
eine Ausführungsform eines Beispiel-Speicher-
systems abbildet;

Fig. 3 ein Blockschaubild einer Ausführungsform
eines Beispiel-Einheitenadapters ist;

Fig. 4 ein Ablaufplan ist, der eine Ausführungs-
form eines Beispielverfahrens eines Verwen-
dens von Cloud-Speicher als eine Speicherbank
für einen Speicher-Controller darstellt.

Entsprechend der üblichen Praxis sind die
verschiedenen beschriebenen Merkmale nicht
maßstabsgetreu gezeichnet, sondern gezeich-
net, um spezifische Merkmale besonders her-
vorzuheben, die für die beispielhaften Ausfüh-
rungsformen relevant sind.

AUSFÜHRLICHE BESCHREIBUNG

[0006] In der folgenden ausführlichen Beschreibung
wird auf die beigefügten Zeichnungen Bezug ge-
nommen, die einen Bestandteil hiervon bilden und
in denen zum Zwecke der Veranschaulichung spe-
zifische veranschaulichende Ausführungsformen ge-
zeigt werden. Dabei sollte jedoch klar sein, dass auch
andere Ausführungsformen verwendet werden kön-
nen und dass logische, mechanische und elektrische
Änderungen vorgenommen werden können. Darüber
hinaus ist das in den Zeichnungsfiguren und der Be-
schreibung dargelegte Verfahren nicht als Beschrän-
kung der Reihenfolge zu verstehen, in denen die ein-
zelnen Schritte durchgeführt werden können. Die fol-
gende ausführliche Beschreibung ist somit nicht in ei-
nem beschränkenden Sinne zu verstehen.

[0007] Wie hier verwendet, sind die Phrasen „min-
destens ein“, „ein oder mehrere“ sowie „und/oder“ of-
fene Ausdrücke, die sowohl eine konjunktive als auch
eine disjunktive Funktion umfassen. Zum Beispiel be-
deutet jeder der Ausdrücke „mindestens eines von A,
B und C“, „mindestens eines von A, B oder C“, „ein
oder mehrere von A, B und C“, „ein oder mehrere von
A, B oder C“ und „A, B und/oder C“ nur A, nur B, nur C,
A und B, A und C, B und C oder A, B und C. Zusätzlich
bezieht sich der Begriff „ein“ auf eines oder mehrere
des betreffenden Elements. Somit können die Begrif-
fe „ein“, „ein oder mehrere“ und „mindestens ein“ hier
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austauschbar verwendet werden. Zu beachten ist fer-
ner, dass die Begriffe „aufweisend“, „umfassend“ und
„mit“ austauschbar verwendet werden können. Wie
hier verwendet, bezieht sich der Begriff „automatisch“
und Abwandlungen davon auf jeden Prozess oder je-
de Operation, der bzw. die ohne wesentliche mensch-
liche Eingabe auskommt, wenn der Prozess oder die
Operation durchgeführt wird. Eine menschliche Ein-
gabe gilt als wesentlich, wenn eine solche Eingabe
festlegt oder steuert, wie oder wann der Prozess oder
die Operation durchgeführt wird. Ein Prozess, der ei-
ne menschliche Eingabe verwendet, gilt auch dann
als automatisch, wenn die Eingabe nicht festlegt oder
steuert, wie oder wann der Prozess ausgeführt wird.

[0008] Wie hier verwendet, werden die Begriffe „er-
mitteln“, „berechnen“, „rechnen“ und Abwandlungen
davon austauschbar verwendet und umfassen jede
Art von Methodik, Prozess, mathematischer Operati-
on oder Methode. Im Folgenden soll „in Verbindung“
oder „kommunikativ gekoppelt“ jede sowohl drahtlo-
se als auch drahtgebundene elektrische Verbindung
bedeuten, die zwei oder mehr Systemen, Kompo-
nenten, Modulen, Einheiten usw. gestattet, unter Ver-
wendung eines beliebigen Protokolls oder Formats
Daten, Signale oder andere Informationen auszutau-
schen. Des Weiteren müssen zwei kommunikativ ge-
koppelte Komponente nicht direkt miteinander ver-
bunden sein, sondern können auch über andere zwi-
schengelagerte Komponenten oder Einheiten mitein-
ander verbunden sein.

[0009] Fig. 1 ist ein allgemeines Blockschaubild,
das eine Ausführungsform einer Beispiel-Netzwerk-
architektur 100 abbildet. Die Netzwerkarchitektur 100
wird lediglich als Beispiel und nicht als Beschrän-
kung vorgelegt. Tatsächlich können die hier offen-
barten Systeme und Verfahren zusätzlich zu der in
Fig. 1 gezeigten Netzwerkarchitektur 100 auf eine
breite Vielfalt von verschiedenen Netzwerkarchitek-
turen anwendbar sein.

[0010] Wie gezeigt, umfasst die Netzwerkarchitektur
100 einen oder mehrere Clients oder Client-Compu-
ter 102-1 bis 102-N, wobei N die Gesamtzahl von
Client-Computern ist, und einen oder mehrere Hosts
106-1 bis 106-M, wobei M die Gesamtzahl von Hosts
ist (hier auch als „Server-Computer“ 106, „Host-Sys-
teme“ 106 oder „Host-Einheiten“ 106 bezeichnet).
Obwohl in Fig. 1 fünf Clients 102 gezeigt werden,
sollte klar sein, dass bei anderen Ausführungsfor-
men auch andere Anzahlen von Clients 102 verwen-
det werden können. Zum Beispiel kann bei manchen
Ausführungsformen nur ein Client 102 realisiert sein.
Bei anderen Ausführungsformen werden mehr als
fünf oder weniger als fünf Clients 102 verwendet.
Obwohl in Fig. 1 vier Clients 106 gezeigt werden,
sollte daher klar sein, dass jede geeignete Anzahl
von Hosts 106 verwendet werden kann. Zum Beispiel
wird bei manchen Ausführungsformen nur ein einzi-

ger Host 106 verwendet. Bei anderen Ausführungs-
formen können mehr als vier oder weniger als vier
Speicher-Hosts 106 verwendet werden.

[0011] Jeder der Client-Computer 102 kann als ein
Desktop Computer, tragbarer Computer, Laptop oder
Notebook Computer, Netbook, Tablet Computer, Ta-
schencomputer, Smartphone oder jede andere ge-
eignete Art von elektronischer Einheit realisiert sein.
Entsprechend kann jeder der Hosts 106 unter Ver-
wendung eines beliebigen geeigneten Host-Compu-
ters oder Servers realisiert sein. Solche Server kön-
nen IBM System z®- und IBM System i®-Server so-
wie UNIX-Server, Microsoft-Windows-Server und Li-
nux-Plattformen umfassen, ohne jedoch darauf be-
schränkt zu sein.

[0012] Die Client-Computer 102 sind über ein Netz-
werk 104 mit den Hosts 106 kommunikativ gekop-
pelt. Das Netzwerk 104 kann zum Beispiel ein loka-
les Netzwerk (Local Area Network, LAN), ein Weitver-
kehrsnetzwerk (Wide Area Network, WAN), das Inter-
net, ein Intranet oder Ähnliches umfassen. Im Allge-
meinen veranlassen die Client-Computer 102 Daten-
übertragungssitzungen, während die Server-Compu-
ter 106 auf Anforderungen von den Client-Computern
102 warten. Bei bestimmten Ausführungsformen kön-
nen die Computer 102 und/oder die Server 106 mit
einem oder mehreren internen oder externen, direkt
verbundenen Speichersystemen 112 verbunden sein
(z.B. Anordnungen von Festplattenlaufwerken, Halb-
leiterlaufwerken, Bandlaufwerken usw.). Diese Com-
puter 102, 106 und direkt verbundenen Speichersys-
temen 112 können unter Verwendung von Protokol-
len wie ATA, SATA, SCSI, SAS, Fibre Channel oder
Ähnlichem Daten austauschen.

[0013] Bei bestimmten Ausführungsformen kann die
Netzwerkarchitektur 100 den Servern 106 nachgela-
gert ein Speichernetzwerk 108 wie z.B. ein Speicher-
bereichsnetzwerk (SAN) 108 oder ein LAN 108 um-
fassen (z.B. bei Verwendung eines mit einem Netz-
werk verbundenen Speichers). In dem in Fig. 1 ge-
zeigten Beispiel verbindet das Netzwerk 108 die Ser-
ver 106 mit einem oder mehreren Speicherteilsys-
temen 110. Obwohl zu Veranschaulichungszwecken
nur ein einziges Speicherteilsystem 110 gezeigt wird,
sollte klar sein, dass bei anderen Ausführungsfor-
men mehr als ein Speicherteilsystem 110 verwen-
det werden kann. Das Speicherteilsystem 110 ver-
waltet Verbindungen mit Anordnungen von Speiche-
reinheiten 116. Die Anordnungen von Speicherein-
heiten 116 können Anordnungen von Festplattenlauf-
werken und/oder Halbleiterlaufwerken umfassen. Zu-
sätzlich ist in dem in Fig. 1 gezeigten Beispiel das
Speicherteilsystem 110 konfiguriert, um eine Verbin-
dung mit Speicheranordnungen aus Cloud-Speicher
so herzustellen und diese so zu erzeugen, dass der
Cloud-Speicher eine lokale Speicheranordnung zu
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sein scheint, wie weiter unten ausführlicher beschrie-
ben wird.

[0014] Um auf ein Speicherteilsystem 110 zuzugrei-
fen, kann ein Host-System 106 über physische Ver-
bindungen von einem oder mehreren Anschlüssen in
dem Host 106 zu einem oder mehreren Anschlüssen
in dem Speicherteilsystem 110 Daten austauschen.
Eine Verbindung kann durch einen Switch, eine Fa-
bric, eine direkte Verbindung oder Ähnliches erfol-
gen. Bei bestimmten Ausführungsformen können die
Server 106 und Speicherteilsysteme 110 unter Ver-
wendung eines Netzwerkstandards wie Fibre Chan-
nel (FC) oder iSCSI Daten austauschen.

[0015] Fig. 2 ist ein allgemeines Blockschaubild ei-
ner Ausführungsform eines Speichersystems 200.
Das Speichersystem 200 umfasst eine oder mehre-
re Anordnungen von Speicherlaufwerken (z.B. Fest-
plattenlaufwerke und/oder Halbleiterlaufwerke). Wie
gezeigt, umfasst das Speichersystem 200 ein Spei-
cherteilsystem 210, eine Mehrzahl von Switches 202
und eine Mehrzahl von Speicherlaufwerken 216 wie
z.B. Festplattenlaufwerke und/oder Halbleiterlauf-
werke (z.B. Laufwerke auf Grundlage eines Flash-Ar-
beitsspeichers). Das Speicherteilsystem 210 kann ei-
nem oder mehreren Hosts (z.B. Open-System- und/
oder Mainframe-Servern) ermöglichen, auf Daten auf
der Mehrzahl von Speicherlaufwerken 216 zuzugrei-
fen.

[0016] Bei manchen Ausführungsformen umfasst
das Speicherteilsystem 210 einen oder mehrere
Speicher-Controller 222. In dem in Fig. 2 gezeig-
ten Beispiel umfasst das Speicherteilsystem einen
Speicher-Controller 222a und einen Speicher-Con-
troller 222b. Obwohl hierzu Erläuterungszwecken nur
zwei Speicher-Controller 226 gezeigt sind, sollte klar
sein, dass bei anderen Ausführungsformen mehr als
zwei Speicher-Controller verwendet werden können.
Das Speicherteilsystem 210 aus Fig. 2 umfasst fer-
ner Host-Adapter 224a, 224b und Einheitenadapter
226a, 226b, um das Speicherteilsystem 210 mit Host-
Einheiten bzw. Speicherlaufwerken 204 zu verbin-
den. Mehrere Speicher-Controller 222a, 222b stellen
eine Redundanz bereit, um dazu beizutragen sicher-
zustellen, dass Daten für die verbundenen Hosts ver-
fügbar sind. Wenn somit ein Speicher-Controller (z.B.
der Speicher-Controller 222a) ausfällt, kann der an-
dere Speicher-Controller (z.B. 222b) die E/A-Last des
ausgefallenen Speicher-Controllers übernehmen, um
sicherzustellen, dass die Ein-/Ausgaben zwischen
den Hosts und den Speicherlaufwerken 204 weiter-
gehen. Dieser Prozess kann als eine „Funktionsüber-
nahme“ bezeichnet werden.

[0017] Jeder Speicher-Controller 222 kann einen
oder mehrere Prozessoren 228 bzw. Arbeitsspei-
cher 230 umfassen. Der Arbeitsspeicher 230 kann ei-
nen flüchtigen Arbeitsspeicher (z.B. einen RAM) so-

wie einen nichtflüchtigen Arbeitsspeicher umfassen
(z.B. einen ROM, EPROM, EEPROM, Flash-Arbeits-
speicher usw.). Der flüchtige und der nichtflüchtige
Arbeitsspeicher können Software-Module speichern,
die in dem bzw. den Prozessor(en) 228 ausgeführt
werden und für den Zugriff auf Daten auf den Speich-
erlaufwerken 204 verwendet werden. Die Speicher-
Controller 222 können mindestens eine Instanz die-
ser Software-Module beherbergen. Diese Software-
Module können alle Lese- und Schreibanforderungen
an logische Datenträger auf den Speicherlaufwerken
204 verwalten.

[0018] Im Besonderen ist jeder Speicher-Control-
ler 222 über einen entsprechenden Einheitenadap-
ter 226 mit den Speicherlaufwerken 204 kommuni-
kativ gekoppelt. Jeder Einheitenadapter 226 ist kon-
figuriert, um Eingabe/Ausgabe(E/A)-Zugriffe auf die
Speicherlaufwerke 216 zu verwalten. Zum Beispiel
organisieren die Einheitenadapter 226 die Speich-
erlaufwerke 216 logisch und ermitteln, wo auf den
Speicherlaufwerken 216 Daten gespeichert werden
sollen. Die (auch als Plattenlaufwerksmodule (Disk
Drive Modules, (DDMs)) bezeichneten) Speicherlauf-
werke 216 können Gruppen von unterschiedlichen
Arten von Laufwerken mit unterschiedlichen Leis-
tungsmerkmalen umfassen. Zum Beispiel können die
Speicherlaufwerke 216 eine Kombination von (ver-
gleichsweise) langsamen „Nearline“-Platten (z.B. mit
einer Umdrehungsgeschwindigkeit von 7.200 Umdre-
hungen pro Minute (U/min)), SAS-Plattenlaufwerken
(z.B. mit 10.000 oder 15.000 U/min) und vergleichs-
weise schnellen Halbleiterlaufwerken (SSDs) umfas-
sen.

[0019] Die Einheitenadapter 226 sind über Swit-
ches 220 mit den Speicherlaufwerken 216 verbun-
den. Bei jedem der Switches 220 kann es sich um
Fiber Switches handeln, welche die Speicherlaufwer-
ke 216 über Lichtwellenleiterverbindungen mit den
Einheitenadaptern verbinden. Die Einheitenadapter
226 gruppieren die Speicherlaufwerke 216 logisch in
Anordnungsstandorte 234. Zu Veranschaulichungs-
zwecken ist in Fig. 2 ein einziger Anordnungsstand-
ort 234 dargestellt, der aus den Speicherlaufwer-
ken 216 besteht. Dabei sollte jedoch klar sein, dass
bei anderen Ausführungsformen mehr als ein An-
ordnungsstandort enthalten sein kann, der aus den
Speicherlaufwerken 216 besteht. Der Anordnungs-
standort 234 kann als eine RAID-Anordnung 234 for-
matiert sein. Dabei sollte klar sein, dass jede Art
von RAID-Anordnung (z.B. RAID 0, RAID 5, RAID
10 usw.) verwendet werden kann. Jede RAID-An-
ordnung wird auch als eine Speicherbank bezeich-
net. Jede Speicherbank ist in eine Anzahl von gleich
großen Partitionen unterteilt, die als Speicherberei-
che bezeichnet werden. Die Größe eines jeden Spei-
cherbereichs kann je nach der Realisierung variie-
ren. Zum Beispiel kann die Größe eines jeden Spei-
cherbereichs zumindest teilweise von der Speicher-
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art des Speicherbereichs abhängig sein. Die Spei-
cherart des Speicherbereichs (z.B. Festblock (FB)
oder Count Key Data (CKD)) ist abhängig von der Art
eines Hosts, der mit dem Speicherteilsystem verbun-
den ist (z.B. Open-Systems-Host oder Mainframe-
Server). Die Speicherbereiche werden dann zu logi-
schen Datenträgern gruppiert.

[0020] Das Speicherteilsystem 210 kann verschie-
dene Verwaltungsmerkmale und - funktionen ermög-
lichen, z.B. ohne darauf beschränkt zu sein, eine
vollständige Plattenverschlüsselung, in einem nicht-
flüchtigen Speicher (NVS) enthaltene Algorithmen
(z.B. für Schwellenwertüberwachung, Zwischenspei-
cherung, Auslagerung), Speicherpool-Striping (Rota-
tion von Speicherbereichen), dynamische Datenträ-
gererweiterung, dynamische Datenverlagerung, in-
telligentes Speichern im Schreib-Cache und adapti-
ver Mehrstrom-Vorablesezugriff. Ein Beispiel für ein
Speichersystem 210 mit einer Architektur ähnlich der
in Fig. 2 veranschaulichten ist das Unternehmens-
speichersystem der IBM DS8000™-Serie. Das DS
8000™ ist ein Speicherteilsystem mit einer hohen
Leistung und Kapazität, das einen Platten- und Halb-
leiterspeicher bereitstellt, der für die Unterstützung ei-
nes kontinuierlichen Betriebs ausgelegt ist. Dessen
ungeachtet sind die hier offenbarten Ausführungs-
formen nicht auf das Unternehmensspeichersystem
der IBM DS8000™-Serie beschränkt, sondern kön-
nen in jedem vergleichbaren oder analogen Spei-
chersystem bzw. in jeder vergleichbaren oder ana-
logen Gruppe von Speichersystemen realisiert sein,
unabhängig von dem Hersteller, der Produktbezeich-
nung oder den Komponenten bzw. Komponentenbe-
zeichnungen, die dem System zugehörig sind. Somit
wird das IBM DS8000™ lediglich zu Beispielzwecken
genannt und ist nicht als Beschränkung gedacht.

[0021] Zusätzlich umfasst in der in Fig. 2 gezeig-
ten Ausführungsform jeder der Einheitenadapter 226
einen entsprechenden Netzwerkanschluss 232 wie
z.B. einen Ethernet-Anschluss, der den Einheiten-
adapter 226 über ein Netzwerk wie z.B. das Inter-
net mit den Cloud-Speichereinheiten 214 kommuni-
kativ koppelt. In dem in Fig. 2 gezeigten Beispiel um-
fasst jeder Einheitenadapter 226 des Weiteren ein
entsprechendes Umwandlungsmodul 232, das kon-
figuriert ist, um Cloud-Speichereinheiten 214 virtuel-
len RAID-Anordnungen zuzuordnen und in diesen zu
gruppieren, so dass die Cloud-Speichereinheiten 214
für die Speicher-Controller 222b eine lokale RAID-
Anordnung oder eine lokale Speicherbank zu sein
scheinen. Auf diese Weise sind die Merkmale und
Funktionen der Speicher-Controller 222, die für die
lokalen Speicherbänke wie z.B. die RAID-Anordnung
234 verfügbar sind, auch für die Cloud-Speicherbank
214 verfügbar.

[0022] Wie weiter unten mit Blick auf die Fig. 3 und
Fig. 4 ausführlicher beschrieben, ist das Umwand-

lungsmodul 232 konfiguriert, um eine Umwandlung
zwischen Speicher-Controller-Befehlen und/oder E/
A-Zugriffen und Cloud-Schnittstellenbefehlen und/
oder E/A-Zugriffen vorzunehmen. Obwohl in diesem
Beispiel ein Umwandlungsmodul 232 in den Einhei-
tenadaptern 226 enthalten ist, sollte erwähnt werden,
dass das Umwandlungsmodul 232 bei anderen Aus-
führungsformen in den Speicher-Controllern 222 ent-
halten sein kann. Im Besonderen umfasst bei man-
chen Ausführungsformen jeder Speicher-Controller
222 ein entsprechendes Umwandlungsmodul, das
die Umwandlung für Befehle an den entsprechenden
Einheitenadapter 226 vornimmt.

[0023] Somit ermöglichen die hier beschriebenen
Ausführungsformen Vorteile gegenüber herkömmli-
chen Cloud-Speichersystemen. Zum Beispiel ermög-
lichen herkömmliche Cloud-Speichersysteme in der
Regel eine vergleichsweise grundlegende Funktio-
nalität wie Fernarchivierung, Sicherung und Wieder-
herstellung. Allerdings sind solche herkömmlichen
Systeme nicht in der Lage, fortschrittliche Verwal-
tungsfunktionen für die in der Cloud gespeicher-
ten Daten durchzuführen, z.B. die oben erwähn-
ten Verwaltungsfunktionen (beispielsweise NVS-Al-
gorithmen, z.B. für Schwellenwertüberwachung, Zwi-
schenspeicherung und Auslagerung). Durch die Ver-
wendung des weiter unten ausführlicher beschriebe-
nen Umwandlungsmoduls 232 ermöglichen die hier
beschriebenen Ausführungsformen somit die Durch-
führung von fortschrittlichen Verwaltungsmerkmalen
für in Cloud-Speichereinheiten gespeicherte Daten,
was für herkömmliche Cloud-Speichersysteme nicht
verfügbar ist. Im Besonderen sind die Speicher-Con-
troller 222 und Einheitenadapter 226 durch die Ver-
wendung des Umwandlungsmoduls 232 in der Lage,
auf die virtuellen RAID-Anordnungen oder Speicher-
bänke, die aus Cloud-Speicher bestehen, so zuzu-
greifen und sie zu nutzen, als ob die virtuellen RAID-
Anordnungen kein entfernt angeordneter Speicher,
sondern mit den Einheitenadaptern 226 verbundene
lokale Laufwerke wären. Auf diese Weise sind die für
lokale Laufwerke verfügbaren selben Verwaltungs-
merkmale/-funktionen, wie die oben erwähnten, auch
für den entfernt angeordneten Cloud-Speicher ver-
fügbar, ohne dass der darunterliegende Code und/
oder die Hardware geändert werden müssen, die der
Realisierung dieser Verwaltungsmerkmale zugehörig
sind.

[0024] Fig. 3 ist ein Blockschaubild einer Ausfüh-
rungsform einer Beispiel-Datenverarbeitungseinheit
300, die als ein Einheitenadapter wie z.B. die Ein-
heitenadapter 226 oder als ein Speicher-Controller
wie z.B. die Speicher-Controller 222 realisiert sein
kann. Zu Erläuterungszwecken wird die Datenver-
arbeitungseinheit 300 hier in Bezug auf einen Ein-
heitenadapter beschrieben. In dem in Fig. 3 gezeig-
ten Beispiel umfasst der Einheitenadapter 300 einen
Arbeitsspeicher 325, einen Speicher 335, eine Zwi-
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schenverbindung 340 (z. B. einen BUS), einen oder
mehrere Prozessoren 305 (hier auch als CPU 305
bezeichnet), eine E/A-Einheitenschnittstelle 350 und
einen Netzwerkadapter oder - anschluss 315.

[0025] Jede CPU 305 ruft in dem Arbeitsspeicher
325 und/oder dem Speicher 335 gespeicherte Pro-
grammieranweisungen ab und führt sie aus. Die Zwi-
schenverbindung 340 dient zum Verschieben von
Daten wie z.B. Programmieranweisungen zwischen
der CPU 305, der E/A-Einheitenschnittstelle 350,
dem Speicher 335, dem Netzwerkadapter 315 und
dem Arbeitsspeicher 325. Eine Zwischenverbindung
340 kann unter Verwendung eines oder mehrerer
Busse realisiert sein. Bei verschiedenen Ausfüh-
rungsformen können die CPUs 305 eine einzige
CPU, mehrere CPUs oder eine einzige CPU mit meh-
reren Verarbeitungskernen sein. Bei manchen Aus-
führungsformen kann ein Prozessor 305 ein digita-
ler Signalprozessor (DSP) sein. Der Arbeitsspeicher
325 ist im Allgemeinen in Form eines Direktzugriffs-
speichers (z.B. eines statischen Direktzugriffsspei-
chers (Static Random Access Memory, SRAM), ei-
nes dynamischen Direktzugriffsspeichers (Dynamic
Random Access Memory, DRAM) oder eines Flash-
Speichers) umfassen. Der Speicher 335 ist im All-
gemeinen enthalten, um für einen nichtflüchtigen Ar-
beitsspeicher wie z.B. ein Festplattenlaufwerk, eine
Halbleitereinheit (Solid State Device, SSD), entfern-
bare Speicherkarten, einen optischen Speicher oder
Flash-Speichereinheiten repräsentativ zu sein.

[0026] Bei manchen Ausführungsformen speichert
der Arbeitsspeicher 325 Cloud-Umwandlungsanwei-
sungen 301, und der Speicher 335 speichert eine
Abbildtabelle 307. Allerdings werden bei verschiede-
nen Ausführungsformen die Cloud-Umwandlungsan-
weisungen 301 und die Abbildtabelle 307 teilweise in
dem Arbeitsspeicher 325 und teilweise in dem Spei-
cher 335 gespeichert, oder sie werden vollständig
in dem Arbeitsspeicher 325 oder vollständig in dem
Speicher 335 gespeichert.

[0027] Bei Ausführung durch die CPU 305 veran-
lassen die Cloud-Umwandlungsanweisungen 301 die
CPU 305, die Abbildtabelle 307 zu verwenden, um
das weiter oben in Bezug auf Fig. 2 erläuterte Um-
wandlungsmodul zu realisieren. Obwohl die Cloud-
Umwandlungsanweisungen 301 und die Abbildtabel-
le 307 als in einem Einheitenadapter 300 gespei-
chert und durch ihn ausgeführt/verwendet abgebil-
det sind, ist zu beachten, dass bei anderen Ausfüh-
rungsformen die Cloud-Umwandlungsanweisungen
301 und die Abbildtabelle 307 in einem Speicher-
Controller wie z.B. dem in Fig. 2 gezeigten Speicher-
Controller 222a und/oder dem Speicher-Controller
222b gespeichert und durch ihn ausgeführt/verwen-
det werden können. Die Cloud-Umwandlungsanwei-
sungen 301 veranlassen die CPU 305, Speicherplatz
in Cloud-Speichereinheiten wie z.B. den in Fig. 2

abgebildeten Cloud-Speichereinheiten 214 zuzuord-
nen. Der Speicherplatz kann statisch oder nach Be-
darf zugeordnet werden. Zum Beispiel kann der Spei-
cherplatz im Vorhinein oder während der Laufzeit zu-
geordnet werden. Des Weiteren können die Cloud-
Speicherbänke mit unterschiedlicher Speicherkapa-
zität erzeugt werden.

[0028] Die Cloud-Umwandlungsanweisungen 301
veranlassen die CPU 305 des Weiteren, den zu-
geordneten Speicher in eine oder mehrere virtuel-
le Speicherbänke zu gruppieren und eine Abbildung
zwischen den Cloud-Speichereinheiten und der ei-
nen oder den mehreren virtuellen Speicherbänken in
Abbildtabelle 307 zu speichern. Im Besonderen ver-
anlassen die Cloud-Umwandlungsanweisungen 301
die CPU 305 zur Erzeugung der Abbildtabelle 307,
die den zugeordneten Speicherplatz auf entspre-
chende virtuelle lokale Adressen abbildet und die
virtuellen lokalen Adressen gruppiert, um eine oder
mehrere virtuelle lokale Speicherbänke oder RAID-
Anordnungen zu erzeugen. Somit scheinen die vir-
tuellen Speicherbänke von Cloud-Speicher für ei-
nen Speicher-Controller, der über die E/A-Einhei-
tenschnittstellen 350 mit dem Einheitenadapter 300
kommunikativ gekoppelt ist, lokale, direkt verbunde-
ne Speicherbänke zu sein. Die E/A-Einheitenschnitt-
stellen 350 koppeln außerdem den Einheitenadap-
ter 300 kommunikativ mit lokalen Speicherbänken
von Speichereinheiten wie z.B. Halbleiterlaufwerken
und Nearline-Laufwerken (z.B. den oben erläuterten
Speicherlaufwerken 216). Die E/A-Einheitenschnitt-
stellen 350 können zum Beispiel Lichtwellenleiter-An-
schlüsse umfassen.

[0029] Wenn ein E/A-Zugriff (z.B. eine Lese- oder
Schreibanforderung) empfangen wird, veranlassen
die Cloud-Umwandlungsanweisungen 301 die CPU
305, zu ermitteln, ob die Anforderung auf Daten ge-
richtet ist, die in einer virtuellen Speicherbank ei-
nes Cloud-Speichers gespeichert sind. Wenn die An-
forderung auf Daten gerichtet ist, die in einer virtu-
ellen Speicherbank eines Cloud-Speichers gespei-
chert sind, wandeln die Cloud-Umwandlungsanwei-
sungen 301 den E/A-Zugriff für eine Übertragung
über eine Cloud-Schnittstelle an die Cloud-Speicher-
einheit um. Zum Beispiel können die Cloud-Umwand-
lungsanweisungen 301 den E/A-Zugriff unter Ver-
wendung von Befehlen, eines Formats, einer Einhei-
tenadresse usw. umwandeln, die durch die Cloud-
Schnittstelle für den Zugriff auf die Cloud-Speiche-
reinheiten verwendet werden. Wie hier verwendet,
können die Begriffe E/A-Zugriff, Lese/Schreibzugriff
und Datenzugriff austauschbar verwendet werden.
Ohne darauf beschränkt zu sein, können beispiel-
hafte Cloud-Schnittstellen den IBM® Cloud Manager
oder die Amazon® Simple Storage Service(Amazon
S3)-Schnittstelle umfassen. Wie weiter oben erläu-
tert, machen die Cloud-Umwandlungsanweisungen
301 Cloud-Speicher somit ähnlich wie andere lokale



DE 11 2018 005 121 T5    2020.06.10

7/19

Speichereinheiten auf transparente Art und Weise für
einen Speicher-Controller verfügbar.

[0030] Zusätzlich kann der Einheitenadapter 300
bei manchen Ausführungsformen mehrere Dienstni-
veaus für eine Speicherung und Verbindung mit der
virtuellen Speicherbank eines Cloud-Speichers er-
möglichen. Zum Beispiel gibt es bei manchen der-
artigen Ausführungsformen drei Dienstniveaus. Al-
lerdings können bei anderen Ausführungsformen,
die mehrere Dienstniveaus bereitstellen, zwei oder
mehr als drei Dienstniveaus bereitgestellt werden. In
diesem Beispiel werden drei Dienstniveaus verwen-
det, und die Auswahl des Dienstniveaus erfolgt auf
Grundlage der Komprimierbarkeit der Daten, einer
entsprechenden Eingabe/Ausgabe-Datenrate für die
virtuellen lokalen Speicherbänke und einer Dienstni-
veauvereinbarung (Service Level Agreement, SLA).
Wenn eine Dienstniveauvereinbarung zum Beispiel
eine geringe Dienstgüte angibt, die E/A-Datenrate
für die virtuelle lokale Speicherbank unter einem
Schwellenwert liegt und die Daten, auf die zugegrif-
fen wird, komprimierbar sind, wird ein erstes Dienst-
niveau ausgewählt. Eine geringe Dienstgüte kann je-
de Dienstgüte unterhalb eines vordefinierten Schwel-
lenwerts für das Dienstniveau sein. Das erste Dienst-
niveau ist das niedrigste Dienstniveau aus den drei
Optionen in diesem Beispiel. Es kann zum Beispiel
höhere Latenzen und einen geringeren Durchsatz als
die beiden anderen Dienstniveaus umfassen. Wenn
die Dienstniveauvereinbarung eine geringe Dienst-
güte angibt, die E/A-Datenrate für die virtuelle lo-
kale Speicherbank unter einem Schwellenwert liegt
und die Daten nicht komprimierbar sind, wird das
zweite Dienstniveau ausgewählt. Das zweite Dienst-
niveau weist einen höheren Durchsatz und/oder we-
niger Latenz als das erste Dienstniveau auf. Das
letzte oder dritte Dienstniveau wird für alle anderen
Daten verwendet (z.B. wenn die SLA ein Dienstni-
veau über dem vordefinierten Schwellenwert angibt
und/oder die E/A-Datenrate über einem Schwellen-
wert liegt). Das dritte Dienstniveau weist einen höhe-
ren Durchsatz und/oder weniger Latenz als das ers-
te und zweite Dienstniveau auf. Indem verschiede-
ne Dienstniveaus bereitgestellt werden, kann der Ein-
heitenadapter 326 die virtuellen Speicherbänke ei-
nes Cloud-Speichers nutzen, um bei der Erfüllung
der Kundenanforderungen an Datenspeicherung und
-zugriff eine größere Flexibilität bereitzustellen. Ob-
wohl das erste, zweite und dritte Beispielniveau mit
Blick auf Latenz und Durchsatz als unterschiedlich
beschrieben werden, ist darauf hinzuweisen, dass
zur Unterscheidung der Dienstniveaus auch andere
Faktoren herangezogen werden können. Zum Bei-
spiel weisen bei manchen Ausführungsformen die
drei Dienstniveaus dieselbe Latenz und denselben
Durchsatz, aber unterschiedliche Kosten- und Red-
undanzniveaus auf.

[0031] Fig. 4 ist ein Ablaufplan, der eine Ausfüh-
rungsform eines Verfahrens 400 eines Verwendens
von Cloud-Speicher als eine Speicherbank darstellt.
Das Verfahren 400 kann durch einen Einheitenadap-
ter wie z.B. die Einheitenadapter 226 oder durch ei-
nen Speicher-Controller wie z.B. die Speicher-Con-
troller 222 realisiert sein. Zum Beispiel kann das Ver-
fahren 300 durch eine CPU wie z.B. die CPU 305 in
der Datenverarbeitungseinheit 300 realisiert sein, die
Anweisungen wie z.B. die Cloud-Umwandlungsan-
weisungen 301 ausführt. Dabei sollte klar sein, dass
die Reihenfolge von Aktionen in dem Beispielverfah-
ren 400 zu Erläuterungszwecken bereitgestellt wird
und dass das Verfahren bei anderen Ausführungs-
formen in einer anderen Reihenfolge durchgeführt
werden kann. Entsprechend versteht sich von selbst,
dass bei anderen Ausführungsformen manche Aktio-
nen weggelassen oder zusätzliche Aktionen hinzuge-
fügt werden können.

[0032] In Block 402 wird Speicherplatz in einer oder
mehreren Cloud-Speichereinheiten über eine Cloud-
Schnittstelle zugeordnet. Eine Cloud-Schnittstelle ist
eine Schnittstelle, die konfiguriert ist, um einen Zu-
griff auf die Cloud-Speichereinheiten zu ermöglichen.
Zum Beispiel kann die Cloud-Schnittstelle als eine
Anwendungsprogrammschnittstelle (Application Pro-
gramming Interface, API) realisiert sein. Beispiel-
Cloud-Schnittstellen werden weiter oben erläutert.
Ein Zuordnen des Cloud-Speichers kann ein Anfor-
dern einer angegebenen Menge an Speicher über
die Cloud-Schnittstelle umfassen. Dieser Speicher-
platz kann statisch angefordert werden, bevor er be-
nötigt wird, oder er kann dynamisch angefordert wer-
den, sobald Speicherplatz benötigt wird. Wie hier ver-
wendet, handelt es sich bei Cloud-Speichereinhei-
ten zudem um Speichereinheiten, auf die nicht über
ein lokales Netzwerk oder eine direkte Datenüber-
tragungsleitung, sondern über ein Weitverkehrsnetz-
werk wie z. B. das Internet zugegriffen wird.

[0033] In Block 404 wird der zugeordnete Speicher-
platz auf entsprechende virtuelle lokale Adressen
abgebildet. Zum Beispiel weist bei manchen Aus-
führungsformen der Einheitenadapter oder Speicher-
Controller den zugeordneten Speicherplatz entspre-
chenden virtuellen lokalen Adressen zu. Wie hier ver-
wendet, ist eine virtuelle lokale Adresse eine Arbeits-
speicheradresse, die eine Adresse einer Speicher-
einheit zu sein scheint, die über eine lokale Verbin-
dung mit dem Einheitenadapter verbunden ist. Eine
lokale Verbindung bezieht sich auf eine Verbindung,
die nicht über ein Weitverkehrsnetzwerk oder ein ent-
fernt angeordnetes Netzwerk wie beispielsweise das
Internet hergestellt wird.

[0034] In Block 406 werden die virtuellen lokalen
Adressen, die dem zugeordneten Speicherplatz in
der einen oder den mehreren Cloud-Speichereinhei-
ten entsprechen, gruppiert oder organisiert, um ei-
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ne oder mehrere virtuelle lokale Speicherbänke (z.B.
RAID-Anordnungen) zu erzeugen. Somit werden die
virtuellen lokalen Adressen so angeordnet, dass sie
als eine lokale RAID-Anordnung von Speichereinhei-
ten direkt mit dem Einheitenadapter verbunden zu
sein scheinen.

[0035] In Block 408 werden lokale Datenzugriffsan-
forderungen für die eine oder die mehreren virtu-
ellen lokalen Speicherbänke in Cloud-Datenzugriffs-
anforderungen umgewandelt, die gemäß der Cloud-
Schnittstelle (z.B. gemäß Anforderungen der API der
Cloud-Schnittstelle) konfiguriert sind. Wie hier ver-
wendet, handelt es sich bei lokalen Datenzugriffs-
anforderungen um Anforderungen, welche die virtu-
ellen lokalen Adressen verwenden und gemäß An-
forderungen des Einheitenadapters für ein Zugreifen
auf lokale, direkt mit dem Einheitenadapter verbunde-
ne RAID-Anordnungen formatiert sind. Entsprechend
handelt es sich bei Cloud-Datenzugriffsanforderun-
gen um Datenzugriffsanforderungen, die gemäß An-
forderungen der Cloud-Schnittstelle konfiguriert sind
und Adressen für die Cloud-Speichereinheiten ver-
wenden. Die Datenzugriffsanforderungen können Le-
se- und SchreibAnforderungen sowie verschiedene
Verwaltungsmerkmale wie Schwellenwertfestlegung,
Datenverschlüsselung usw. umfassen.

[0036] In Block 410 werden die umgewandelten
Cloud-Datenzugriffsanforderungen über die Cloud-
Schnittstelle und einen Netzwerkanschluss des Ein-
heitenadapters an die eine oder die mehreren Cloud-
Speichereinheiten übertragen. Auf diese Weise er-
möglicht das Verfahren 400 wie oben beschrieben ei-
nem Speicherteilsystem, Cloud-Speicher mit densel-
ben für den Cloud-Speicher verfügbaren Merkmalen
zu verwenden, wie dies für lokale RAID-Anordnungen
der Fall ist, die über eine lokale Verbindung mit dem
Einheitenadapter verbunden sind.

[0037] Bei der vorliegenden Erfindung kann es sich
um ein System, ein Verfahren und/oder ein Compu-
terprogrammprodukt mit einem beliebigen möglichen
Grad an technischer Integration handeln. Das Com-
puterprogrammprodukt kann (ein) durch einen Com-
puter lesbare(s) Speichermedium (oder -medien) um-
fassen, auf dem/denen durch einen Computer lesba-
re Programmanweisungen gespeichert sind, um ei-
nen Prozessor dazu zu veranlassen, Aspekte der vor-
liegenden Erfindung auszuführen.

[0038] Bei dem durch einen Computer lesbaren
Speichermedium kann es sich um eine physische
Einheit handeln, die Anweisungen zur Verwendung
durch eine Anweisungsausführungseinheit behalten
und speichern kann. Bei dem durch einen Computer
lesbaren Speichermedium kann es sich zum Beispiel
um eine elektronische Speichereinheit, eine magne-
tische Speichereinheit, eine optische Speicherein-
heit, eine elektromagnetische Speichereinheit, eine

Halbleiterspeichereinheit oder jede geeignete Kom-
bination daraus handeln, ohne auf diese beschränkt
zu sein. Zu einer nicht erschöpfenden Liste spezi-
fischerer Beispiele des durch einen Computer les-
baren Speichermediums gehören die Folgenden: ei-
ne tragbare Computerdiskette, eine Festplatte, ein
Direktzugriffsspeicher (RAM), ein Nur-Lese-Speicher
(ROM), ein löschbarer programmierbarer Nur-Lese-
Speicher (EPROM bzw. Flash-Speicher), ein sta-
tischer Direktzugriffsspeicher (SRAM), ein tragba-
rer Compact-Disc-Nur-Lese-Speicher (CD-ROM), ei-
ne DVD (Digital Versatile Disc), ein Speicher-Stick,
eine Diskette, eine mechanisch kodierte Einheit wie
zum Beispiel Lochkarten oder erhabene Strukturen
in einer Rille, auf denen Anweisungen gespeichert
sind, und jede geeignete Kombination daraus. Ein
durch einen Computer lesbares Speichermedium soll
in der Verwendung hierin nicht als flüchtige Signale
an sich aufgefasst werden, wie zum Beispiel Funk-
wellen oder andere sich frei ausbreitende elektro-
magnetische Wellen, elektromagnetische Wellen, die
sich durch einen Wellenleiter oder ein anderes Über-
tragungsmedium ausbreiten (z.B. durch ein Lichtwel-
lenleiterkabel geleitete Lichtimpulse) oder durch ei-
nen Draht übertragene elektrische Signale.

[0039] Hierin beschriebene, durch einen Compu-
ter lesbare Programmanweisungen können von ei-
nem durch einen Computer lesbaren Speichermedi-
um auf jeweilige Datenverarbeitungs-/Verarbeitungs-
einheiten oder über ein Netzwerk wie zum Beispiel
das Internet, ein lokales Netzwerk, ein Weitverkehrs-
netzwerk und/oder ein drahtloses Netzwerk auf ei-
nen externen Computer oder eine externe Spei-
chereinheit heruntergeladen werden. Das Netzwerk
kann Kupferübertragungskabel, Lichtwellenübertra-
gungsleiter, drahtlose Übertragung, Leitwegrechner,
Firewalls, Vermittlungseinheiten, Gateway-Computer
und/oder Edge-Server aufweisen. Eine Netzwerkad-
apterkarte oder Netzwerkschnittstelle in jeder Daten-
verarbeitungs-/Verarbeitungseinheit empfängt durch
einen Computer lesbare Programmanweisungen aus
dem Netzwerk und leitet die durch einen Computer
lesbaren Programmanweisungen zur Speicherung in
einem durch einen Computer lesbaren Speicherme-
dium innerhalb der entsprechenden Datenverarbei-
tungs-/Verarbeitungseinheit weiter.

[0040] Bei durch einen Computer lesbaren Pro-
grammanweisungen zum Ausführen von Arbeits-
schritten der vorliegenden Erfindung kann es sich
um Assembler-Anweisungen, ISA-Anweisungen (In-
struction Set Architecture), Maschinenanweisun-
gen, maschinenabhängige Anweisungen, Mikrocode,
Firmware-Anweisungen, zustandseinstellende Da-
ten, Konfigurationsdaten für eine integrierte Schal-
tung oder sowohl um Quellcode als auch um Ob-
jektcode handeln, die in einer beliebigen Kombinati-
on aus einer oder mehreren Programmiersprachen
geschrieben werden, darunter objektorientierte Pro-
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grammiersprachen wie Smalltalk, C++ o.ä. sowie her-
kömmliche prozedurale Programmiersprachen wie
die Programmiersprache „C“ oder ähnliche Program-
miersprachen. Die durch einen Computer lesbaren
Programmanweisungen können vollständig auf dem
Computer des Benutzers, teilweise auf dem Compu-
ter des Benutzers, als eigenständiges Software-Pa-
ket, teilweise auf dem Computer des Benutzers und
teilweise auf einem entfernt angeordneten Computer
oder vollständig auf dem entfernt angeordneten Com-
puter oder Server ausgeführt werden. In letzterem
Fall kann der entfernt angeordnete Computer mit dem
Computer des Benutzers durch eine beliebige Art
Netzwerk verbunden sein, darunter ein lokales Netz-
werk (LAN) oder ein Weitverkehrsnetzwerk (WAN),
oder die Verbindung kann mit einem externen Com-
puter hergestellt werden (zum Beispiel über das In-
ternet unter Verwendung eines Internet-Dienstanbie-
ters). In einigen Ausführungsformen können elektro-
nische Schaltungen, darunter zum Beispiel program-
mierbare Logikschaltungen, im Feld programmierba-
re Gatter-Anordnungen (FPGA, Field Programma-
ble Gate Arrays) oder programmierbare Logikan-
ordnungen (PLA, Programmable Logic Arrays) die
durch einen Computer lesbaren Programmanweisun-
gen ausführen, indem sie Zustandsinformationen der
durch einen Computer lesbaren Programmanweisun-
gen nutzen, um die elektronischen Schaltungen zu
personalisieren, um Aspekte der vorliegenden Erfin-
dung durchzuführen.

[0041] Aspekte der vorliegenden Erfindung sind
hierin unter Bezugnahme auf Ablaufplandarstellun-
gen und/oder Blockschaubilder bzw. Schaubilder von
Verfahren, Vorrichtungen (Systemen) und Compu-
terprogrammprodukten gemäß Ausführungsformen
der Erfindung beschrieben. Es wird darauf hinge-
wiesen, dass jeder Block der Ablaufpläne und/oder
der Blockschaltbilder bzw. Schaubilder sowie Kom-
binationen von Blöcken in den Ablaufplänen und/
oder den Blockschaltbildern bzw. Schaubildern mit-
tels durch einen Computer lesbare Programmanwei-
sungen ausgeführt werden können.

[0042] Diese durch einen Computer lesbaren Pro-
grammanweisungen können einem Prozessor ei-
nes Universalcomputers, eines Spezialcomputers
oder einer anderen programmierbaren Datenverar-
beitungsvorrichtung bereitgestellt werden, um eine
Maschine zu erzeugen, so dass die über den Prozes-
sor des Computers bzw. der anderen programmier-
baren Datenverarbeitungsvorrichtung ausgeführten
Anweisungen ein Mittel zur Umsetzung der in dem
Block bzw. den Blöcken der Ablaufpläne und/oder
der Blockschaltbilder bzw. Schaubilder festgeleg-
ten Funktionen/Schritte erzeugen. Diese durch ei-
nen Computer lesbaren Programmanweisungen kön-
nen auch auf einem durch einen Computer lesbaren
Speichermedium gespeichert sein, das einen Com-
puter, eine programmierbare Datenverarbeitungsvor-

richtung und/oder andere Einheiten so steuern kann,
dass sie auf eine bestimmte Art funktionieren, so
dass das durch einen Computer lesbare Speicher-
medium, auf dem Anweisungen gespeichert sind,
ein Herstellungsprodukt aufweist, darunter Anwei-
sungen, welche Aspekte der/des in dem Block bzw.
den Blöcken des Ablaufplans und/oder der Block-
schaltbilder bzw. Schaubilder angegebenen Funkti-
on/Schritts umsetzen.

[0043] Die durch einen Computer lesbaren Pro-
grammanweisungen können auch auf einen Com-
puter, eine andere programmierbare Datenverarbei-
tungsvorrichtung oder eine andere Einheit geladen
werden, um das Ausführen einer Reihe von Prozess-
schritten auf dem Computer bzw. der anderen pro-
grammierbaren Vorrichtung oder anderen Einheit zu
verursachen, um einen durch einen Computer umge-
setzten Prozess zu erzeugen, so dass die auf dem
Computer, einer anderen programmierbaren Vorrich-
tung oder einer anderen Einheit ausgeführten Anwei-
sungen die in dem Block bzw. den Blöcken der Ab-
laufpläne und/oder der Blockschaltbilder bzw. Schau-
bilder festgelegten Funktionen/Schritte umsetzen.

[0044] Die Ablaufpläne und die Blockschaltbilder
bzw. Schaubilder in den Figuren veranschaulichen
die Architektur, die Funktionalität und den Betrieb
möglicher Ausführungen von Systemen, Verfahren
und Computerprogrammprodukten gemäß verschie-
denen Ausführungsformen der vorliegenden Erfin-
dung. In diesem Zusammenhang kann jeder Block
in den Ablaufplänen oder Blockschaltbildern bzw.
Schaubildern ein Modul, ein Segment oder einen Teil
von Anweisungen darstellen, die eine oder mehre-
re ausführbare Anweisungen zur Ausführung der be-
stimmten logischen Funktion(en) aufweisen. In eini-
gen alternativen Ausführungen können die in dem
Block angegebenen Funktionen in einer anderen Rei-
henfolge als in den Figuren gezeigt stattfinden. Zwei
nacheinander gezeigte Blöcke können zum Beispiel
in Wirklichkeit im Wesentlichen gleichzeitig ausge-
führt werden, oder die Blöcke können manchmal je
nach entsprechender Funktionalität in umgekehrter
Reihenfolge ausgeführt werden. Es ist ferner anzu-
merken, dass jeder Block der Blockschaltbilder bzw.
Schaubilder und/oder der Ablaufpläne sowie Kombi-
nationen aus Blöcken in den Blockschaltbildern bzw.
Schaubildern und/oder den Ablaufplänen durch spe-
zielle auf Hardware beruhende Systeme umgesetzt
werden können, welche die festgelegten Funktionen
oder Schritte durchführen, oder Kombinationen aus
Spezial-Hardware und Computeranweisungen aus-
führen.

BEISPIELAUSFÜHRUNGSFORM EN

[0045] Beispiel 1 umfasst ein durch einen Com-
puter realisiertes Verfahren zum Verwenden von
Cloud-Speicher als eine Speicherbank. Das Verfah-
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ren weist ein Zuordnen von Speicherplatz in ei-
ner oder mehreren Cloud-Speichereinheiten über ei-
ne Cloud-Schnittstelle; ein Abbilden des zugeordne-
ten Speicherplatzes auf entsprechende virtuelle lo-
kale Adressen; ein Gruppieren der virtuellen lokalen
Adressen, um aus dem zugeordneten Speicherplatz
in der einen oder den mehreren Cloud-Speicherein-
heiten eine oder mehrere virtuelle lokale Speicher-
bänke zu erzeugen; ein Umwandeln von lokalen Da-
tenzugriffsanforderungen für die eine oder die mehre-
ren virtuellen lokalen Speicherbänke in Cloud-Daten-
zugriffsanforderungen, die für die Cloud-Schnittstelle
konfiguriert sind; und ein Übertragen der Cloud-Da-
tenzugriffsanforderungen über die Cloud-Schnittstel-
le an die eine oder die mehreren Cloud-Speicherein-
heiten auf.

[0046] Beispiel 2 umfasst das Verfahren aus Bei-
spiel 1, wobei ein Übertragen der Cloud-Datenzu-
griffsanforderung des Weiteren ein Zuweisen eines
ersten Dienstniveaus, eines zweiten Dienstniveaus
oder eines dritten Dienstniveaus zu der Cloud-Daten-
zugriffsanforderung aufweist. Das erste Dienstniveau
hat höhere Latenzen und einen geringen Durchsatz
als die zweiten und dritten Dienstniveaus, und das
zweite Dienstniveau hat höhere Latenzen und einen
geringeren Durchsatz als das dritte Dienstniveau.

[0047] Beispiel 3 umfasst das Verfahren aus Bei-
spiel 2, des Weiteren aufweisend ein Zuweisen des
ersten Dienstniveaus zu der Cloud-Datenzugriffsan-
forderung als Reaktion auf ein Ermitteln, dass eine
Dienstniveauvereinbarung eine Dienstgüte unter ei-
nem ersten vordefinierten Schwellenwert angibt, ei-
ne Eingabe/Ausgabe-Datenrate unter einem zwei-
ten vordefinierten Schwellenwert liegt und der Daten-
zugriffsanforderung zugehörige Daten komprimierbar
sind.

[0048] Beispiel 4 umfasst das Verfahren aus einem
beliebigen der Beispiele 2 und 3, des Weiteren auf-
weisend ein Zuweisen des zweiten Dienstniveaus zu
der Cloud-Datenzugriffsanforderung als Reaktion auf
ein Ermitteln, dass eine Dienstniveauvereinbarung
eine Dienstgüte unter einem ersten vordefinierten
Schwellenwert angibt, eine Eingabe/Ausgabe-Daten-
rate unter einem zweiten vordefinierten Schwellen-
wert liegt und der Datenzugriffsanforderung zugehö-
rige Daten nicht komprimierbar sind.

[0049] Beispiel 5 umfasst das Verfahren aus einem
beliebigen der Beispiele 2 bis 4, des Weiteren aufwei-
send ein Zuweisen des dritten Dienstniveaus zu der
Cloud-Datenzugriffsanforderung als Reaktion auf ein
Ermitteln, dass eine Dienstniveauvereinbarung eine
Dienstgüte über einem ersten vordefinierten Schwel-
lenwert angibt oder eine Eingabe/Ausgabe-Datenra-
te über einem zweiten vordefinierten Schwellenwert
liegt.

[0050] Beispiel 6 umfasst das Verfahren aus einem
beliebigen der Beispiele 1 bis 5, wobei ein Gruppieren
der virtuellen lokalen Adressen, um eine oder meh-
rere virtuelle lokale Speicherbänke zu erzeugen, ein
Gruppieren der virtuellen lokalen Adressen aufweist,
um eine Mehrzahl von virtuellen lokalen Speicher-
bänken zu erzeugen, wobei jede aus der Mehrzahl
von virtuellen lokalen Speicherbänken eine andere
Größe aufweist.

[0051] Beispiel 7 umfasst ein Speichersystem. Das
Speichersystem weist einen Host-Adapter mit einem
oder mehreren Anschlüssen, die konfiguriert sind,
um den Host-Adapter mit einer oder mehreren Host-
Einheiten kommunikativ zu koppeln; einen Speicher-
Controller, der einen Prozessor und einen Arbeits-
speicher aufweist, wobei der Speicher-Controller mit
dem Host kommunikativ gekoppelt ist; und einen Ein-
heitenadapter auf, der einen Prozessor und einen
Arbeitsspeicher aufweist, wobei der Einheitenadap-
ter mit dem Speicher-Controller kommunikativ ge-
koppelt ist. Der Einheitenadapter weist des Weite-
ren eine Mehrzahl von Anschlüssen, die mit einer
Mehrzahl von lokalen Speicherlaufwerken kommu-
nikativ gekoppelt sind, und mindestens einen Netz-
werkanschluss auf, der über ein Netzwerk mit ei-
ner Mehrzahl von Cloud-Speichereinheiten kommu-
nikativ gekoppelt ist. Entweder der Einheitenadapter
oder der Speicher-Controller ist des Weiteren kon-
figuriert, um ein Umwandlungsmodul zu realisieren.
Das Umwandlungsmodul ist konfiguriert, um Spei-
cherplatz in einer oder mehreren der Cloud-Spei-
chereinheiten zuzuordnen; den zugeordneten Spei-
cherplatz entsprechenden virtuellen lokalen Adres-
sen zuzuweisen; den zugeordneten Speicherplatz in
eine oder mehrere virtuelle lokale redundante Anord-
nungen von unabhängigen Festplatten (RAID-Anord-
nungen) zu organisieren; und lokale Datenzugriffs-
anforderungen für die eine oder die mehreren virtu-
ellen lokalen RAID-Anforderungen in Cloud-Daten-
zugriffsanforderungen umzuwandeln, die gemäß An-
forderungen einer Anwendungsprogrammschnittstel-
le (API) zum Zugreifen auf die Mehrzahl von Cloud-
Speichereinheiten konfiguriert sind.

[0052] Beispiel 8 umfasst das Speichersystem aus
Beispiel 7, wobei das Umwandlungsmodul des Wei-
teren konfiguriert ist, um der Cloud-Datenzugriffs-
anforderung ein erstes Dienstniveau, ein zweites
Dienstniveau oder ein drittes Dienstniveau zuzuwei-
sen. Das erste Dienstniveau hat höhere Latenzen
und einen geringen Durchsatz als die zweiten und
dritten Dienstniveaus, und das zweite Dienstniveau
hat höhere Latenzen und einen geringeren Durchsatz
als das dritte Dienstniveau.

[0053] Beispiel 9 umfasst das Speichersystem aus
Beispiel 8, wobei das Umwandlungsmodul des Wei-
teren konfiguriert ist, um als Reaktion auf ein Er-
mitteln, dass eine Dienstniveauvereinbarung eine
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Dienstgüte unter einem ersten vordefinierten Schwel-
lenwert angibt, eine Eingabe/Ausgabe-Datenrate un-
ter einem zweiten vordefinierten Schwellenwert liegt
und der Datenzugriffsanforderung zugehörige Daten
komprimierbar sind, der Cloud-Datenzugriffsanforde-
rung das erste Dienstniveau zuzuweisen.

[0054] Beispiel 10 umfasst das Speichersystem aus
einem beliebigen der Beispiele 8 und 9, wobei das
Umwandlungsmodul des Weiteren konfiguriert ist,
um als Reaktion auf ein Ermitteln, dass eine Dienst-
niveauvereinbarung eine Dienstgüte unter einem ers-
ten vordefinierten Schwellenwert angibt, eine Einga-
be/Ausgabe-Datenrate unter einem zweiten vorde-
finierten Schwellenwert liegt und der Datenzugriffs-
anforderung zugehörige Daten nicht komprimierbar
sind, der Cloud-Datenzugriffsanforderung das zweite
Dienstniveau zuzuweisen.

[0055] Beispiel 11 umfasst das Speichersystem aus
einem beliebigen der Beispiele 8 bis 10, wobei das
Umwandlungsmodul des Weiteren konfiguriert ist,
um als Reaktion auf ein Ermitteln, dass eine Dienstni-
veauvereinbarung eine Dienstgüte über einem ersten
vordefinierten Schwellenwert angibt oder eine Einga-
be/Ausgabe-Datenrate über einem zweiten vordefi-
nierten Schwellenwert liegt, der Cloud-Datenzugriffs-
anforderung das dritte Dienstniveau zuzuweisen.

[0056] Beispiel 12 umfasst das Speichersystem aus
einem beliebigen der Beispiele 7 bis 11, wobei das
Umwandlungsmodul des Weiteren konfiguriert ist,
um den zugeordneten Speicherplatz in eine Mehrzahl
von virtuellen lokalen RAID-Anordnungen zu organi-
sieren, wobei jede aus der Mehrzahl von virtuellen lo-
kalen RAID-Anforderungen eine andere Größe auf-
weist.

[0057] Beispiel 13 umfasst das Speichersystem aus
einem beliebigen der Beispiel 7 bis 12, wobei der
Netzwerkanschluss des Einheitenadapters ein Ether-
net-Anschluss ist.

[0058] Beispiel 14 umfasst ein Computerprogramm-
produkt, aufweisend ein durch einen Computer les-
bares Speichermedium mit einem darin gespeicher-
ten, durch einen Computer lesbaren Programm. Das
durch einen Computer lesbare Programm veranlasst
bei Ausführung durch einen Prozessor den Prozes-
sor, Speicherplatz in einer oder mehreren Cloud-
Speichereinheiten über eine Cloud-Schnittstelle zu-
zuordnen; den zugeordneten Speicherplatz auf ent-
sprechende virtuelle lokale Adressen abzubilden;
die virtuellen lokalen Adressen zu gruppieren, um
aus dem zugeordneten Speicherplatz in der einen
oder den mehreren Cloud-Speichereinheiten eine
oder mehrere virtuelle lokale redundante Anordnun-
gen von Festplatten(RAID)-Anordnungen zu erzeu-
gen; lokale Datenzugriffsanforderungen für die eine
oder die mehreren virtuellen lokalen RAID-Anforde-

rungen in Cloud-Datenzugriffsanforderungen umzu-
wandeln, die für die Cloud-Schnittstelle konfiguriert
sind; und die Cloud-Datenzugriffsanforderungen über
die Cloud-Schnittstelle an die eine oder die mehreren
Cloud-Speichereinheiten zu übertragen.

[0059] Beispiel 15 umfasst das Computerprogramm-
produkt aus Beispiel 14, wobei das durch einen Com-
puter lesbare Programm des Weiteren konfiguriert
ist, um den Prozessor zu veranlassen, der Cloud-Da-
tenzugriffsanforderung ein erstes Dienstniveau, ein
zweites Dienstniveau oder ein drittes Dienstniveau
zuzuweisen. Das erste Dienstniveau hat höhere La-
tenzen und einen geringen Durchsatz als das zweite
und dritte Dienstniveau, und das zweite Dienstniveau
hat höhere Latenzen und einen geringeren Durchsatz
als das dritte Dienstniveau.

[0060] Beispiel 16 umfasst das Computerprogramm-
produkt aus Beispiel 15, wobei das durch einen Com-
puter lesbare Programm des Weiteren konfiguriert ist,
um den Prozessor zu veranlassen, als Reaktion auf
ein Ermitteln, dass eine Dienstniveauvereinbarung
eine Dienstgüte unter einem ersten vordefinierten
Schwellenwert angibt, eine Eingabe/Ausgabe-Daten-
rate unter einem zweiten vordefinierten Schwellen-
wert liegt und der Datenzugriffsanforderung zuge-
hörige Daten komprimierbar sind, der Cloud-Daten-
zugriffsanforderung das erste Dienstniveau zuzuwei-
sen.

[0061] Beispiel 17 umfasst das Computerprogramm-
produkt aus einem beliebigen der Beispiele 15 und
16, wobei das durch einen Computer lesbare Pro-
gramm des Weiteren konfiguriert ist, um den Prozes-
sor zu veranlassen, als Reaktion auf ein Ermitteln,
dass eine Dienstniveauvereinbarung eine Dienstgü-
te unter einem ersten vordefinierten Schwellenwert
angibt, eine Eingabe/Ausgabe-Datenrate unter ei-
nem zweiten vordefinierten Schwellenwert liegt und
der Datenzugriffsanforderung zugehörige Daten nicht
komprimierbar sind, der Cloud-Datenzugriffsanforde-
rung das zweite Dienstniveau zuzuweisen.

[0062] Beispiel 18 umfasst das Computerprogramm-
produkt aus einem beliebigen der Beispiele 15 bis 17,
wobei das durch einen Computer lesbare Programm
des Weiteren konfiguriert ist, um den Prozessor zu
veranlassen, als Reaktion auf ein Ermitteln, dass eine
Dienstniveauvereinbarung eine Dienstgüte über ei-
nem ersten vordefinierten Schwellenwert angibt oder
eine Eingabe/Ausgabe-Datenrate über einem zwei-
ten vordefinierten Schwellenwert liegt, der Cloud-Da-
tenzugriffsanforderung das dritte Dienstniveau zuzu-
weisen.

[0063] Beispiel 19 umfasst das Computerprogramm-
produkt aus einem beliebigen der Beispiele 14 bis
18, wobei das durch einen Computer lesbare Pro-
gramm des Weiteren konfiguriert ist, um den Prozes-
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sor zu veranlassen, die virtuellen lokalen Adressen zu
gruppieren, um eine Mehrzahl von virtuellen lokalen
RAID-Anordnungen zu erzeugen, wobei jede aus der
Mehrzahl von virtuellen lokalen RAID-Anforderungen
eine andere Größe aufweist.

[0064] Beispiel 20 umfasst das Computerprogramm-
produkt aus einem beliebigen der Beispiele 14 bis
19, wobei das durch einen Computer lesbare Pro-
gramm des Weiteren konfiguriert ist, um den Prozes-
sor zu veranlassen, lokale Datenzugriffsanforderun-
gen für die eine oder die mehreren virtuellen lokalen
RAID-Anordnungen entsprechend den Anforderun-
gen einer Anwendungsprogrammschnittstelle (API)
der Cloud-Schnittstelle in Cloud-Datenzugriffsanfor-
derungen umzuwandeln.

[0065] Beispiel 21 umfasst eine Datenverarbei-
tungseinheit. Die Datenverarbeitungseinheit weist ei-
nen Netzwerkadapter, der konfiguriert ist, um die Da-
tenverarbeitungseinheit über ein Netzwerk mit einer
oder mehreren Cloud-Speichereinheiten kommuni-
kativ zu koppeln; ein Speichermedium, das konfigu-
riert ist, um Daten zu speichern; und einen Prozessor
auf, der mit dem Netzwerkadapter und dem Speicher-
medium kommunikativ gekoppelt ist. Der Prozessor
ist konfiguriert, um Speicherplatz in einer oder mehre-
ren Cloud-Speichereinheiten über eine Anwendungs-
programmschnittstelle (API) zuzuordnen, die der ei-
nen oder den mehreren Cloud-Speichereinheiten zu-
gehörig ist; eine Abbildtabelle zu erzeugen, die den
zugeordneten Speicherplatz auf entsprechende vir-
tuelle lokale Adressen abbildet und die virtuellen lo-
kalen Adressen gruppiert, um aus dem zugeordne-
ten Speicherplatz in der einen oder den mehreren
Cloud-Speichereinheiten eine oder mehrere virtuelle
lokale Speicherbänke zu erzeugen, wobei die Abbild-
tabelle in dem Speichermedium gespeichert ist; Da-
tenzugriffsanforderungen für die eine oder die meh-
reren virtuellen lokalen Speicherbänke in Cloud-Da-
tenzugriffsanforderungen umzuwandeln, die für die
API konfiguriert sind, die der einen oder den mehre-
ren Cloud-Speichereinheiten zugehörig ist; und die
Cloud-Datenzugriffsanforderungen über die API, die
der einen oder den mehreren Cloud-Speichereinhei-
ten zugehörig ist, an die eine oder die mehreren
Cloud-Speichereinheiten zu übertragen.

[0066] Beispiel 22 umfasst die Datenverarbeitungs-
einheit aus Beispiel 21, wobei der Prozessor des Wei-
teren konfiguriert ist, um der Cloud-Datenzugriffsan-
forderung zumindest teilweise auf Grundlage einer
Komprimierbarkeit von Daten, die der Cloud-Daten-
zugriffsanforderung zugehörig sind, einer Eingabe/
Ausgabe-Datenrate, die der einen oder den mehre-
ren virtuellen lokalen Speicherbänken zugehörig ist,
und einer Dienstgütevereinbarung ein erstes Dienst-
niveau, ein zweites Dienstniveau oder ein drittes
Dienstniveau zuzuweisen.

[0067] Beispiel 23 umfasst die Datenverarbeitungs-
einheit aus Beispiel 22, wobei der Prozessor des Wei-
teren konfiguriert ist, um als Reaktion auf ein Ermit-
teln, dass die Dienstniveauvereinbarung eine Dienst-
güte unter einem ersten vordefinierten Schwellen-
wert angibt, die Eingabe/Ausgabe-Datenrate unter ei-
nem zweiten vordefinierten Schwellenwert liegt und
die der Datenzugriffsanforderung zugehörigen Daten
komprimierbar sind, der Cloud-Datenzugriffsanforde-
rung das erste Dienstniveau zuzuweisen.

[0068] Beispiel 24 umfasst die Datenverarbeitungs-
einheit aus einem beliebigen der Beispiele 22 und
23, wobei der Prozessor des Weiteren konfiguriert ist,
um als Reaktion auf ein Ermitteln, dass die Dienstni-
veauvereinbarung eine Dienstgüte unter einem ers-
ten vordefinierten Schwellenwert angibt, die Einga-
be/Ausgabe-Datenrate unter einem zweiten vordefi-
nierten Schwellenwert liegt und die der Datenzugriffs-
anforderung zugehörige Daten nicht komprimierbar
sind, der Cloud-Datenzugriffsanforderung das zweite
Dienstniveau zuzuweisen.

[0069] Beispiel 25 umfasst die Datenverarbeitungs-
einheit aus einem beliebigen der Beispiele 22 bis 24,
wobei der Prozessor des Weiteren konfiguriert ist, um
als Reaktion auf ein Ermitteln, dass die Dienstniveau-
vereinbarung eine Dienstgüte über einem ersten vor-
definierten Schwellenwert angibt oder die Eingabe/
Ausgabe-Datenrate über einem zweiten vordefinier-
ten Schwellenwert liegt, der Cloud-Datenzugriffsan-
forderung das dritte Dienstniveau zuzuweisen.

[0070] Obwohl hier spezifische Ausführungsformen
veranschaulicht und beschrieben wurden, sollte für
den Fachmann offensichtlich sein, dass anstelle der
gezeigten spezifischen Ausführungsformen jede An-
ordnung verwendet werden kann, die zur Erfüllung
desselben Zwecks dient. Es ist somit ausdrücklich
beabsichtigt, dass diese Erfindung ausschließlich
durch die Ansprüche und deren Entsprechungen be-
schränkt wird.

Patentansprüche

1.    Durch einen Computer realisiertes Verfah-
ren zum Verwenden eines Cloud-Speichers als eine
Speicherbank, wobei das Verfahren aufweist:
ein Zuordnen von Speicherplatz in einer oder meh-
reren Cloud-Speichereinheiten über eine Cloud-
Schnittstelle;
ein Abbilden des zugeordneten Speicherplatzes auf
entsprechende virtuelle lokale Adressen;
ein Gruppieren der virtuellen lokalen Adressen, um
aus dem zugeordneten Speicherplatz in der einen
oder den mehreren Cloud-Speichereinheiten eine
oder mehrere virtuelle lokale Speicherbänke zu er-
zeugen;
ein Umwandeln von lokalen Datenzugriffsanforde-
rungen für die eine oder die mehreren virtuellen lo-
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kalen Speicherbänke in Cloud-Datenzugriffsanforde-
rungen, die für die Cloud-Schnittstelle konfiguriert
sind; und
ein Übertragen der Cloud-Datenzugriffsanforderun-
gen über die Cloud-Schnittstelle an die eine oder die
mehreren Cloud-Speichereinheiten.

2.    Durch einen Computer realisiertes Verfah-
ren nach Anspruch 1, wobei ein Übertragen der
Cloud-Datenzugriffsanforderung des Weiteren ein
Zuweisen eines ersten Dienstniveaus, eines zweiten
Dienstniveaus oder eines dritten Dienstniveaus zu
der Cloud-Datenzugriffsanforderung aufweist; wobei
das erste Dienstniveau höhere Latenzen und einen
geringen Durchsatz als das zweite und dritte Dienst-
niveau und das zweite Dienstniveau höhere Latenzen
und einen geringeren Durchsatz als das dritte Dienst-
niveau hat.

3.    Durch einen Computer realisiertes Verfahren
nach Anspruch 2, des Weiteren aufweisend ein Zu-
weisen des ersten Dienstniveaus zu der Cloud-Da-
tenzugriffsanforderung als Reaktion auf ein Ermitteln,
dass eine Dienstniveauvereinbarung eine Dienstgüte
unter einem ersten vordefinierten Schwellenwert an-
gibt, eine Eingabe/Ausgabe-Datenrate unter einem
zweiten vordefinierten Schwellenwert liegt und der
Datenzugriffsanforderung zugehörige Daten kompri-
mierbar sind.

4.  Durch einen Computer realisierbares Verfahren
nach Anspruch 2, des Weiteren aufweisend ein Zu-
weisen des zweiten Dienstniveaus zu der Cloud-Da-
tenzugriffsanforderung als Reaktion auf ein Ermitteln,
dass eine Dienstniveauvereinbarung eine Dienstgü-
te unter einem ersten vordefinierten Schwellenwert
angibt, eine Eingabe/Ausgabe-Datenrate unter ei-
nem zweiten vordefinierten Schwellenwert liegt und
der Datenzugriffsanforderung zugehörige Daten nicht
komprimierbar sind.

5.  Durch einen Computer realisierbares Verfahren
nach Anspruch 2, des Weiteren aufweisend ein Zu-
weisen des dritten Dienstniveaus zu der Cloud-Da-
tenzugriffsanforderung als Reaktion auf ein Ermitteln,
dass eine Dienstniveauvereinbarung eine Dienstgüte
über einem ersten vordefinierten Schwellenwert an-
gibt oder eine Eingabe/Ausgabe-Datenrate über ei-
nem zweiten vordefinierten Schwellenwert liegt.

6.  Durch einen Computer realisierbares Verfahren
nach Anspruch 1, wobei ein Gruppieren der virtuellen
lokalen Adressen, um eine oder mehrere virtuelle lo-
kale Speicherbänke zu erzeugen, ein Gruppieren der
virtuellen lokalen Adressen aufweist, um eine Mehr-
zahl von virtuellen lokalen Speicherbänken zu erzeu-
gen, wobei jede aus der Mehrzahl von virtuellen loka-
len Speicherbänken eine andere Größe aufweist.

7.  Speichersystem, aufweisend:

einen Host-Adapter mit einem oder mehreren An-
schlüssen, die konfiguriert sind, um den Host-Adap-
ter mit einer oder mehreren Host-Einheiten kommu-
nikativ zu koppeln;
einen Speicher-Controller, der einen Prozessor und
einen Arbeitsspeicher aufweist, wobei der Speicher-
Controller mit dem Host kommunikativ gekoppelt ist;
und
einen Einheitenadapter, der einen Prozessor und ei-
nen Arbeitsspeicher aufweist, wobei der Einheitenad-
apter mit dem Speicher-Controller kommunikativ ge-
koppelt ist;
wobei der Einheitenadapter des Weiteren eine Mehr-
zahl von Anschlüssen, die mit einer Mehrzahl von
lokalen Speicherlaufwerken kommunikativ gekoppelt
sind, und mindestens einen Netzwerkanschluss auf-
weist, der über ein Netzwerk mit einer Mehrzahl
von Cloud-Speichereinheiten kommunikativ gekop-
pelt ist;
wobei entweder der Einheitenadapter oder der Spei-
cher-Controller des Weiteren konfiguriert ist, um ein
Umwandlungsmodul zu realisieren, das konfiguriert
ist, um:
Speicherplatz in einer oder mehreren der Cloud-Spei-
chereinheiten zuzuordnen;
den zugeordneten Speicherplatz entsprechenden vir-
tuellen lokalen Adressen zuzuweisen;
den zugeordneten Speicherplatz in eine oder mehre-
re virtuelle lokale redundante Anordnungen von un-
abhängigen Festplatten (Redundant Array of Inde-
pendent Disks, RAID-Anordnungen) zu organisieren;
und
lokale Datenzugriffsanforderungen für die eine oder
die mehreren virtuellen lokalen RAID-Anforderungen
in Cloud-Datenzugriffsanforderungen umzuwandeln,
die gemäß Anforderungen einer Anwendungspro-
grammschnittstelle (Application Programming Inter-
face, API) zum Zugreifen auf die Mehrzahl von Cloud-
Speichereinheiten konfiguriert sind.

8.  System nach Anspruch 7, wobei das Umwand-
lungsmodul des Weiteren konfiguriert ist, um der
Cloud-Datenzugriffsanforderung ein erstes Dienst-
niveau, ein zweites Dienstniveau oder ein drittes
Dienstniveau zuzuweisen; wobei das erste Dienstni-
veau höhere Latenzen und einen geringen Durchsatz
als das zweite und dritte Dienstniveau und das zweite
Dienstniveau höhere Latenzen und einen geringeren
Durchsatz als das dritte Dienstniveau hat.

9.    System nach Anspruch 8, wobei das Um-
wandlungsmodul des Weiteren konfiguriert ist, um
als Reaktion auf ein Ermitteln, dass eine Dienstni-
veauvereinbarung eine Dienstgüte unter einem ers-
ten vordefinierten Schwellenwert angibt, eine Einga-
be/Ausgabe-Datenrate unter einem zweiten vordefi-
nierten Schwellenwert liegt und der Datenzugriffsan-
forderung zugehörige Daten komprimierbar sind, der
Cloud-Datenzugriffsanforderung das erste Dienstni-
veau zuzuweisen.
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10.  System nach Anspruch 8, wobei das Umwand-
lungsmodul des Weiteren konfiguriert ist, um als Re-
aktion auf ein Ermitteln, dass eine Dienstniveauver-
einbarung eine Dienstgüte unter einem ersten vor-
definierten Schwellenwert angibt, eine Eingabe/Aus-
gabe-Datenrate unter einem zweiten vordefinierten
Schwellenwert liegt und der Datenzugriffsanforde-
rung zugehörige Daten nicht komprimierbar sind, der
Cloud-Datenzugriffsanforderung das zweite Dienstni-
veau zuzuweisen.

11.  System nach Anspruch 8, wobei das Umwand-
lungsmodul des Weiteren konfiguriert ist, um als Re-
aktion auf ein Ermitteln, dass eine Dienstniveauver-
einbarung eine Dienstgüte über einem ersten vor-
definierten Schwellenwert angibt oder eine Eingabe/
Ausgabe-Datenrate über einem zweiten vordefinier-
ten Schwellenwert liegt, der Cloud-Datenzugriffsan-
forderung das dritte Dienstniveau zuzuweisen.

12.  System nach Anspruch 7, wobei das Umwand-
lungsmodul des Weiteren konfiguriert ist, um den zu-
geordneten Speicherplatz in eine Mehrzahl von vir-
tuellen lokalen RAID-Anordnungen zu organisieren,
wobei jede aus der Mehrzahl von virtuellen lokalen
RAID-Anforderungen eine andere Größe aufweist.

13.    System nach Anspruch 7, wobei der Netz-
werkanschluss des Einheitenadapters ein Ethernet-
Anschluss ist.

14.    Computerprogrammprodukt, aufweisend ein
durch einen Computer lesbares Speichermedium
mit darin enthaltenen Programmanweisungen, wobei
das durch einen Computer lesbare Programm bei
Ausführung durch einen Prozessor den Prozessor
veranlasst:
Speicherplatz in einer oder mehreren Cloud-Speiche-
reinheiten über eine Cloud-Schnittstelle zuzuordnen;
den zugeordneten Speicherplatz auf entsprechende
virtuelle lokale Adressen abzubilden;
die virtuellen lokalen Adressen zu gruppieren, um
aus dem zugeordneten Speicherplatz in der einen
oder den mehreren Cloud-Speichereinheiten eine
oder mehrere virtuelle lokale redundante Anordnun-
gen von unabhängigen Festplatten (RAID-Anordnun-
gen) zu erzeugen;
lokale Datenzugriffsanforderungen für die eine oder
die mehreren virtuellen lokalen Speicherbänke
in Cloud-Datenzugriffsanforderungen umzuwandeln,
die für die Cloud-Schnittstelle konfiguriert sind; und
die Cloud-Datenzugriffsanforderungen über die
Cloud-Schnittstelle an die eine oder die mehreren
Cloud-Speichereinheiten zu übertragen.

15.    Computerprogrammprodukt nach Anspruch
14, wobei das durch einen Computer lesbare Pro-
gramm des Weiteren konfiguriert ist, um den Prozes-
sor zu veranlassen, der Cloud-Datenzugriffsanforde-
rung ein erstes Dienstniveau, ein zweites Dienstni-

veau oder ein drittes Dienstniveau zuzuweisen. wo-
bei das erste Dienstniveau höhere Latenzen und ei-
nen geringen Durchsatz als das zweite und dritte
Dienstniveau und das zweite Dienstniveau höhere
Latenzen und einen geringeren Durchsatz als das
dritte Dienstniveau hat.

16.    Computerprogrammprodukt nach Anspruch
15, wobei das durch einen Computer lesbare Pro-
gramm des Weiteren konfiguriert ist, um den Pro-
zessor zu veranlassen, als Reaktion auf ein Er-
mitteln, dass eine Dienstniveauvereinbarung eine
Dienstgüte unter einem ersten vordefinierten Schwel-
lenwert angibt, eine Eingabe/Ausgabe-Datenrate un-
ter einem zweiten vordefinierten Schwellenwert liegt
und der Datenzugriffsanforderung zugehörige Daten
komprimierbar sind, der Cloud-Datenzugriffsanforde-
rung das erste Dienstniveau zuzuweisen.

17.    Computerprogrammprodukt nach Anspruch
15, wobei das durch einen Computer lesbare Pro-
gramm des Weiteren konfiguriert ist, um den Prozes-
sor zu veranlassen, als Reaktion auf ein Ermitteln,
dass eine Dienstniveauvereinbarung eine Dienstgü-
te unter einem ersten vordefinierten Schwellenwert
angibt, eine Eingabe/Ausgabe-Datenrate unter ei-
nem zweiten vordefinierten Schwellenwert liegt und
der Datenzugriffsanforderung zugehörige Daten nicht
komprimierbar sind, der Cloud-Datenzugriffsanforde-
rung das zweite Dienstniveau zuzuweisen.

18.    Computerprogrammprodukt nach Anspruch
15, wobei das durch einen Computer lesbare Pro-
gramm des Weiteren konfiguriert ist, um den Prozes-
sor zu veranlassen, als Reaktion auf ein Ermitteln,
dass eine Dienstniveauvereinbarung eine Dienstgüte
über einem ersten vordefinierten Schwellenwert an-
gibt oder eine Eingabe/Ausgabe-Datenrate über ei-
nem zweiten vordefinierten Schwellenwert liegt, der
Cloud-Datenzugriffsanforderung das dritte Dienstni-
veau zuzuweisen.

19.    Computerprogrammprodukt nach Anspruch
14, wobei das durch einen Computer lesbare Pro-
gramm des Weiteren konfiguriert ist, um den Prozes-
sor zu veranlassen, die virtuellen lokalen Adressen zu
gruppieren, um eine Mehrzahl von virtuellen lokalen
RAID-Anordnungen zu erzeugen, wobei jede aus der
Mehrzahl von virtuellen lokalen RAID-Anforderungen
eine andere Größe aufweist.

20.    Computerprogrammprodukt nach Anspruch
14, wobei das durch einen Computer lesbare Pro-
gramm des Weiteren konfiguriert ist, um den Prozes-
sor zu veranlassen, lokale Datenzugriffsanforderun-
gen für die eine oder die mehreren virtuellen lokalen
RAI D-Anordnungen entsprechend den Anforderun-
gen einer Anwendungsprogrammschnittstelle (API)
der Cloud-Schnittstelle in Cloud-Datenzugriffsanfor-
derungen umzuwandeln.
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21.  Datenverarbeitungseinheit, aufweisend:
einen Netzwerkadapter, der konfiguriert ist, um die
Datenverarbeitungseinheit über ein Netzwerk mit ei-
ner oder mehreren Cloud-Speichereinheiten kommu-
nikativ zu koppeln;
ein Speichermedium, das konfiguriert ist, um Daten
zu speichern; und
einen Prozessor, der mit dem Netzwerkadapter und
dem Speichermedium kommunikativ gekoppelt ist,
wobei der Prozessor konfiguriert ist, um:
Speicherplatz in einer oder mehreren Cloud-Speiche-
reinheiten über eine Anwendungsprogrammschnitt-
stelle (API) zuzuordnen, die der einen oder den meh-
reren Cloud-Speichereinheiten zugehörig ist;
eine Abbildtabelle zu erzeugen, die den zugeordne-
ten Speicherplatz auf entsprechende virtuelle lokale
Adressen abbildet und die virtuellen lokalen Adres-
sen gruppiert, um aus dem zugeordneten Speicher-
platz in der einen oder den mehreren Cloud-Spei-
chereinheiten eine oder mehrere virtuelle lokale Spei-
cherbänke zu erzeugen, wobei die Abbildtabelle in
dem Speichermedium gespeichert ist;
Datenzugriffsanforderungen für die eine oder die
mehreren virtuellen lokalen Speicherbänke in Cloud-
Datenzugriffsanforderungen umzuwandeln, die für
die API konfiguriert sind, die der einen oder den meh-
reren Cloud-Speichereinheiten zugehörig ist; und
die Cloud-Datenzugriffsanforderungen über die API,
die der einen oder den mehreren Cloud-Speicherein-
heiten zugehörig ist, an die eine oder die mehreren
Cloud-Speichereinheiten zu übertragen.

22.  Datenverarbeitungseinheit nach Anspruch 21,
wobei der Prozessor des Weiteren konfiguriert ist,
um der Cloud-Datenzugriffsanforderung zumindest
teilweise auf Grundlage einer Komprimierbarkeit von
Daten, die der Cloud-Datenzugriffsanforderung zuge-
hörig sind, einer Eingabe/Ausgabe-Datenrate, die der
einen oder den mehreren virtuellen lokalen Speicher-
bänken zugehörig ist, und einer Dienstgütevereinba-
rung ein erstes Dienstniveau, ein zweites Dienstni-
veau oder ein drittes Dienstniveau zuzuweisen.

23.  Datenverarbeitungseinheit nach Anspruch 22,
wobei der Prozessor des Weiteren konfiguriert ist, um
als Reaktion auf ein Ermitteln, dass die Dienstniveau-
vereinbarung eine Dienstgüte unter einem ersten vor-
definierten Schwellenwert angibt, die Eingabe/Aus-
gabe-Datenrate unter einem zweiten vordefinierten
Schwellenwert liegt und die der Datenzugriffsanfor-
derung zugehörigen Daten komprimierbar sind, der
Cloud-Datenzugriffsanforderung das erste Dienstni-
veau zuzuweisen.

24.  Datenverarbeitungseinheit nach Anspruch 22,
wobei der Prozessor des Weiteren konfiguriert ist,
um als Reaktion auf ein Ermitteln, dass die Dienstni-
veauvereinbarung eine Dienstgüte unter einem ers-
ten vordefinierten Schwellenwert angibt, die Einga-
be/Ausgabe-Datenrate unter einem zweiten vordefi-

nierten Schwellenwert liegt und die der Datenzugriffs-
anforderung zugehörige Daten nicht komprimierbar
sind, der Cloud-Datenzugriffsanforderung das zweite
Dienstniveau zuzuweisen.

25.  Datenverarbeitungseinheit nach Anspruch 22,
wobei der Prozessor des Weiteren konfiguriert ist, um
als Reaktion auf ein Ermitteln, dass die Dienstniveau-
vereinbarung eine Dienstgüte über einem ersten vor-
definierten Schwellenwert angibt oder die Eingabe/
Ausgabe-Datenrate über einem zweiten vordefinier-
ten Schwellenwert liegt, der Cloud-Datenzugriffsan-
forderung das dritte Dienstniveau zuzuweisen.

Es folgen 4 Seiten Zeichnungen
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Anhängende Zeichnungen
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