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MULTILINGUAL DATABASE CREATION SYSTEM AND METHOD

- RELATED APPLICATIONS
This application is a continuation-in-part of U.S. Application No. 10/024,473, filed
Dgcember 21, 2001 and claims the benefit of U.S. Provisional Application No. 60/276,107 filed
March 16, 2001, and U.S. Provisional Application No. 60/299,472 filed June 21, 2001, all of

which are hereby incorporated by reference.

FIELD OF THE INVENTION
This invention relates to a-method and apparatus for creating a multilingual database that

may be used to convert content from on state to a second state.

BACKGROUND

Devices and methods for automatically translating documents from one language to
another are known. However, these devices and methods often fail to accurately translate
documents from one lang'uage to another, can consume large amounts of time and can be
inconvenient to use. In addition to human-based translators, other known devices include
commercially available machine translation software. These known systems have flaws that
render them susceptible to errors, slow speed and inconvenience. Known translation devices and
me-thods cannot consistently return accurate &anslations for text input and therefore frequently
require intensive user intervention for proof reading and editing. Accurate machine translation

is more complicated than providing devices and methods that make word-for-word translations
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of documents. In these word-for-word systems, the translation often times makes little sense to
readers of the translated document, as the word-for-word method results in wrong word choices
and incoherent' grammatical units.

To overcome these .deﬁciencies, known translation devices have for decades attempted to
make choices of word translations within the context of a sentence based on a combination or set
of lexical, morphological, syntactic and semantic rules. These systems, known in the art as
“Rule-Based” machine traflslation (MT) systems are flawed because there are svo Iﬁany
exceptions to the rules that they cannot provide consistently accurate trapslation.

Tn addition to Rule-Based MT, in the last decade a new method for MT known as
“example-based” (EBMT) has been developed. EBMT makes use of sentences (dr possibly
portions of sentences) stored iﬁ two different languages in a cross-language database. When a
translation query matches a sentence in the database, the translation of the sentence in the target
language is produced by the database providing an accurate translation in the second language.
If a portion of a translation query matches a portion of a sentence in the database,. these devi_ces
attempt to accurately determine which portion of the sentence mapped to the source language
sentence is the translation of tﬁe.query.

EBMT systenis cannot provide accurate translation of a broad language because the
databases of cross-language sentences are built manually and will always be predominantly
“incomplete.” Another ﬂgw of EBMT systems is that partial matches are not reliably translated.
Attempts have been made to automate the creation of cross-language databases using pairs of
translated documents for use in EBMT. However, these efforts have not been successful in

creating meaningful, accurate cross-language databases of any significant size. None of these
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attempts use an algorithm that reliably and accurately distill the translations of a significant
number of words and word-strings from a pair of translated documents.

Some translation devices combine both Rule-Based and EBMT engines. Although this
combination of .pproaches may yield a higher rate of accuracy than either system alone, the
results rerﬁain inadequate for use without significant user intervention and editing.

The problems faced when attempting to translate documents from one language to
another caﬁ apply 'more generally to the problem of converﬁng data representing ideas or
information from one state, say words, into data representing the ideas in another state, for
example, matheinaﬁcal symbols. In such cases cross-idea association databases that'associate
data in one stg;c'e with equivalent data in the second state must be consulted. Therefore, a need
exists for an improved and more efficient method and apparatus for creating dictionaries or
databases that associate equivalent ideas in different languages or stafes, (e.g., words, word-
strings, sounds, movement and the like) and for translating or converting ideas conveyed by
documents in one language or state into the same or similar ideas represented by documents ina
second language or state.

The invention relates to manipulating content using a cross-idea association database. In
particular, the };resent invention provides a method and apparatus for creating a database of
associated ideas and provides a method and apparatus for utilizing that database to convert ideas
from one state into other states.

In oné embodiment, and by example, the present invention provides a method and
apparatus for creating a language translation database, where two languages form the database of

associated ideas. The present invention also provides a method and apparatus for utilizing that
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language database to convert documents (representing ideas) from one language to another (or
more generally, from one state to another). However, the present invention is not limited to
language translation, although that preferred embodiment will be presented. The database
creation aspect of the present invention : .4y be applied to any ideas that are related in some
manner but e_:xpressed 1n different states and the conversion aspect of the present invention may
be applied to “accurately translate iaeas from one state to another.

The‘application of the present invention to a language trénslation embodiment will now
be described. ‘As used herein, the terms related to converting, translating, and manipulating are
used interchangeablgl and in their broadest sense.

SUMMARY OF THE INVENTION

One object of the present invention is to facilitate the efficient translation of documents
from one language or state to another language or state by providiné a method and apparatus for
creating and sﬁpplementing cross-idea association databases. These databases generally
associate data in a first form or state that represents particular ideas or pieces of information with
data in a second form or state that represents the same idéas or pieces of information.

Another object of the present invention is to facilitate the translation of documents from
one language or state to another language or state by providing a method and apparatus( for
creating a second document comprising data in a second state, form, or language, from a first
document comprising data in a first state, form, or lmguage, with the result that the first and
second documents represent substantially the same ideas or information.

Yet another object of the present invention is to facilitate the translation of documents

from one language or state to another language or state by providing a method and apparatus for
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creating a second document comprising data in a second state; form, or language, from a first
document comprising data in a first state, form, or language, with the result that the first and
second documents represent substantially the same ideas or information, and Qherein the method
and apparatus includes using a cross-idea association databas. .

Yet another object of the present invention is to provide the translation of documents (in
a broad sense, the conversion of idea‘sl from one state to another state) in a real-time manner.

The present invention achieves these and bt};ér objects by providing a method and .
apparatus for creating a cross-idea database. The method and apparatus for creating the cross-
idea database can include providing‘ one or more }Sair of documents in two (or more) different
languages representing the same general text (i.e., exact translations of text (“Parallel Text”) or
generally related text (“Comparable Text”)). The present invention selects at least a first and a
second occurrence of all words and word strings thé.t have a plurality of occurrences in the first
language in the available cross-language documents. It then selects at least a first word range
and a second word range in the second language documents, wherein the first and second word
ranges correspond to the first and second occurrences of the selected word or word-string in the
first language documents. Next, it compares words and word-strings found in the first word
range with words and word strings found in the second word range and, locating words and
Wérd-sﬁings common to both word ranges, and stores those located cornrﬁon words and word
strings in the cross-idea database. The invention then associates in said cross-idea database
located common words or word strings in the two ranges in the second language with the
selected word or word string in the first lanéﬁage, ranked by their association frequency (number

of recurrences), after adjusting the association frequencies as detailed herein. By testing
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common word and word-strings across languages in Parallel or Comparable Texts, the database
will resolve more associations as more Parallel or Comparable Text becomes available in a
' variety of different languages.

The present in{'ention also achieylc'e‘s' these and other objectives by providiﬁg ar -hodand
apparatus for converting a document from one state to another state. The present minvention
provides a database comprised of data segments in a first language associated with data segments
in a second language (created throﬁgh methc.)ds described above or manually). “The presént
invention translates text by accessing the above-referenced database, and identifying the longest
word string in the document to be translated (measured by number of words) beginning with the
first word of the document, that exists in the database. The system then retrieves from the .
database a word string in the second language associated with the located word string from the
document in the first language. The systé.m then selects a second word string in the document
that exists in the database and has an overlapping word (or alternatively word string) with the
previously identified word string in the document, and retrieves from the database a word string
in the second language associated with the second word string in the first language. If the word
string associations in the second language have an overlapping word (or alternatively words) the
word string associations in the second language are combined (eliminating redundancies in the
overlap) to form a translation; if not, other second language associations to the first language
word strings are retrieved and tested for combination through an overlap of words until

successful. The next word string in the document in first language is selected By finding the

longest word string in the database that has an overlapping word (or alternatively words) with the
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previously identified first language word string, and the above process continued until the entire

first language document is translated into a second language document.

BRIEF DESCRIPTION OF THE FIGURES
Figure 1 shows an embodiment of a cross-idea database according to the present

invention.

DETAILED DESCRIPTION OF THE INVENTION

The present invention provides a method and apparatus for creating and S}lpplementing a
cross-idea database and for translating documents from a first ianguage or state into a second
language or state using a cross-idea database. Documents as discussed herein are collections of
information as ideas that are represented by symbols and characters fixed in some medium. For
example, the documents can be electronic documents stored on magnetic or optical media, or
paper documents, such as books. The symbols and characters contained in documents represent
ideas and information expressed using one or more systems of expression intended to be
understood by users of the documents. The present invention manipulafes documents in a first
state, i.e., containing information expressed in one system of expression, to produce documents
in a second state, i.e., containing substantially the same information expressed using a second
system of expression. Thus, the present invention can manipulate or translate documents
between systems of expression, for example, written and spoken languages sﬁch as Engiish,

Hebrew, and Cantonese, into other languages.
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A detailed description of the present invention, including the database creation method
and apparatus, and the conversion method and apparatus, will now be described.
1. Database Creation Method and Apparatus

| a. T cerview

'The method of the present invention makes use of a cross-idea database for document
content manipulation. Figure 1 depicts an embodiment of a cross-idea database. This
embodiment of a ‘cross-idea database comprises a listing of associated data segments in columns
lvand 2. The data segments are symbols or groupings of characters that represent a particular
idea or'piece of information in a system of expression. ‘ Thus, System A Segments in column 1
are data segments that represent various ideas and combination of ideas Dal, Da2, Da3 and Da4
in a hypothetical system of expression A. System B Segments in column 2 are data segments
Dbl, D£3, Db4, Db5, Db7, Db9, Db10 and Db12, that réprescnt various ideas and some of the
combinations of those ideas in a hypothetical system of expression B that are ordered by
association ﬁéquency with data segments in system of expression A. Column 3 shows the Direct
Frequency, which is the number of times the segment or segments in language B were associated
with the listed segment (or segments) in language A. Column 4 shows the Frequencies after
Subtraction, which represents the number of times a data segment (or segments) in language B
has been associated with a segment (or segments) in language A after subtracting the number of
times that segment (or segments) has been associated as part of a larger segment, as described
more fully later.

As shown in Figure 1, it is possible that a single segment, say Dal is most appropriately

associated with multiple segments, Db1 together with Db3 and DB4. The higher the Frequencies
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after Subtraction (as described herein) between data segments, the higher the probability that a
system A segment is equivalent to a system B segment. In addition to measuring adjusted
frequencies by total number of occurrences, the adjusted frequencies can also be measured, for
example, by calculating the percentage . ”iime that particular system A segments have
corresponded to a particular system B segments. When tﬁe database is used to translate a
document, the highest ranked associated segment will be retrieved from the database first in the
process. Often, however, fhe method used to test the combination of associated segments for
translation (as described later) determines that a different, lower ranked association should be
tested bec:;lse the higher ranked association; once tested, éan not be used. For example, if the
date}base was queried for an association for Dal, it would return Db14+Db3+Db4; if
Db1+Db3+Db4 could not be used as determined by the process that accurately combines data
segmenté for translation, the database would then return Db9+Db10 to test for accurate
combination with another associated segment, for translation.

In general, the method for creating a cross-idea database of the present invention includes
examining and operating on Parallel or Comparable Text. The method and apparatus of the
present invention is utilized such that a database is created with associations across the two states
— accurate conversions, or more specifically, associations between ideas as expressed in one
staté and ideas as expressed in another. The translation and other relevant associations between
the two states become stronger, i.e. more frequent, as more documents are examined and
operated on by the present invention, such that by operatioﬁ on a large enough “sample” of
documents the most common (and, in one sense, the correct) association becomes apparent and

the method and apparatus can be utilized for conversion purpéses.
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In one embodiment of the present invention, the two states represent word languages
(e.g., English, Hebrew, Chinese, etc.) such that the present invention creates a cross-language
database correlating words and word-strings in one language to their translation counterparts in
a second language. Word-strings may be defined as groups of ~ -.secutive adjacent words and
often include punctuation and any other mark used in the expression of language. In this
example, the present invention creates a database by examining documents in the two languages
and creating a database of translations for each fecurring word or word string in both langua:ges.
However, the present invention need not be limited to language translation. The present
invention allows a user to create a database of ideas and associate those ideas to othef, differing
- 1ideas in a hierarchical manner. Thus, ideas are assdciated with other ideas and rated according to
the frequency of the occurrence. . The specific weight given to the occurrence frequency, and the
use applied to the database thus created, can vary depending upon the user’s requirements.

For example, in the context of converting text from one language to another the present
invention will operate to create language traﬁslations of words and word strings between the
English and Chinese languages. The present invention will return a ranking of associations
between words and word-strings across the two languages. Given a large enough sampie size,
the word or word-string occurring the most often will be one of the Chinese equivalents of the
English word or word-string. However, the present invention will also return other Chinese
language associations for the English words or word-strings, and the user may manipulate those
associations as desired. For example, the word “mountain,” when operated on according to the
present invention may return a list of Chinese language words and word strings in the lgnguage ‘

being examined. The Chinese language equivalents of the word “mountain” will most likely be

10
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ranked the highest; however, the present invention will return other foreign languége words or
word-strings associated with “mountain,” such as “snow”, “ski”, “a dangerous sport”, “the
highest point in the world”, or “Mt. Everest.” These words and word-strings, which will likely
be ranked lower than the translatlons of “mountain,” can be manipulated as desired b;/ t- - aser.
Thus, the present invention is an automated association database creator. The strongest _
associations represent “translations” or “conversmns in one sense, but other freduent (but
weaker) asso<:1at10ns represent 1deas that are closely related to the idea belng exammed The
databases can therefore, be used by systems using artificial intelligence apphcatlons that are well
known in the art. Those systems currently use incomplete, manually created 1dea databases or
ontologies as “neural networks” for applications.

'Another embodiment of the present invention utilizes a computing -device such as a
personal computer system of the type readily available in the prior art. Although the computing
device is typically a common nersonal computer (either stand-alone or in a networked |
environment), other computing devices such as PDA’s, wireless devices, servers, mainframes,
and the like are similarly contemplated. However, the method and apparatus of the present
invention does not need to use such a computing device and can readily be accomplished by
other means, including manual creation of the cross-associations. The method by which
successive documents are examined to enlarge the “sample” of documents and create the cross-
association database is varied — the documents can be set up for analysis and manipulation

manually, by automatic feeding (such as automatic paper loaders as known in the prior art), or by

using search techniques on the Internet to automatically seek out the related documents such as

Web Crawlers.

11
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Note that the present invenﬁon can produce an associated database by examining
Comparable Text, in addition to (or even instead of) Parallel Text. Furthermore, the method
looks at all available documents collectively when searching for a recurring word or word-string
within'a languagé.

b. Building the Database

According to the present invention, the documents are examined for the purpose of
builciing the datal:;ésg. 'Aﬁer document input (again, of a pair of ddcuménts ;epresenting the
same text in two different languages), the creation process begins using the methods and/or
apparatus described herein. n

Fc;r.illustrative purposes, assume that the documents contain the same content (or, ina
general sénse, idea)‘in two different languages. Document A is in language A, Document B is in

language B. The documents have the following text:

Document A (language A) Document B (language B)

XYZXWVYZXZ AA BB CC AAEEFF GG CC ‘

The first step in the present invention is to calculate a word range to deterrhine the
approximate location of possible associations for any given word or word string. Since a cross-
language word-to-word analysis alone will not yield productive results (i.e., word 1 in document
A will often not exist as the literal translation of word 1 in document B), and the sentence
structure of one language may have an equivalent idea in a different location (or order) of a
sentence than another language, the database creation technique of the present invention

associates each word or word-string in the first language with all of the words and word strings

12
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found in a selected range in the second language document. This is also important because one
language often expresses ideas in longer or shorter word strings than another language. The
range is determined by examining the two documents, and is used to compare the words and
word-stﬂngs in" . second document against the words and word-strings in the ﬁrst-document.
That is, a range of words or word-strings in the second document is examined as possible
assomatlons for each word and word string in the first document. By testmg against a range, the
database creation techmque establishes a number of second language words or word-strings that
“mayif equate and translate to the first language words and word-strings.

There are two attributes that must be determined in order to establish the range in the
second language document in which to look for associations for any given word or word string in
the first language document. The first attribute is the value or size of the range in the second
document, measured by the number of words in the range. The second attribute is the location of
the range in the second document, measured by the placement of the mid-point of the range.
Both attributes are user defined, but examples of preferred embodiments are offered below. In
defining the size and location of the range, the goal is to insure a high probability that the second
Janguage word or word-string translation of the first language segment being analyzed will be
included. .

Various techniques can be used to determine the size or value of the range including
common statistical techniques such as the derivation of a bell curve based on the number of
words in a document. With a statistical technique such as a bell curve, the range at the beginning
and end of the document will be smaller than the range in the middle of the document. A bell-

shaped frequency for the range allows reasonable chance of extrapolation of the translation

13
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whether it is derived according to the absolute number of words in a document or according to a
certain percentage of words in a document. Other methods to calculate the range exist, such as a
“step” technique where the range exists at one levél for a certain percentage of words, a second
higher level for another percentage of v .8, and a third level equal to the first level for the last

percentage of words. Again, all range attributes can be user defined or established according to
other possible parameters with the goal of capturing useful associations for the word or wo;d
string being analyzed in the first language.

The location of the range within the second language document may depend on a
comparison between the number of words in the two documents. What qualifies as a document ‘
for range location purposes is user defined and is exemplified by news articles, book chapters, ”
and any other discretely identifiable units of content, made up of multiple data segments. If thg
word count of the two documents is roughl); equal; fhé location of the range in the second - -
language will roughly coincide with the location of the word or word-string being analyzed in
the f;rst language. If the number of the words in the two documents is not equal, then a ratio
may be used to correctly position the location of the range. For example, if document A has 50
words and document B has 100 words, the ratio between the two documents is 1:2. The mid-
point of document A is word position 25. If word 25 in document A is being analyzed, however,
using this mid-point (word position 25) as the placement of the midpoint of the range in
document B is not effective, since this position (word position 25) is not the midpoint of
document B. Instead, the midpoint of the range in document B for analysis of word 25 in
document A may be determined by the ratio of words between the two documents (i.e., 25 X 2/1

= 50); by manual placement in the mid-point of document B or by other techniques.

14
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By looking at the position of a word or word-string in the document and noting all the
word or word strings that fall within the range as described above, the database creation
technique of the present invention returns possible set of words or word-strings in the second-
language document that may translate to each word or word-str*- ;3 in the first document being
analyzed. As the database creation technique of the present invention is utlhzed the set of words
and word strings that qualify as possible translations will be narrowed as association fréquencws
develop. Thus, after‘ exaﬁini;lg a ﬁair of documénts, the present invention will create association
frequencies for words and word stnngs in one language with words or word strings in a second
language. After a number of document pairs are examined according to the present mventlon
(and thus a large sample created), the cross-language association database creation technique will
return higher and higher association frequencies for any one word or word string. After a large
enough sample, the highest association ﬁeqﬁencies result in possible translations; of course, the
ultimate point where the association fréquency is deemed to be an accurate translatioﬁ is user
defined and subject to other interpretive translation techniques (such as those described in
Provisional Application No. 60/276,107, entitled “Method and Apparatus for Content
Manipulation” filed on March 16, 2001 and incorporated herein by reference). h

As indicated above, the invention tests not only words but also strings of words (multiple
words). As mentioned, word strings include all punctuation and other marks as they occur.

After a single word in a first language is analyzed, the database creation technique of the present
invention analyzes a two-word word string, then three-word word string, and so on in an

incremental manner. This technique makes possible the translation of words or word strings in

one language that translate into a shorter or longer word-string (or word) in another language, as

15
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often occurs. If a word or word-string only occurs once in all available documents in the first
language, the process immediately proceeds to analyze the next word or word string, where the
analysis cycle occurs agaiﬁ. The analysis stops when all word or word strings that have multiple
occurrences in the first language in all available Parallel and Comparable Text have be~"
analyzed.

In a sense, aily number of documents are aggregated and can be treated as one single
document for purposels‘c.)f looidng for reoccurrences of words or word stririgs. In essence, for a
word or word-string not to repeat it would have to occur only once in all available Parallel and
Comparable Text. | In addition, as another embodiment it is possible to examine the rang;e
corresponding to every word and word string regardless of whether or not it occurs more than
once in all available Comparable and Parallel Text. As another embodirﬁent, the database can be
built by resolving specific words and word strings that are part of a query. When words and
word strings are entered for translation, the present invention can look for ﬁultiple occurrences
of the words or word-strings in cross-language documents stored in memory that have not yet
been analyzed, by locating‘cross—language text on the Internet using web-crawlers and other
devices and, finally, by askmg the user to supply a missing association based on the analysis of
the query and the lack of sufficiently available cross-language material.

The present invention thus operates in such a manner so as to malﬁe word
strings that depend on the correct positioning of words (in that word string), and can operate in
such a manner so as to account for context of word choice as well as grammatical idiosyncrasies
such as phrasing, style, or abbreviations. These word string associations are also useful for the

double overlap translation technique that provides the translation process as described herein.

16
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It is important to note, that the present invention can accommodate situations where a
subset word ér word string of a larger word string is consistently returned as an association for
the larger word string. The present invention accounts for these patterns by manipulating the
frequency return. For example, proper names are sometimes presented complete (as in “John
Doe”), abbreviated by first or surname (“John” or “Doe”), or ébbreviated by another manner
(“Mr. Doe”). Slnce the present invention will most hkely retum more individual word returns
than word string returns (i.e., more returns for the first or surnames rather than the full name
word string “John Doe”), because the words that make up a wqrd string will necessarily be
counted individually as well as part of the phrase, a mechanism to change; the ranking should be
utilized. For e;?ample, in any document the name “John Doe” might occur one hundred times,
while “John” by itself or as part of John Doe might occur one hundréd—twenty times, and “Doe”
by itself or as part of John Doe might occur one hundred-ten times. The normal translation
return (according to the present invention) will rank “John” higher than “Doe,” and both of those
words higher than the word string “John Doe” — all when attempting to analyze the word string
“John Doe.” By subtracting the number of occurrences of the larger word string from the
occurrences of the subset (or individual.returns) the proper ordering may be accomplished
(althougﬁ, of course? other methods may be utilized to obtain a similar result). Thus, subtracting
one hundred (the number of occurrences for “John Doe”), from one hundred twenty (the number
of occurrences for the word “John™), the corrected return for “John” is twenty. Applying this

| analysis yield.s one-hundred as the number of occurrences for the word string “John Doe” (when
analyzing and attempting to translate this word string), twenty for the word “John,” and ten for

the word string “Doe,” thus creating the proper associations.
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Note that this issue is not limited to proper names and often occurs in common phrases
and in many different contexts. For example, every time the word-string “I love you™ is
translated to its most frequent word-string association in another language, the word for “love” in
that other la~zuage may be associated independently each of those times as well. Additionally, ’
when the word-string is translated differently in other text that is agalyzed, the word “love” may
again be associated. This will skew the analysis and refum the word “love” in the second
le;nguage instead of “1 lové you” in the second ‘lan.guage for the translation of “I love you” in the
first language. Therefore, once again, the system subtracts the number of occurrences of the
lgrger word-string association, from the frequency of all subset associations when ranking
associations for the larger string. These conéepts are also reflected in Figure 1.

Additionally, the database can be instructed to ignore common words such as “it”, “an”,
“a”, “of”, “és;’, “in”, and the like — or any common words when counting association frequencies
* for words and word-strings. This will more accurately reflect the true association frequency
numbers that will otherwise be skewed by the numerous occurrences of common words as part
of any given range. This allows the association databaée creation technique of the present
invention to prevent common words from skewing the analysis without excessive subtraction
calculations. It. should be noted that if these or any other common words are not “subtracted” out
of the association database, they would ultimately not be\approved as a translation, unless
appropriate, because the double overlap process described in more detail herein would not accept
it.

It should be noted that other calculations to adjust the association frequencies could be

made to insure the accurate reflection of the number of common occurrences of word and word
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strings. For example, an adjustment to avoid double counting may be appropriate when the
ranges of analyzed words overlap. Adjustments are desirable in these cases to build more
accurate association frequencies. An example of an embodiment of the method and apparatus
for creating and supplementing a crc. ~idea database according to the present invention will now

be described using the two documents described above as an example — the table is re-created- as

follows:
‘| Document A (language A) Document B (language B)
XYZXWVYZXZ AA BB CC AAEEFF GG CC

Note once a_gain that although this embodiment focuses on recurring words and word-
strings in only a single document, this is mainly for illustrative purposes. Recurring words and
word-strings will be analyzed using all availéble Parallel and Comparable Text in the aggfcgate. :

Using the two documents listed above (A, the first language and B, the second language),
the following steps occur for the database creation technique.

Step 1. First, the size and location of the range is determined. As indicated, the
size and location may be user defined or may be approximated by a variety of methods. The
word count of the two documents is approximately equal (ten words in document A, eight words |
in document B) therefore we will locate the mid-point of the range to coincide with the location
of the word or word string in the document A. (Note: As the ratio of word counts between the
documents is 80%, the location of the range alternatively could have been established applying a

fraction 4/5ths). In this example, a range size or value of three may provide the best results to
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approximate a bell curve; the range will be (+/-) 1 at the beginning and end of the document, and
(+/ -) 2 in the middle. However, as indicated, the range (or the method used to determine the
range) is entirely user defined.

Step 2. Next, the first word in document A is --.mined and tested against
document A to determine the number of occurrences of that word in the document. In this
example the first word in document A is X: X occurs three times in document A, at positions 1,
4, and 9. The positibn numbéfs ofa word or word string are simply thé location of thét word, or
word string in the document relative to other words. Thus, the position numbezs correspond to
the number of words in a document, ignoring punctuation — for example, if a document has ten
words in it, and the wofd “king” appears twice, the position numbers of the word “king” are
merely the places (out of ten words) where the word appears. -

Because word X occurs more Vthan once in the document, the process proceeds to the next
step. If word X only occurred once, then that word would be skipped and the process continued
to the next word and the creation process continued.

Step 3. Possible secoﬂd lénguage translations for first language word X at position
1 are returned: applying_ the range to document B yields words at positions 1 and 2 (1 +/- 1) in
document B: AA and BB (iocated at positions 1 and 2 in document B). All possible )
combinations are returned as potential translations or relevant associations for X: AA, BB, and
AA BB (as a word string combinaticn). Thus, X1 (the first occurrence of word X) retﬁrnsrAA,
BB, and AA BB as associations.

Step 4. The next position of word X is analyzed. This word (X2) occurs at

position 4. Since position 4 is near the center of the docurhent, the range (as determined above)
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will be two words on either side of position 4. Possible associations are returned by looking at
word 4 in document B and applying the range (+/-)2 — hence, two words before word 4 and two
words after word 4 are returned. Thus, words at positions 2, 3, 4, 5, and 6 are returned. These
positions correspond to words BB, CC, AA, EE, and FF in document B. All forward _ .
permutations of these words (and their combined word strings) are considered Thus, X2 returns
BB, CC, AA, EE, FF, BB CC, BB CC AA, BB CC AA EE, BB CC AAEEFF,CC AA,CCAA
EE, CC AA EE FF, AA EE, A EE FF, and EE FF as possible associations.

Step 5. T hg returns of the first occurrence of X (position 1) are c;ofﬁpared to the
returns of the second occurrence of X (position 4) and matches are deterrﬂined. Note that returns
which include the same word or word string occurring in the ovérlap ‘of the two rariges should be
reduced to a single occurrence. For example, in this example the word ét position 2 is BB, this is
returned both for the first occurrence of X (when operated on by the range) and tﬂe second
occurrence of X (Wheﬁ operated on by the range). Because this. same word positiqn is returned
for both X1 and Xﬁ, the word is counted as one occurrence. If, however, the same word is
returned in an overlapping range, but from two different word positions, then the word is counted
twice and the association frequency is recorded. In this case the returns for word X is AA, since
that word (AA) occurs in both association returns for X1 and X2. Note that the other word that
occurs in both association returns is BB; however, as described above, since that word is the
same position (and hence the same word) reached by the operation of the range on the first and
second occurrences of X, the word can be disregarded.

Step 6. The next position of word X (position 9) (X3) is aﬁalyzed. Applying a

range of (+/-) 1 (near the end of the document) returns éssociations at positions 8, 9 and 10 of
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document B. Since document B has only 8 positions, the results are truncated and only word -
position 8 is returned as possible values for X: CC. (Note: alternatively, user defined
parametérs could have called for a minimum of two characters as part of the analysis that would
have returned position 8 and the next closest position (which is GG in position 7)).
Companng X3’s returns to X1°s returns reveals no matches and thus no associations.
Step 7. The next position of word X is analyzed however, there are no more
occurrences of word X in document A. At this point' an association frequency of one (1) is

established for word X in Language A, to word AA in Language B.

!

R

Step 8. Because no more occurrences of word X occur, the process is incremented
by a word and a word string is tested. In this case the word string examined is “X Y”, the first
two ‘words in document A. The same technique described in steps 2-7 are applied to this phrase.

Step 9. By looking at document A, we see that therg_is only one occurrence of the
word string X Y. At this point the incrementing process stops and no database creation occurs.
Because an end-point has been reached, the next word is examined (this process occurs

whenever no matches occur for a word string); in this case the word in position 2 of document A
is “Y?’.
\
Step 10. Applying the process of steps 2-7 for the word “Y™ yields the following:
Two occurrences of word Y (positions 2 and 7) exist, so the database creation process continues
(again, if Y only occurred once in document A, then Y would not be examined);
The size of the range at position 2 is (+/-) 1 word;

Application of range to document B (position 2, the location of the first occurrence of word Y)

returns results at positions 1, 2, and 3 in document B; .
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The corresponciing foreign language words in those returned positions are: AA, BB, and CC;
Applying forward-permutations yields the following possibilities for Y1: AA, BB, CC, AA BB,
AA BB CC, and BB CC;
The next po::uon of Y is analyzed (position 7);
The size of the range at position 7 is (~i—/—) 2 words; * -
Application of that range to document B (position 7) returns results at positions 5, 6, 7, anil 8:
EE FF GG and CC; | |
All permutations yield the following possibilities for Y2: EE, FF, GG, CC, EEFF, EE FF GG,
EE FF GG CC, FF GG, FF GG CC, and GG CC;
Matching results from Y1 returns CC as the only match;
Combining matches for Y1 and Y2 yields CC as an association frequency for Y.

Step 11. End of range incrementation: Because the only possible match for word Y
(word CC) occurs at the end of the range for the first occurrence of Y (CC occurred at position 3
in document B), the range is incremented by 1 at the first occurrence to return positions 1, 2, 3,
and 4: AA, BB, CC, and AA; or the following forward permutations: AA, BB, CC, AA BB, AA
BB CC, AA BB CC AA, BB CC, BB CC AA, and CC AA. Applying this result still yields CC
as a possible translation for Y. Note that the range was incremented because the returned match
was at the end of the range for the first occurrence (the base occurrence for word “Y™); whenever

this pattern occurs an end of range incrementation will occur as a sub-step (or alternative step) to

ensure completeness.
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Step 12. Since no more occurrences of “Y” exist in document A, the analysis
increments one word in document A and the word string “Y Z” is examined (the next word after
word Y). Incrementing to the next string (Y Z) and repeating the process yields the following:
Word string Y Z occurs twice in ¢. cument A: position 2 and 7 Possibilities for Y Z at the first
occurrence (Y Z1) are AA, BB,» CC, AA BB, AA BB CC, BB CC; (Note, alternatively the
range parameters could have been defined to include the expansion of the size of the range as
wérd strings being analy:zcd 1n léﬁguage A get longer.) | |
Possibilities for Y Z at the second occurrence (Y Z2) are EE, FF, GG, CC, EEFF, EE FF GG,
EE FF GG CC, FF GG, FF GG CC, and GG CC; ”

Matches yield CC as a possible association fér word string Y Z;

Extending the range (the end of range incrementation) yields the following for Y Z: AA, BB,
CC, AA BB, AA BB CC, AA BB CC AA, BB CC, BB CC AA, and CC AA. |
Applying the results still yields CC as an association frequency for word string Y Z.

Step 13. Since no more occurrences of “Y Z” exist in document A, the analysis
increments one word in document A and the word string “Y Z X” is examined (the next word
after word Z at position 3 in document A). Incrementing to the next word string (Y Z X) and
repeating the process (Y Z X occurs twice in document A) yields the following:

Returns for first occurrence of Y Z X are at positions 2, 3, 4, and 5;
Permutations are BB, CC, AA, EE, BB CC, BB CC AA, BB CC AAEE, CC AA,CC AAEE,
and AA EE;

Returns for second occurrence of Y Z X are at positions 5, 6, 7, and 8;
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Permutations are EE, FF, GG, CC, EE FF, EE FF GG, EE FF GG CC, FF GG, FF GG CC, and
GG CC.

Comparing the two yields CC as an association frequency for word string Y Z X; again, note that
the return of EE as a possible association is disregarded ber~:.»2 it.occurs in both instances as the
same word (i.e., at the same position).

Step 14. Incrementing to the next word string (Y Z X W) finds only one
occurrence; thereforé thé word string database creation is compléféd énd the ngxt word is
examined: Z (position 3 in document A). -

Step 15. Applying the steps described above for Z, which occurs 3 times in
document A, yields the following:

Returns for Z1 are: AA, BB, CC, AA, EE, AA BB, AA BB CC, AABB CC AA, AABB
CC AA EE, BB CC, BB CC AA, BB CC AA EE, CC AA, CC AA EE, and AA EE;

Returns for Z2 are: FF, GG, CC, FF GG, FF GG CC, and GG CC;

Comparing Z1 and Z2 yields CC as an association frequency for Z;

Z3 (position 10) has no returns in the range as defined. However, if we add to the
parameters that there must be a least one return for each language A word or word string, the
return for Z will be Cé.

Comparing the returns for Z3 with Z1 yields CC as an association frequency for word Z.
However, this association is not counted because CC in word position 8 was already accounted
in Z2’s association above. When an overlapping range would cause the process to double count
an occurrence, th'e; system can reduce the association frequency to more accurately reflect for the

number of true occurrences.
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Step 16. Incrementing to the next word string yields the word string Z X, which
occurs twice in document A. Applying the steps described above for Z X yields the following:
Returns for Z X1 are: BB, CC, AA, EE, FF, BB CC, BB CC AA, BB CC AAEE, BB CC AA
EE FF, CC AA, CC AA EE, CC AA EE FF, AA EE, AA EE FF, and EE FF.

Returns for Z X2 are: FF, GG, CC, FF GG, FF GG CC, and GG CC;
Companng the returns yields the association between word string Z X and CC

Step 17. . Incrementmg, the next phrase is Z X W This oceurs only once, so the next
word (X) in document A is examined. -

Step 18. Word X has already been examined in the first position. However, the
second position of word X, elative to the other document, has not been examined for possible
returns for word X. Thus word X (in the second position) is now operated on as in the first
occurrence of word X, going forward in the document: -

Returns for X at position 4 yield: BB, CC, AA, EE, FF, BB CC,BB CC AA, BB CC AAEE,
BB CC AA EE FF, CC AA, CC AA EE, CC AA EE FF, AA EE, AAEE FF, and EE FF.
Returns for X at i)osition 9 yield: CC.

Comparison of the results of position 9 to results for position 4 yiélds CC as a possible match for
word X and it is given an association frequency.

Step 19. Incrementing to the next word string (since, looking forward in the
document, no more occurrences of X occur for comparison to the second occurrence of X) yields
the word string XW. However, this word string does not occur more than once in document A so
the process turns to examine the next word (W). Word “W only occurs once in document A, so

incrementation occurs — not to the next word string, since word “W” only occurred once, but to
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the next word in document A — “V”. Word “V” only occurs once in document A, so the next
word (Y) is examined. Word “Y” does not occur in any other positions higher than position 7 in
document A, so next word (Z) is examined. Word “Z” occurs again after position 8, at position
10.

Step 20. Applying the process described above for the second occurrence of word
Z yields the followmg |
Returns for Z at position 8 yields: GG, CC, and GG CC
Returns for Z at position 10 yields: CC; - .
Compating results of position 10 to position 8 yields no associations for word Z.

Again, word CC is returned as a possible association; however, since CC represents the
same word position reached by analyzing Z at position 8 and Z at position 10, the association is
disregarded.

Step 21. Incrementing by one word yields thg word string Z X; this word string
does not occur in any more (forward) positions in document A, so the process begins anew at the
next word in document A — “X”. Word X does not occur in any more (forward) positions of
document A, so the process begins anew. However, the end of document A has been reached
and the analysis stops.

Step 22. The final association frequency is tabulated combining all the results from
above and subtracting out duplications as explained.

There may be insufficient data to return conclusi%re results for words and word-strings in
document A. However, as more document pairs are examined containing words and word

strings with those associations examined above, the association frequencies will become
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statistically more reliable such that words or word strings between Languages A and B will build
strong associations for possible translations of words and word-strings.
An example of an embodiment of the database creation method, operating in conjunction

with a com. uter system of the type known in the art, is the following program:

i»e<?
$exclude_eng = array( ,
'it',‘its','a','is‘,'was‘,'for','do','of','s','the','and','to','in','if','or'

i

"that', 'this','in the', 'are', 'of the', 'by','be', 'to the',‘'as','on','an', 'at',
'with','from','he‘,‘will','has',‘not',‘by the','would',‘should','said','i',
'but','so','had','who','no','only','her','of a','been', ‘and the','at the') ;
$exclude_fre = array( - -
'il','elle',‘son‘,'sa','ses','un','une','est','etait‘,'pour‘,'faire','opﬁ©rer
', 'poser','de',

'le‘,'la','les','et','i ','en‘,'si','que','qui','celui‘,'ce','ces','cet','cet
tes', 'dans le',

‘dans la','sont', 'de la','du',‘prﬁ”s'de','de','daprﬁ"s','par‘,'ﬁ‘tre','ﬁ
la‘,'au','aux‘, .

‘comme','si','en
avant','sur','un','une','vers','avec','il','gr§©','volont§©‘,'devoir',

tArtre
obligﬁ@','disait','diséis',‘disent','je‘,'mais‘,‘si','ou','avait','avais','av
aient',

‘qui','que','non','seulement','elle','et le', ‘et la', ‘et les', 'des','dans');

$exclude_spa = array(
'lo‘,'ella','su','un',‘una','es','fue','fui‘,'por',‘para',‘hacer','hacen',‘el
los',
‘ellas‘,'de','el','la','los','y','hasta','en','si','ese',‘que‘,'aquello','aqu
ella’,

'este','esto',‘estii','eres',‘son','del','cerca','al

lado', ‘estar','ser', 'al', 'como’,
'encendido‘,'un','arroba','con‘,'desde‘,'§©l‘,'voluntad','tiene','hay','deber
','dijO',
'yo','pero',‘sino','asﬁ—',‘tan','o','habﬁ—a‘,'quien',‘quiﬁ©n','no','sﬁalo','s
olamente',

'la', ‘ha sido');

$dir = "hebfre";

$dirdone = "“hebfredone";

$lang = ".eng";

$olang = ".fre";

$table = "hebfre";
$languagecount = "langcount";
$language = "lang";
$olanguagecount = "olangcount";
$olanguage = "olang";

#$debug = "true";
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function getmicrotime ()

list ($usec, $sec) = explode (" " microtime());
return ((float) $usec + (float)$sec);

}

$allstart = getmicrotime();

$fp = fopen (" /usr/local/apac’ :/log.txt", W) ;

fputs ($fp,"starting v _date ("H:i:s")."<BR>\n");
$filelist =
file("http://128.241.244.166/1ist.php?dir=$dir&1ang=$1ang");#change
$temp = implode("", $filelist); -
$list = strtolower(tr1m($temp)),
$mainarray = explode("\n“,sllst),
sort ($Smainarray) ;
reset ($mainarray) ;
$filearray = array();
$calc = 0;
for ($t = 0 ; $t < count($mainarray) ; $t++) #count ($mainarray) change
if (file_exists(str_replace($lang,$olang,$mainarraY[$t])))
{ .
$temp = $mainarray[$t];
Stempl = flle(“smalnarray[st]"),
unset ($temp2) ;
for ($m = 0 ; $m < count($temp1) ; Sma+)

if (strstr($templ[$m],"....")) unset ($templ [Sm]) ;

$templ[$m] = eregi_ replace("[[ space:]1+", " ",strip_ tags (§templ [$m]));
$templ[$m] = urldecode(stx replace("&htab n,nn Stempl [$m]));

if ($templ[$m] != "") Stemp2 .= S$templ[Sm];

}
§filearray["$temp"] = utf8_encode ($temp2) ;
R
$temp = str replace($lang, $olang, $mainarray{stl);
$templ = file(str_replace($lang, $olang, $mainarray[$t]))
unset ($temp2) ;
for ($m = 0 ; $m < count(Stempl) ; Sm++)

if (strstr(Stempl[$m],v....")) unset($templ[$m]);

S$templ [$m] = eregi_replace("[[:space: 114", " ", strip tags($Stempl[$m]));
$templ [$m] = urldecode(str replace("&htab ","",$temp1[$m])),

if ($templ[$m] != "") $Stemp2 . = Stempl[$m];

$filearray["Stemp"] = utf8_encode($temp2);

}
}
fputs ($fp,date("H:i:s")."<BR>done loading files into array.\n");
$addwords = "true';
$ctodo = count ($mainarray) ;

St = 0;
for ($t = 0 ; $t < $ctodo ; $t++)
{
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if (file_exists(str_replace($lang,$01ang,$mainarray[$t]))) $filexist =
"true";

else unset(S$filexist);

print "filee = $filexist - $mainarray [$t]1\n";

if ($debug == "true") s$filexist = vtrue";
if ($filexist == "true")
{
if ($mainarray[$t] && $debug != "true")
{
system("mv $mainarray(St]
/usr/local/apache/sdirdone/“.str_replace("/usr/local/apache/Sdir/“,"",$mainar
ray{$tl)): )

system("mv ".str_replace($lang,$olang,$mainarray[$t])."
/usr/local/apache/$dirdone/".str_replace($1ang,$olang,str_replace("/usr/local
/apache/$&ir/","",$mainarray[$t]))); : )

$lng = $filearray[$mainarray[$tl]; ,
$olng $filearray[str_replace($lang,$olang,$mainarray[$t])]J
$1lngs explode (" ", $1ng);

for (61 = 0 ; $i < count($lngs) ; $i++)

o

if (lereg("[*a-zA-Z]1",$1lngs($il)) $lngs [$i] = strtolower ($lngs($il);

$olngs = explode(" ", $olng);
for ($i = 0 ; $i < count($olngs) ; S$i++)

if (lereg("[*a-zA-Z]1",$olngs([$i])) $olngs($i] = strtolower ($olngs[$il);
}
$sume = count($lngs);
$sumh = count ($olngs);
if ($sume > $sumh) { S$margin = round($sume / ($sume - $sumh)); Saction =
waddr; }
elseif ($sumh > $sume) { $margin = (round {$sumh / ($sumh - $sume)));
$action = "sub"; }
else { $margin = 1; $action = "sub"; }
$number = count ($1lngs);
for ($j = $t+1 ; $J < $ctodo ; $j++) # main loop, rotate between the files
to be checked.

if (file_exists(str_replace($1ang,$olang,$mainarray[$j]))) # check
filename match.

{
$file_start = getmicrotime () ;
unset (Sarray) ;
$array = array();
$lngtp = $filearray[$mainarray[$jl];

$olngtp = $filearray[str_rep1ace($1ang,$olang,$mainarray[$j])];
$1ngstp = explode (" ",$1lngtp);
for ($i = 0 ; $i < count($lngstp) ; $i++)

{

if (ltereg("[*a-zA-2]1",$lngstpl$il)) $1lngstpl$i] =
strtolower ($1ngstp [$i]);

$olngstp = explode(" ",$olngtp);
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for ($i = 0 ; $i < count($olngstp) ; $i++)

if (tereg("[%a-zA-2]",$olngstpl[$i])) Solngstpl$il =
strtolower (Solngstp[$i]);

$sumetp = count ($lngstp);

$sumhtp = count (Solngstp);

if ($sumetp > $sumhtp) { $margintp = round($sumetp / ($sumetr -
$sumhtp)); $action = "add"; }

elseif ($sumhtp < $sumetp) { $margintp = (round($sumhtp / ($sumhtp -
$sumetp))), $action = "sub"; }

else { $margintp = 1; $action = "add"; }'

Snumbertp = count ($olngstp);

if ($debug == "true") print date("H-i-s")."<BR>\n";

for ($i = 0 ; $i < $number ; $i++) #main loop, covers every space.

if ($t == $j) $ni = $i + 1;
else $ni = 0;
for ($n = $ni ; $n < $numbertp ; $n++)

unset ($thesameh) ;

$p = 0;

unset ($theb) ;
$langstart = getmicrotime();

while ($p < 15 && $1lngs[$i+$pl == $1lngstp[$n+$pl && $lngstp [$n+$p]
= ") fcheck if the $n words match.

|
$theb .= $lngs([$i+épl . " ;
$thebl = trim($theb);
if (tereg("[ ~!@#$%"&* () <>_+=-?.,;:/\1",$thebl) && !ereg("[0-
9]",substr($thebl,0,1)) && !ereg(""[0-9]*%¢", Sthebl)

&& Sthebl != "" g& substr($thebl,0,1) != "-" g& lereg("[0-
91", substr ($thebl, -1)) )

&& substr($thebl,-1) != "-" && substr($thebl,0,1) != "'v gg
substr($theb1,_1) 1= nra

&& S$thebl != "'" g&& $thebl I= '"' gg

lin_array($theb1,$exc1ude_eng))

Stemp = $array[$theb1]["hebrew_c"];
if (!$temp) #new, welcome

$array[$theb1]["hebrew_c"] = d,$i,";
elseif (!strstr(Stemp,",$i,")) #new, welcome
$array [$thebl] ["hebrew c"] = $temp . "$i,";

sextra = floor ($i/$margin);

if ($action == "add") { $extrasm = $i + Sextra - 45; $extralg
= $i1 + $extra + 45; }
elseif (Saction == "sub") { $extrasm = $i - $extra - 45;

$extralg = $i - $extra + 45; )
if ($extrasm < 0) S$extrasm = 0;
if ($extralg > $sumh) $extralg = $sumh;
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$olangstart = getmicrotime();
for ($e = sextrasm ; $e < Sextralg; Se++)
$extran = floor ($n/$margintp);
if ($action == "add") { $bot = $n + Sextran - 45; $top = $n
+ Sextran + 45; }
elseif ($action == "sub") { $bot = $n - $extran - 45; $top =

$n - $extran + 45; }

if ($bot < 0) $bot = 0;

if ($top > $sumhtp) $top = $sumhtp;

unset ($tbc) ;

for ($x = $bot ; $x < $top ; $x++) # check the english, 10
back and 10 forward. :

unset ($teng) ; o L
if (($t == $3j && $x > $e) || st 1= $J)# $n > Se &&

{
$a = 0; ] .
. while ($olngs[$e+5al == $olngstp [$x+$al && $olngs [Se+Sal
1= nn) .
{ .
$teng .= " " . $olngs($e+Sal;
Steng = trim($teng);
if (lereg("[~~1@#$%"&* () <>_+=-2.,;:/\1",$teng) &&
tereg("[0-9]",substr ($teng,0,1)) && lereg ("~ {0-9]1*$", S$teng)
&& Steng != "V && substr($teng,0,1) != "-" &&
!ereg(“[0—9]“,substr($teng,—1))
&& substr ($teng,-1) != "-" && substr($teng,0,1) = "'"
&& substr($teng,-1) != "'"
&& Steng != "'" && $teng = '"' &&
!in_array($teng,$exc1ude_fre))
‘ {
Stemparray = array_keys ($array [$thebl]);
if (in_array($teng, $temparray))
$temp = $array[$thebl] [$tengl;
) if (lstrstr("Stemp",",$x,"))# &&
istrstr("Stempl”, ", e, "))
Sarray [$thebl] [$teng] = $temp."S$x,";
}
}
else
$array [$thebl] [$teng]l = ", $x,";
!
}
Sa++;

} #end of while loop

}# end of for ‘loop.
}# end of new loop
$olangend = getmicrotime();
$timel = $olangend - $olangstart;
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#fputs ($fp,"French word number $n of $numbertp took $timel\n") ;
}# end up to 5 hebrew together.
Sp++i
} # end of while loop $p < 15
$langend = getmicrotime();
$time2 = $langend - $langstart;
#fputs ($fp,"English word number $i of $number took Stime2\n") ;

1

J
if (count ($array) > 0)
{
$dbstart = getmicrotime(); .
$stream =‘MYSQL_CONNECT(“127.0.0.1",“root");
$tempheb = array_keys($array);
for ($i =0 ; $1i < count ($tempheb) ; $i++)

$1lng = S$tempheb[$il;
if (substr_count($array[$1ng][“hebrew_c"],",") - 1> 0)

$ingc = substr_count($array[$1ng]["hebrew_c"],",") - 1;
$tempolng = array_ keys ($array[$1lngl);

$n = 1;

while ($n < count ($tempolng) && count ($tempolng) > 1)

$olng = S$tempolngl($n];

Solngc = substr_count($array[$1ng][$olng],",") - 1;

$query vypdate $table set total = total+l , $languagecount =
$languagecount+$lngc , $olanguagecount = $olanguagecount+$olngc , article =
concat (article,\", $mainarray[$]j] \") where (article not like '%
$mainarray[$j] %' and Slanguage = v _addslashes ($1ng) ."' and $olanguage =
1v_addslashes ($olng) ."")";

MYSOL ("brain", $query, $stream)or die("#2 Can't Squery
".MYSQL_ERROR());

Snum = MYSQL_AFFECTED_ROWS($stream);

]

if ($num == 0)
{
$query = "insert ignore into $table
values(\"NULL\“,\"l\“,'".addslashes(slng).",“.addslashes(solng)."',\“".addsla

shes($1ng)."\",\"$lngc\",\"".addslashes($olng)."\",\"$olngc\“,\"
$mainarray[$3]1 \")";

MYSQL ("brain", $query, $stream)or die ("#3 Can't $query
" .MYSQL_ERROR()) ;

Sn++;
}
}

MYSQL_CLOSE($stream);
$dbend = getmicrotime () ;
$time = $dbend - $dbstart;
fputs ($fp,"db took $time\n") ;

$file_end = getmicrotime();

}
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}
}

} ‘

$allend = getmicrotime () ;

$time = $allend - Sallstart;

fputs ($fp,"the whole took Stime\n") ;

fputs ($fp,"final: " .date ("Y-m-d H:i:s") . " - $calc - <BR>\n") ;

fclose ($£p) ;

?>

As demonstrated, this embodiment is representative of the technique used to create
associations. The techniques of the present invention need not be limited to language translation.
In a broad sense, the techniques W111 apply to any two expresswns of the same idea that may be
associated, for at its essence forqign language translation merely exists as a paired associations of
the same idea re;;resented by different words or word strings. Thus, the present invention may
be applied to associating data, sound, music, video, or any wide ranging cdncept that exists as an
idea, including ideas that can represent any sensory (sound, sight, smell, etc.) experiences. All
that is required is that the.present invention analyzes two embodiments (in language t.ranslation,
the embbdiments are documents; for music, the embodiments might bé digital repres;:ntations of
a music score and sound frequencies denoting the same composition, and the like).

In another embodiment, certain rule-based algorithms, well known in the art, can be
incorporated into the cross-language association learning to treat certain classes of text that are,
for purposes of context and rﬁearﬁng, interchangeable (and sometimes can have potentially
infinite derivations) such as names, numbers and dates.

In addition, if available qross—language documents do not furnish statistically significant
results for translation, users can examine the possible choices for translations and other

associations and approve and rank appropriate choices.
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As described, the association frequencies get stronger between words and word-strings as
more documents in translated pairs are analyzed for association frequencies. As documents in
more language pairs are examined, the method and apparatus of the present invention will begin
filling in “deduced associations” between language pairs b=l on those languages having a
common association with a third language, but not directly with one another. In addition, when
translated documents exist in multiple languages, common association returns can be analyzed
across sévéfal langliages until only one common association éxists between all, which is the

translation.

The following is an example of a computer program that (when op erated in conjunction
with a computer system of the type known in the art) pfovides a method where data in these

languages is utilized in an embodiment of the present invention:

<?

$word = "united nations";

$engspa_t = "engspa";

$engfre_t = "hebfre";

$frespa_t = "frespa";

$c = 1;

MYSQL_CONNECT("IZB.241.244.166",“root");

$query = "select total, lang, langcount,olang,olangcount from $engfre_t where
olang = '$word'";

$result = MYSQL("brain", $query) or die ("Exrror #1 - $query - " _MYSQL ERROR()};
$queryl = "select lang from $engspa_t where olang = 'Sword'";

$resultl = MYSQL("brain", $queryl) or die("Error #2 - Squeryl -
".MYSQL_ERROR());

for (61 = 0 ; $i < MYSQL_NUM_ROWS($resu1t1) ;5 Si+w)

list ($lang) = MYSQL_FETCH_ROW ($resultl);
$in .= ",'".addslashes($lang).""'";

} .
$in = substr($in,l);

$num = MYSQL_NUM_ROWS ($result);
print "$in<BR><BR>\n";

for ($1 = 0 ; $i < $num ; $i+4)

{
35



WO 03/058491 PCT/US02/25630

list($total,$1ang,$1angc,$olang,$olangc) = MYSQL_FETCH;ROW(sresult);

print "$lang , ";

$query2 = "select cid from $frespa t where olang = '".addslashes($lang)."'
and lang in ($in)";

Sresult2 = MYSQL ("brain", $query2) or die ("Exrror #3 - $query2 -

" _MYSQL_ERROR()) ;

if (MYSQL NUM_ROWS ($result2) > 0)

{
$res .= "$i - $total,$1ang,$1angc,$olang,$olangc<BR>\n";
SCt++;

}
-} -
print "<BR><BR>$res";
print "$c / “.MYSQL_NUM_ROWS(sresult);
> ; .

Deduced associations can be produced between text in a pair of languages when text in
the languages share a common definition in a third language or languages. The text can be a
portion or segment of a document to be translated, such as a word or a phrase. For example, if
there is insufﬁcient cross-language text to translate directly a2 Language A phrase “aa dd pz” into
a Language B phrase, deducing an association can include comparing this Language A phrase
with the phrase’s translations in Languages C, D, E, and F, where sufficient cross-language text
exists to make these translations, as shown in Table 1. Then, the translations of “aa dd pz” in
Languages C, D, E, and F‘can then be translated into Language B if sufficient cross-language
text exists to make these translations, as shown in Table 2. Deducing the association between
Language A phrase “aa dd pz” and a phrase in Language B further includes comparing the
Language B phrases that have been translated from the Language C, D, E, and F translations of
“aa dd pz.” Some of the Language B phrases that have been translated from the Language C, D,
E, and F translations of “aa dd pz” may be id—entiéal and, in this preferred embodiment of the

present invention, these will represent the correct Language B translation of the Language A

phrase “aa dd pz.” As shown in Table 2, Language C, D, and F translations to Language B
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produce identical Language B phrases, to provide the correct Language B translation,

“UyTByM.” Thus, a deduced association can be created between the Language A phrase and its

correct Language B translation. Language E translation into Language B produces the non-

identical Language B phrase ZnVPiO. This may indicate that Language E phrase “153” has

more than one meaning or that Language B phrases UyTByM and ZnVPiO are interchaﬁgeable.

Table 1
Language A Language C | LanguageD Language E Language F
aaddpz Ald ‘ Zyp 153 ~ 1AAAA))S
Table 2
Language Translation From Language A | Translation To Language B
“aa dd pz,’
Language C Ald UyTByM
Language D Zyp UyTByM
Language E 153 ZnVPiO
Language F 1AAAA))S UyTByM

Tn another embodiment, the accuracy of existing translation systems known in the art can

be improved by use of the method and apparatus of the present invention described above.

Existing translation systems will produce a result from Language A to Language B; this result
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may be compared to results from the translation (in the systems and apparatus of the prior art) of
Language A to other languages (e.g., languages C, D, E, and F) and, subsequently from those
translations to Language B using systems and apparatus of the prior art. Using the method and
apparati:- vi the present m\;ention, the resultant common parts of the translations among the
different Language B translation results can be compared to produce a more accurate translation.
As long as each segment of the translatlon query has a minimum user defined number (at least
two) of the same results translated into Language B, the entire phrase may be translated in an
accurate manner. If any portion of a translation is not verified by the user defined minimum
number of different translations into the target language, the unresolved portions Iﬁay be
highlighted for the user. Thﬁs, by uéing multilingual leverage with different translation engine
language pairs, the accuracy of the end product can be improved dramaticalls;, and portions still
unresolved can be speciﬁcauy identified.

An example of an embodiment of the present invention and its use of any set of
translation engines is as follows (In this example, the phrase to be translated is the phrase “zz pd
1z nz ki x0,” from Language A into Language B):

First, the present invention translates the phrase directly from Language A to Language B
using the any existing translation éystem, and the result stored for later manipulation.

Second, the present invention translates the phrase in Language A to other languages (for
the purposes of this example, languages C, D, E, and F are utilized). Thus, usiné existing
translation systems, the knowﬂ phrase in Language A is translated to Language C, the known
phrase in Language A is tragslated to Language D, the known phrase in Language A is translated

to Language E, and the known phrase in Language A is translated to Language F. Different
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translation systems and methods may be used for the different language translations; i.e. the
same translation device or system does not have to be used consistently for the translations from
Language A to Languages B, C, D, E, and F. The resulté of each of these translations from
Language A are stored for later = idpulation.

Third, the results from the operations above are utilized to translate the phrase from
languages — in this embodiment languages C, D, E and F —to Lanéﬁage B. Using existing
translation devices>and syétems of the prior art, the resultant translation for thé phrase in
Language C (i.e., fhe result of the translation from Language A to Language C obtained and
stored as described herein) is trlanslated to Language B using a translation system or device
known in the art. Again, in the present invention it is not necessary to utilize the identical known
prior art translation system used to translate the phrase from Language A to Language C to
1ikewisé translate the resulta_nt phrase in Language C to Language B. For example, the
translation of the phrase from Language A to Language C could be performed usiﬁg translation
device X, while the translation of the phrase from Language C (resulting from using device X) to
Language B may be performed using translation device Y. The resultant translation (from
Language C to Language B) is stored for later manipulation.

The process continues with the results from the Language A translations of the phrase
applied to other languages to create Language B translations of the phrase. Thus, using existing
translation devices and systems of the prior art, the resultant translation for the phrase in
Language D (i.e., the result of the translation from Languagé Ato L'z;nguage D obtained and
stored as described herein) is translated to Language B using a translation system or device

known in the art; the resultant translation for the phrase in Language E obtained and stored from
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the operations described above are translated to Language B, and finally the resultant translation
for the phrase in Language F obtained and stored from the .operations described above are
| translated to Language B.
The above steps are shown in the following Table ” nd Table 4 to translate the phrase
“zz pd 1z nz ki x0” from Language A (known) to Language B (target) using known translation 4

systems of different languages:

Table 3
Language Translation From Language A
“zz pd 1z nz ki x0”
Language B
(direct translation) ZwINwQ PzO KrL IoR
‘ Language C
(using prior art translation) K4 eR5 e Fn2
Language D
(using prior art translation) ddjmke »
Language E
(using prior art translation) 140967
Language F
(using prior art translation) 14YYY ()%
Table 4
Translation from Languages Translation To Language B

40



WO 03/058491 PCT/US02/25630

Language A

(direct translation) ZwI NwQ PzO KrL IoR

Language C
(using prior art translation and ZwI LoL PzO KrL PdL
result from earlier translation

from Language A)

Language D
(using prior art translation and ZwI LoL PzO BoR ZnL
result from earlier translation

from Language A)

Language E
(using prior art translation and ToU PkP PzO KrL TbK
result from earlier translation

from Language A)

- Language F
(using prior art translation and ZwI LoL TnQ DiB IoR
result from earlier translation

from Language A)

Comparing the results of the direct Language B translation and the four indirect

Language B translations, the segments that have more than one occurrence across the translations
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have a high degree of certainty that they are accurate. Each | common translation result above
two gives even higher certainty to the accuracy of the resul"cs:
‘e "ZwI" is verified by translations from A directly, C, D, and F

e "LoL"is verified by translations from C, D,and F

e “PzO" is verified by translations from A directly, C, D, and E

e "KrL"is verified by translations from A directly, C and E

e "IoR"is verified by &anslations from A direcély and F

Using the process described above produces the result resulting translation that would be

«“7Zwl LoL PzO K1L IoR". The ﬁﬁmber of languages used for multilingual leverage as applieci to
other translation engines is user dgﬁned. The more indirect translations through other languages
used to verify correct translations'of a word string or any other data segment , the'more
statistically certain that the present invention will produce an accurate translation. In addition, in
another embodiment when comparing between translations from a variety of languages, a
thesaurus may be added to the system to see if any of the unmatched segments are synonymous,

in which case one of the synonyms can be approved or highlighted as a synonym match.

If expressions in existing states are artificially attributed specific associations with data
points in another state and catalogued in a database, conversions between those two states will
be possible. For example, if each “idea” represented in a form, state, or language is assigned an
association to an electromagnetic wave (tone), it will create an “electromagnetic representation”
of the idea. Once a given number of ideas have been encoded with corresponding

electromagnetic representations, data (in the form of an idea) can be translated into
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electromagnetic waves and transferred at once over conventional telecommunications
infrastructure. When the electromagnetic waves reach the destination machine, that machine will
synthesize the waves into separate components and, given the associations (along with ordering
instructior ; uSe of the double overlap technique as described herein, and/or other possible
methods), present the individual ideas that were represented by the electromagnetic

representations.

2. Idea Conversion Method and Apparatus _

Another aspect of the present invention is directed to providing a method and apparatus
for creating a second document comprising data in a second state, form, or language, from a first
document comprising data in a first state, form, or language, with the end result that the first and
second documents represent substantially the same ideas or infofmation, and where'in the method
and apparatus includes using a cross-idea association database. All embodiments of the
translation method utilize a double-overlap technique to obtain an accurate franslation of ideas
from one state to.another. In contrast, prior art translation devices focus on individual word
translation or utilize special rule-based codes to facilitate the translation from a first language
into a second langua;ge. The present invention, using the overlap technique, enables words and
word strings in a second language to be connected together organically and become accurate
translations in their correct context in the exact manner those words and phrases would have
been written in the second language.

In an embodiment of the present invention, the method for database creation and the

overlap technique are combined to provide accurate language translation. The languages can be

43



WO 03/058491 PCT/US02/25630
any type of conversion and are not necessarily limited to spoken/written languages. For example,
the conversion can encompass computer languages, specific data codes such as ASCII, and the
like. The database is dynamic; i.e., the database grows as content is input into the translation
system, with successive iterations ~*.he translation system using content entered at a previous
time. The preferred\ embodiment of the invention utilizes a computing device such as a personal
computer system of the type readily available in the prior art. However, the system does not
need to ﬁse such é ébmputing device and can readily be accomplished by other means, includ-ing
manual creation of the database and translation methods.

- The present invention may be utilized on a common c;,omputer system having at least a
display means, an inpilt method, and output method, and a processor. The display means can be
any of those readily available in the prior art, such as cathode ray terminals, liquid crystal
displays, flat panel displays,l and the like. The processor means also can be any of those readily
available and used in a computing environment such that the means is supplied to allow the
computer to operate to perform the present invention. Finally, an input method is utilized to
allow the input of the documents for the purposes of building the cross-as§ociation database; as
described above the specific input method for conversion to digital form can vary depending on
the needs of the user.

a. Manual Database Creation and Translation through Double-Overlap Technique
An example of an embodiment of the method and apparatus for translating a document from a

first language'into a second language according to the present invention, where the cross

langnage database is developed by querying the user for translations of words and word strings,
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as well as automatically generating segment translations using the double overlap technique, will
ﬁow be described.

For the purposes of describing the preferred embodiment, an example will be used
wherein data in the English language is translated to data ‘he Hebrew language. These
seléctiéns are for descriptive purposes only and are not m.eant to limit the selection of a first and
second language.

"According to a preferred embodiment of the present invention, the computer system‘
operates to create a database of associations between translations from English to Hebrew. The
. translation method encompasses at least the following éteps:

| First, data in the English language 1s input into the computer system.

Second, all words of the English language input are first examined on a word by word
basis. The database will return known word translations in Hebrew. If the translation is not
included in the database, then the computer system will operate in a manner to query the user to
input the appropriate translation. Thus, if the database does not know the Hebrew equivalent to
an input English word, the computer will ask the user t6 provide the appropriate Hebrew
equivalent. The user will then return the translation and input said translation into the database.
Upon subsequent use, the computer system will operate the database in a manner such that the
ﬁanslation is known by virtue of its input by the user at an earlier point in time. Thus, ina
second step the input data is examined in its parsed state — e.g., word for word — and the

appropriate translations are either returned (by virtue of the operation of the database) or entered

into the database.
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Third, the input data is examined in 2 manner so as to increment the parsed segments.
For example, if the data was first parsed on a word-by-word basis, the translation method of the
present invention next examines the input data by evaluating two word-strings. Again, ina
manner similar to that describe? .oove, the database returns translations for the two-word strings
if known; if unknown the translation system operates to query the user to input the appropriate
translation for all possible two word stl;ings. All overlapping 2 word segments are then stored in
the database. For example, if a word string is comprised of four words, then the databasé checks
to see if it has the following combinations translated in memory: 1,2 2,3 and 3,4. Ifnot, it |

N queries the user. Note that only specifically encoded translations for the two word strings will be
returned as accurate translations, even thougﬁ the database will necessarily contain each wbrd
definition by virtue of the second step above.

Fourth, if the Hebr.ew translations of two overlapping two-word English language strings
have an overlapping word (or words), the system operates in a maﬁner to combine the
overlapped segments. Redundant Hebrew segments in the overlap are eliminated to provide a‘
coherent translation of the three-word English language string that is created by combining the
two overlapping English language strings (and eliminating redundancies in the English 1anguagé
overlap). The above steps are reiterated out from 1 to an infinite number of steps (n) so as to
provide the appropriate translation. The translation method works automatically by verifying
consistent strings that bridge encoded word-blocks in both languages through the overlap. These
automatic approvals for overlap-bridges that are consistent across both languages provide a
language network that translates betweeﬁ two'languages with perfect accuracy once the database

reaches critical mass.
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As an example, consider the English language phrase “I want to buy a car.” Upon
operation of a method of the present invention, this phrase will be input into a computer
operating a database. The computer will operate to determine if the database includes Hebrew

L&

equivalents to the following words: “T”, “want”, “to”, “buy™; “a”, and “car”. If such equivalents

are known, the computer will return the Hebrew equivalents. If 4such equivalents are not known,
the computer will query the user to provide the appropriate Hebrew translations, and store such
translations for future use. | Next, the computer will parse the sentence into two word segments in
an overlapping manner: “I want”, “want to”, “to buy”, “buy a” and “a car”. The computer will
operate to return the Hebrew equivalents of these segments (i.e., the Hebrew equivaiént of “1
want” etc.); if such Hebrew equivalents are not known then the computer will query the user to
provide the appropriate Hebrew translations, and store such translations for futuré use.

The present invention will next examine three-word segments “I want to”, “want to buy”,
“to buy a”, and “buy a car”. At this point in the process the present invention attempts to
combine each pair of Hebrew translations whose two-word English translations overlap and
combine to make each three-word English translation query (e.g., “I want” and “want to”
combine to form “I want to”). If the Hebrew segments have a common overlap that connects
them as well, the translation method automatically approves the three-word Englisl} word string
to Hebrew as a translation without any user intervention. If the Hebrew segments do not overlap
and combine, the user is queried for an accurate translation. After the appropriate translétion
attempts for three word Enélish strings, the process proceeds with four-word strings, and so on,

attempting to automatically resolve, through the cross-language overlap, combinations of

translations until the segment being examined is complete (in this case, the entire phrase “I want
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to buy a car”). The method of the present invention, after going through this parsing, then
compares the returned translation equivalents, eliminates redundancies in the overlapped
segments, and outputs the translated phrase to the user.

b. Document Translation through Association Database and Double (*+erlap
Technique

As another preferred embodiment, the present invention can ﬁanslate a document in a
first lanéuage into a document in a second language by using a cross~1anguage database as
described above ;co provide word-string translations of words and word-strings in the document,
and then combine overlapﬁiﬂg word-strings in the second language to provide the translation of
the document, using the cross-language double-overlap technique described above. For example,
consider a database with access to enough cross-language docmhents‘to'resolve the components
of the following sentence entered in English and intended to be translated iﬂto Hebrew: “In
addition to my need to be loved by all the girls in town, I always wanted to be known as the best
player to ever pla;y on the New York state bésketball team.”

Through the process described above, the manipulation method might determine that the
phrase “In addition to my need to be loved by all the girls” is the largést word-string from the
source document beginning with the first word of the source document and existing in the
database. Tt is associated in the database to the Hebrew word string “benosaf ltzorech sheli lihiot
ahuv al yeday kol habahurqt.” The process will then determine the following translations using
the method described above — i.e. the largest English word string from the text to be translated
(and exists in the database) with one word (or alternatively more words) that overlap with the

previously identified English word string, and the two Hebrew language translations for those
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overlapping English language word strings have overlapping segments as well: “loved by all the
girls iﬁ town” translates to “ahuv al yeday kol habahurot buir”; “the girls in town, I always
wanted to be known” translates to “Habahurot buir, tamid ratzity lihiot yahua”; “I always wanted
to be known as the best player” translates to “tamid ratzity lihiot yahua bettor hasahkan hachi
tov”’; and l“the best player to ever play on the New York state basketball team” translates to
“hasahkan hachi tov sh hay paam sihek bekvutzgt hakadursal shel medinat new york™.

With these returns by the database, the rﬁanipulatiox—l will'o.perafe in a manner to compare
overlapping word and word strings and eliminate redundancies. Thus, “In addition to my need to
be loved by all the girls” translates to “benosaf ltzorech sheli lihiot ahuv' al yeday kol
habahurot”; and “loved by all the girls in town™ translates to “ahuv al yeday kol habahurot buir”.
Utilizing fhe‘technique of the present invention, the sys'tem will take the English segments “In
addition to my need to be loved by all the girls” and “loved by all the girls in town” and will
return the Hebrew segments “benosaf ltzorech sheli lihiot ahuv al yeday kol habahurot” and
“ahuv al yeday kol habahurot buir” and determine the overlap.

In English, the phrases are:
“In addition to my need to be loved by all the girls” and “loved by all the girls in town”.
Removing ';he overlap yields: “In addition to my need to be loved by all the girls in town”.
In Hebrew, the phrases are:
“benosaf ltzorech sheli lihiot ahuv al yeday kol habahurot” and “ahuv al yeday kol habahurot

buir” Removing the overlap yields: “benosaf ltzorech sheli lihiot ahuv al yeday kol habahurot

buir”
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The present invention then operates on the next parsed segment to continue the process.
In this example, the manipulation process works on the phrase “the girls in town, I always
wanted to be known”. The system resolves the Eﬁglish segment “In addition to my need to be
loved by . the girls in town” and the new English word set “the girls in town, I always wanted
to be known”. The Hebrew corresponding word sets are “benosaf ltzorech sheli lihiot ahuv al
yeday kol habahurot buir” and the Hebrew corresponding word set “habahurot buir, tamid ratzity
lihiot yahua”. Removing the overlap ope'rates,' in English, as follows: “In addition to my need to
be loved by all the girls in town” and “the girls in town, I always wanted to be known” to “In
addition to my need to be loved by all the girls in town; I always wanted to be known”.

In Hebrew, the overlap process operates as follows:

“benosaf ltzorech sheli lihiot ahuv al yeday kol habahurot buir” and “habahurot buir, tamid |
ratzity lihiot yahua” yields “benosaf ltzorech sheli lihiot ahuv al yeday kol habahurot buir, tamid
ratzity lihiot yahua”.

The present invention continues this type of operation with the remaining words and
word strings in the document to be translated. Thus, in an example of the preferred embodiment,
the next English word strings are “In addition to my need to be loved by all the girls in town, I
always wanted to be known” and “I always wanted to be known as the best player”. Hebrew
translations returned by the database for these phrases are: “benosaf ltzorech sheli lihiot ahuv al
yeday kol habahurot buir, tamid ratzity lihiot yahua” and “tamid ratzity lihiot yahua bettor
hasahkan hachi tov”. Removing the English overlap yields: “In addition to my need to be loved
by all the girls in town, I always wanted to be known as the best player”. Removing the Hebrew

overlap yields:
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“benosaf ltzorech sheli lihiot ahuv al yeday kol habahurot buir, tamid ratzity lihiot yahua bettor
hasahkan hachi tov”

Continuing the process: the next word string is “In addition to my need to be loved by
all the girls in town, I always want.lto be known as the best player” and “the best player to ever
play on the New York Staté basketball team”. The corresponding Hebrew phrases‘ are “benosaf
lizorech sheli lihiot ahuv al yeciay kol habéhurot buir, tamid ratzity lihiot yahua bettor hasahkan
hachi tov” and “hasahkan hachi tov 'sh hay paam sihek bekvutzat hakadursal shel medinat new
york”. Removing the English overlap yields: “In addition to my need to be loved by all the girls
in town, I always wanted to be known as the best player to ever play on the New York state
basketball team”. Removing the Hebrew ovérlap yields: “benosaf ltzorech sheli lihiot ahuv al
yeday kol habahurot buir, tamid ratzity lihiot yahua bettor hasahkan hachi tov éh hay ﬁaam sihek
bekvutzat hakadursal shel medinat new york™, which is the translation of the text desired to be
translated.

Upon the completion of this process, the present invention operates to return the
translated final text and output thé text.

Tt should be noted that the returns were the ultimate result of the database returning
overlapping associjations in accordance'withlthe process described above. The system, through k
the process, will ultimately not accept a return in the second language that does not have a
naturally fitting connection with the contigﬁous second language segments througl} an oiferlap.
Had any Hebrew language return not had an exact overlap with a contiguous Hebrew word-string
association, it would have been rejected and replaced with a Hebrew word-string association that

overlaps with the contiguous Hebrew word-strings.
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An example of a preferred embodiment of the present invention utilizes the following
computer program, operating in conjunction with a computer system of the type known in the
art:

<?
function convert($what{$olang)

if (Swhat == "'") Swhat = "\'";
if ($what == "\\") return;
$query = "select sletter from " . $olang . "letter where fletter = tSwhat'";

.$result = MYSQL-(*minibush", "§query") or die ("*$what* -error #1 $query - "
MYSQL_ERROR()) ;
if (MYSQL_NUMROWS($resu1t) > 0)

list ($sletter) = MYSQL_FETCH_ROW($result);
return $sletter;

}

else return stripslashes($what);

}

function ) :
overlap(ss,$mm,$mean,$tos,$osmean,$max,$dictionary_t,$1ang,$olang,$spaceaddre
ss, $longestolang) ’

$tempmax = $max;

${$olang} = $osmean;

${slang} = $mean;

$mean = explode(" ", $mean) ;

$osmean = explode(" ",$osmean);

for ($m = $mm; $m < count ($mean) ; S$m++)

unset ($string) ;

for (31 = $m ; $1 < count($mean) ; $1++) $string .= Smean($l] . " ";
$sm = $s + count ($mean);

unset ($nextwordmatch) ;

if ($spaceaddress[$sm+l]) S$nextwordmatch = v$lang like
'".str_replace("%","",trim(sstring.$spaceaddress[$sm]))." %' or";
$queryl = "select $lang,$olang from $dictionary_t where $nextwordmatch
$lang = '".str_replace("%","",trim($string.$spaceaddress[$sm])).“' and $olang
<> '! order by $lang desc, length($lang),$olang desc, length (Solang) desc";
$resultl = MYSQL("minibush", "$queryl") or die("can't error #2 - 'Squeryl’
" . MYSQL_ERROR());
St = 0;
while ($t < MYSQL_NUMROWS ($resultl))# && $tempmatch != "yes")
list (${"temp".$lang},${"temp".$olang}) = MYSQL_FETCH_ROW ($resultl);
$tempmean = explode(" v, ${"temp".$lang}) ;
$tempomean = explode (" *,${"temp".$olang});
$tg = $m;
$tm = 0;

unset ($tempmatch) ;
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while ($tg < count ($tempmean) + sm)

if (($spaceaddress[$s+5tg]l == $tempmean [$tm]) && ($tempmatch != "no") )
$tempmatch = "yes";

else Stempmatch = "no";

stg++;

Stm++;

if (Stempmatch == "yes" && substr_count ($longestresult, " ") o=

substr_count(s{"temp".$lang},“ ")) #checks if the new overlap is matching the
translation request.

{

$longestresult = ${"temp".$lang};

Somean = explode($tempomean[0],${$olang});

$to = count ($omean) - 1;

Stcheckb = substr(s{“temp".$olang},0,strlen($tempomean[0]));

if ($osmean[$tos] == Stempomean[0] && isset ($osmean [$tos]))

if (count(Shean) + count ($tempmean) - 1 > S$max) # singleword

{

Smax = $m + count ($tempmean) ;
$ns = Sm;
$tolang = ${%olang} .
substr (${"temp".$olang},strlen($tempomean(0]));
$overlap = "true";

}

else $tempmatch = "no";

overlap

elseif ($osmean|($tos-1)] == $tempomean [0] && $osmean[$tos] ==
Stempomean [1] && isset ($osmean[ ($tos-1)1))

if (count ($mean) + count ($tempmean) - 1 > $max) # singleword

{

S$max = $m + count ($tempmean) ;

$ns = Sm;

.$tolang = ${$olang}
substr(${"temp".$olang},strlen($tempomean[0]." ", Stempomean[1]));

$overlap = "true";

}

else S$tempmatch = "no";

overlap

elseif (Sosmean|($tos-2)] == $Stempomean[0] && $osmean| ($tos-1)]1 ==
$tempomean [1] && $osmean[$tos] == $tempomean[2] && isset ($osmean[($tos-2)]))

if (count ($mean) # count ($tempmean) - 1 > $max) # singleword

{

$max = $m + count ($tempmean) ;

$ns = $m;

$tolang = ${$olang} .
substr (${"temp".$olang},strlen($tempomean(0]." ".$tempomean 1] ."
", $tempomean[2]));

overlap
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$overlap = "true";

}

else $tempmatch = "no";

elseif (substr count (${$olang}," ") == 0 && $tcheckb ==
trim(substr (${$olang},1)))

{

if (count ($mean) + count ($tempmean) - 1 > Smax) # singleword

{

$max = $m + count ($tempmean);

$ns = $m; . :

$olangminus = substr(${"temp“.$olang},strlen(${$olang}));
$tolang = ${$olang} . w v _ $olangminus;

Soverlap = "true";

}

) elseif (substr count(${$olang}," ") == 0 &&
substr count (${"temp".$olang}," ") == 0) # english overlap hebrew one word
only.

{

$max = $m + count ($tempmean) ;

$ns = $m;

$tolang = ${$olang} . " " . ${vtemp".$olang};
Soverlap = "true";

}

else

{

$tempmatch = "no";

overlap

if ($overlap == "true")

{

$mmean = explode (" v Stempmean[0], ${$lang});
$to = count ($mmean) - 1;

$ttos = count ($mean) - 1;

if (Smmean([$to] && $to > 0)

$tcheck = substr (${"temp".$lang}, strlen ($tempmean[0])+1);
if (substr(stcheck,0,strlen(trim($mmean[$to]))) ==
trim($mmean[$tol)) # overlapping

Stlang = ${$1ang} . substr(stcheck,strlen(trim($mmean[$to])));
} }
e;seif ($mean[$ttos] == Stempmean[0] && $mean [$ttos])

$tlang = ${$lang} . substr(${“temp“.$lang},strlen(stempmean[ol));
else { print "BIG ERROR"; exit; }

}

St++;
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if ($overlap != "true") S$overlap = nfalse®;

if ($tempmax == $max && Soverlap != "true") $max = 0;

Sarray =
array("s"=>"$s","mm"=>count($mean),"mean"=>$tlang,"tos"=>substr_count($tolang
1n

! i

"),"osmean"=>$tolang,"max"=>“$max",Utolang"=>"$tolang","overlap"=>"$overlap",
"longestolang"=>"$longestolang");
returp array;

}

function translate(sword,$lock,$tags,$base1ang)

{ .

global $id_t,$prefix_t,$dictionary t;

$baselang = "hebrew";

if (!$word) return; )

if ($transeng == "true") { if (ereg(“[aizA—Z]",$word)) return $word; }

if (Sbaselang == "hebrew") { $spaceit = "true"; $emailend = 1404060, +4.61";)
if ($baselang == "japanese") { $dictionary t = ndictionaryjap"; $spaceit =
"false"; }

if ($baselang == "chinesesim") { $dictionary t = vdictionarychnsim";
$spaceit = "false"; } ‘

" MYSQL_CONNECT ("216.205.78.138", "nobody") or die("can't connect "
MYSQL_ERROR()) ;
$word = trim(Sword);
if ((strstr{$word, hebrev($id_t).",") || strstr($word, hebrev($id_t)." "y
substr ($word, strlen($word) - strlen($id_t)) == hebrev($id_t)) && :
isset ($id_t))
{
Sword = str_replace(hebrev($id_t),"",$word);
$systemsite = "true";

if (Sword)

$HEF A
# www.something #
FHHHEHEEHEEE

HHEE
if (strstr(sword,"http://www.inhebrew.co.il/nsia.html"))

{

$word = split("=",$woxd);
$word = split("&",S$wordl[l]);
return $word[0];

}

$H R

if (strstr($word,"://")) { $temp = explode("://",$word); Saddress =
Stemp [11; }

else $address = $word;

$address = explode("/", $address);

$addresscheck = $address[0];

if (!ereg("[a—zA—Zé—ﬁ]",$addresscheck)) $addresscheck = $address[1];

if (ereg("la-zA-Z]", $addresscheck)})

$lang = "english";
$olang = S$baselang;
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if (strtolower (substr($word,0,7)) == vhttp://") { $Sword =
substr ($word,7); S$pre = "a&&d://"; }
if (strtolower(substr($word 0,8)) == "https://") { $word =
substr ($word, 8) ; -$pre = "4886f://"; }
if (strtolower(substr(sword 0,6)) == "ftp://") { $word =
substr ($word, 6) ; $pre = "06&6://"; }
elseif ($baselang == "he®:rew")
$lang = "hebrew";
$olang = "english";
if (substr($word,0,8) == "&4&&d ://*m) { $word = substr ($word, 8); S$pre =
"http://"; $upper = “"true"; }ooo
elseif (substr ($word,0,7) == "aé&&d://") { $word = substr ($word,7); $pre
= "http //u. } .
elseif (substr(sword 0,9) == "a&a&df://*") { $word = substr ($word, 9) ;
$pre = "https://"; $upper = "true"; } :
elseif (substr($word,0,8) == "ééééﬁ //") { $word = substr ($word, 8) ; $pre
= Yhttps: //u. } -

elseif (substr($word,0, 7)
nftp://"; Supper = “"true"; }

Il
It
&>
[0
(o}

://*") { $word = substr($word,7); S$pre

elseif (substr($word,0,6) == "8&6://") { $word = substr ($word, 6) $pre =
'nftp //u. }
elgseif (substr(Sword,O, 1) == "xn) { $word = substr ($word, 1) ; Supper =
vtyrue"; }
elseif ($baselang == "japanese")
{ .
$lang = "japanese";
$olang = "english";
}
elseif ($baselang == "chinesesim")
{
$lang = "chinesesim"; -

$olang = "english";

}
$s = 0;
$tempreplace = strtolower ($word);
while ($s < strlen($tempreplace))

if (!ereg("[é—ﬁa—zA—ZO—B\'\"]",$tempreplace[$s]))
{
$tempreplace = substr replace($tempreplace, ™ $tempreplace[$s] ", $s,1);
$s = $8 + 2;

}

Ss++;

}
$tempreplace = eregi_replace("[[:space:]1]+", " v, $tempreplace) ;
$spaceaddress = explode (" ", $tempreplace) ;
$s = 0;
unset ($space) ;
S$color = '"red";
Scounts = count($spaceaddress),
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Squery = "select $lang, $olang from $dictionary_ t where $lang =

'$tempreplace'";
Sresult = MYSQL ("minibush", "$query") or die("can't error #0.1l - 'Squery’

. MYSQL_ERROR ) ;
if (MYSQL_NUMROWS($result) > 0)

list (${$lang},${$olang}) = MYSQIL_FETCH_ROW ($result) ;
$space = ${$olang};
$counts = 0;

while ($counts > $s) # word between .

$spaceaddress[$s] = trim($spaceaddress[$s]);

if ($tags == “true")
$open = "<font color=\"$color\">";
$close = "</font>";
if ($color == "red") $color = "hiue";

else $color = "red";
if (ereg("[é—ﬁa—zA—Z\'\"]",Sspaceaddress[SS]))

unset ($restofaddress) ;
for (%1 = §s ; $1 < $counts ; $i++) Srestofaddress .= "
v $spaceaddress [$i]; :
$restofaddress = trim($restofaddress) ;
$query = "select $lang,$olang from $dictionary_ t where $lang =

'$restofaddress'";

Sresult = MYSQL ("minibush", "$query") oxr die("can't error #0.2 -
'$query' " . MYSQL ERROR());

if (MYSQL_NUMROWS($result) == 1)

list (${$lang}, ${$olang}) = MYSQL_FETCH_ROW ($result) ;
$space .= " " $open.${$olang}.sclose;

$space = trim($space);

$counts = 0;

}

else

$n = $s + 1;

unset ($nextwordmatch) ;

if ($spaceaddress([$n]) $nextwordmatch = "$lang like
'".str_replace("%",“",$spaceaddress[$s])."
".str_replace("%","“,$spaceaddress[$n]).“%' or";

$query = "select $lang,$olang from $dictionary_t where
$nextwordmatch $lang = '$spaceaddress[$s]’ and $olang <> '' order by $lang
desc, length($lang),$olang desc, length($olang) desc";

S$result = MYSOQL ("minibush", "$query") or die("can't error #1 -

r$query' " . MYSQL_ERROR());
if ($match == "yes") unset ($match);
if ((MYSQL_NUMROWS($resu1t) > 0) && ($match != "no"))
f ‘ i
$n = 0;

Smaximum = 0;
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Smaximumr = 0;
unset ($finals) ;
unset ($finalsr) ;
unset ($longestolang) ;
unset ($longestlang) ;
while ($n < MYSQL_NUMROWS(sresult))# && (Smatch i= "yes™"))

list (${$lang},${$olang}) = MYSQL_FETCH_ROW ($result);
$mean = explode(" ", ${$lang});

Sosmean = explode (" ", ${$olang}) ;

$tos = count ($osmean) - 1;

$g = 0;

unset ($match) ;

while ($g < count ($mean))

if (($spaceaddress[$s+5g] == $mean[$g]) && ($match != "no"))
$match = "yes";
else $match = "no";
$g++i
if ($match == "yes")

if (strlen($longestolang) < strlen(${$olang}))
$longestolang = ${$olang}; : ,
if (strlen($longestlang) < strlen(${$lang})) $longestlang =
${$lang}; '
unset ($overlap) ;
unset ($max) ;
$array = array();

: $array =
overlap($s,1,${$lang},$tos,${$olang},$g,$dictionary_t,$lang,$olang,$spaceaddr
ess, $longestolang) ; .

$max = Sarray["max"]; )
$tolang = S$array["tolang"];

if ($tolang) $wasok = "true'";
while ($arrayl["overlap"] != "false" && count ($spaceaddress) >
$max)
{
Sarray =

overlap($array["s"],$array["mm"],trim(sarray["mean"]),$array[“tos“],trim($arr
ay[“osmean“]),$g,$dictionary_t,$1ang,$olang,$spaceaddress,$1ongestolang);
if ($arrayl['overlap"] == "true")

$max = Sarray["max"];
Stolang = $array(["tolang"];
Swasok = "true';

}

if ($max > $maximum && $max > 0)

{
$maximum = S$max;
$finals = $tolang;

}

if ($wasok != "true")

58



WO 03/058491 PCT/US02/25630

if (strlen(${$lang}) > $maximumr)

{
$maximumr = strlen(${$lang});
$gr = $g; :
$finalsr = ${$olang};

}

}

}

Sn++;
}
if ($wasok == "true")
{
$match = “true";
. if (!strstr($finals+$1ongestolang) && Smaximum <=
(substr_count (" ", $longestolang) +1))
{
#print NN,
if ($s == 0) S$space = $Space . Sopen . $longestolang . $close;
else $space = $space, . " " . $open . $longestolang . $close;
$s = $s + substr_count ($longestlang," "y + 1;
}
else
if (8s == 0) $space = $space . $open . $finals $close;

else $space = $space w.nv _ $open . $finals . $close;

$s = $s + $Smaximum;
}
unset ($maximum) ;
unset ($wasok) ;

elseif ($finalsr) ### testing new thing, what happens when a
partial mach was found, (ie a something, but a is not in the system).

if ($s == 0) $space = $space . $open . $finalsr . $close;
else $space = $space . " " . $open . $finalsr . $close;

$s = $s + $gr;
unset ($maximumr) ;

}

else # still is test phase.

{

if (ereg("[a—zA—Zé—ﬁ]",$spaceaddress[$s])) $space = $space
cbnvert(substr($spaceaddress[$s],0,1),$base1ang) $close;

else $space = $space . $open .

$open .

convert(substr(sspaceaddress[$s],0,1).$base1ang) $close;

$spaceaddress [$s] = substr ($spaceaddress [$s],1) ;
if (!$spaceaddress [$s] [l $spaceaddress[$s] == "0") Ss4+;
unset ($match) ;
}

}

else
{
if (ereg("[a-zA-Za-G]", $spaceaddress($s])) $space = $space . " "
Sclose;

$open . convert(substr($spaceaddress[$s],0,1),$base1ang)
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else $space = $space . $open .
convert(substr(sspaceaddress[$s],0,1),$baselang) . $close;

$spaceaddress [$s] = substr ($spaceaddress [$s],1);
if (!$spaceaddress[$s] || $spaceaddress([$s] == wgn) Ss4+;
unset ($match) ;
}

if (!$spaceaddress[$s] ll $spaceaddress[$s] == "0") Ss++;

y

]
else

if (ereg("[a—zA—Zé—ﬁ]",$spaceaddress[$s])) {$space = $space . " " .
$open . convert(substr(sspaceaddress[$s],0,1),$base1ang) . $close; print
Wik . } - ]

elseif (ereg("[a-zA—Za—ﬁ]"($spaceaddress[($s—1)])) $space = $space .
" ., $open . convert(substr(sspaceaddress[$s],0,1),$baselang) . Sclose;

else $space = $space . $open .
convert(substr(Sspaceaddress[$s],0,1),$base1ang) . Sclose;

$spaceaddress [$s] = substr ($spdceaddress [$s],1) ;

SS++;

unset ($match) ;

}# end of word between .
$url .= $space;
unset ($temp) ;
Scount++; #next word.
if (strstr($word,"e@"))
{
$revid = hebrev($id_t);
if (strstr($url,".")) Surl = ereg_replace(“([a—zA—ZO—9/—/_/ l1)e([a-zA-
7z0-9/-/_/ ]*)([/,])","\\1.\\2@inhebrew.co.il\\3",“$url");
else Surl = ereg_:eplace(“([a;zA-ZO—S/—/_/ 1)e(la-zA-20-9/-/_/
1) v, "\\1.\\2@inhebrew.co.il", $url);
unset (§systemsite) ;

if (strstr(sword,"@inhebrew.co;il"))

{

$revid = hebrev(s$id_t);-

$url = ereg_replace (" ([a-d]).([/-/ a-a/-/
1*)@$emailend", "\\1@\\2$revid", $url) ;

}

if ($systemsite == "true" && Istrstr ("$word", "@"))
if ($end) return “http://" . str_replace(" w onn Send)
" . inhebrew.co.il/index.html?sub=" . substr($end,1);
else return "http://" . str_replace (" w,nn Surl) . “".inhebrew.co.il";
} .

if (ereg(“inhebrew.co.il/([a-zA—ZO—S/—]*)/index.html",$word) &&
!strstr($word,“inhebrew.co.il/sample/"))

{
$end = substr($end,1);
if (strstr($end,"/"))

{
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return eregi_replace (" [[:space: 11+, " ",str_replace(" - ", "-
", str_replace(" @","@", ($end))));
!
}
return eregi_replace("[[:space:] J+", " v, str replace(" - ","-
", str_replace(" e@","@", Surl)));
}
?>

The above embodiment combining the use of a cross-language association dat:abase and
the cross-language double overlap translation technique has other potential applications to
improve the quality of c—:xis"cing technologies that attempt to equate infermétioh from one state to
| another, such as voice recognition software, and-OCR scanning devices that are known in the art.
Both of these technologies can test the results of their systems against the translation methods of
the present invention. When a translation does not exist and therefore a mistake is presumed, the
user can be alerted and queried or the system can be prograr”nmed to look for close alternatives in
the database to the un-overlapped translation that will produce an overlapped translation. All
returns to the user, of course, would be converted back into the original language.

As will be understood by those skilled in the art, many changes in the apparatus and
methods described above may be made by the skilled practitioner without departing from the

spirit and scope of the invention.
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I claim:

1. A method for translating a document segment in a first language into a document
segment in a second language comprising the steps of:

providing a first association between the document segment in the first language and a
document segment in each of a plurality of third languages using existing translation systems;

manipulating the first association to provide a second association between the document
segment in each of a plurality of third languages and a second language using existing
translation systems;

identifying at least two sample segments that are identical as a deduced association
segment in the second language using said second associations; and

associating the deduced association segment in the second language with the document

segment in the first language.

2. The method of claim 1, wherein the plurality of third languages includes at least one third

language.

3. The method of claim 2, further comprising identifying non—identical sample segments as

interchangeable segments using a method to identify segments of equivalent semantic meaning.

4. A computer device including a processor, a memory coupled to the processor, and a
program stored in the memory, wherein the computer is configured to execute the program and

perform the steps of:
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providing a first association between the document segment in the first language and a
document segment in each of a plurality of third languages using an existing translation system;
manipulating the first association to provide a second association between the document
segment in each of a plurality of third languages and a second language using existing translation
systems;
identifying at least two sample segments that are identical as a deduced association
segment in the second language using said second associations; and

associating the deduced association segment in the second language with the document

segment in the first language.

5. The computer device of claim 4, wherein the plurality of third languages includes at least

one language.

6. The computer device of claim 5, further configured to perform the step of identifying

non—identical sample segments as interchangeable segments by identifying segments of

equivalent semantic meaning.

7. A computer readable storage medium having stored thereon a program executable by a

computer processor for performing the steps of:
providing a first association between the document segment in the first language and a

document segment in each of a plurality of third languages using an existing translation system;
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manipulating the first association to provide a second association between the document
segment in each of a plurality of third languages and a second language using existing translation
systems;

identifying at least two sample segments that are identical as a deduced association
segment in the second language using said second associations; and

associating the deduced association segment in the second language with the document

segment in the first language.
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CROSS-IDEA DATABASE
1 2 3 4
System A System B Direct Frequencies
Segments sugments by Frequencies after
Rank subtraction
of Frequency |
after subtraction
Dal Dbi+Db3+Db4 25 25
* Dal Db9+Db10 19 19
Dal Dbl 35 10
Dal Db1+Db3 30 5
. Da2 Db2+Db6 20 20
Da2 Dbl2 | 15 15
Da2 Db2 25 5
Da3+Da4 Db5+Db7 15 15
Da3+Da4 Db5 25 10

Figure 1
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