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METHOD AND SYSTEM FOR DETERMINING 
BUFFER INVENTORY SIZE 

CROSS-REFERENCE TO RELATED 
APPLICATIONS 

0001. This application claims the benefit of commonly 
owned and copending U.S. provisional application No. 
60/671.543, filed Apr. 14, 2005, the entire disclosure of which 
is incorporated herein by reference. 

BACKGROUND OF THE INVENTION 

0002 1. Field of the Invention 
0003. The present invention generally relates to a method 
and system for determining appropriate buffer inventory for 
items associated with variable demand patterns. 
0004 2. Description of the Related Art 
0005 Typically, there are many problems experienced by 
Supply/logistics chains from the point of use back through the 
Source of Supply. These problems include: 

0006 a) too many “not in stock' situations: 
0007 b) maintenance and/or repair personnel fre 
quently “cannibalize' assets and inventory from other 
projects in order to meet a deadline; 

0008 c) workload priorities are constantly shifted; 
0009 d) lead times to repair and/or replenish-to-shelf 
are too long; 

0010 e) too much inventory is “in-work'; 
0011 f) expeditious repairs are routine; 
0012 g) inventory turnover of consumables and repair 
able items are too low; 

0013 h) too much of some inventories and not enough 
of other inventories; 

0014 i) unpredictability and/or variation in demand; 
0015 ) significant manpower is spent maintaining, pre 
serving, inventorying, and Stockpiling material; 

0016 k) negative effects on morale resulting from non 
value added activities; and 

0017 l) frequent disagreements between supply and 
consumers over the types and quantities of inventories to 
stock and where to locate Such inventories. 

0018 What is needed is a new method and system for 
accurately determining an appropriate buffer inventory that 
solves and/or eliminates the aforesaid problems and deficien 
cies of Supply and logistic chains. 

SUMMARY OF THE INVENTION 

0019. In one aspect, the present invention is directed to a 
method for determining bufferinventory comprising the steps 
of selecting an item for which demand data is to be reviewed, 
identifying all information associated with the selected item, 
filtering the information based on pre-selected filter settings 
to provide filtered demand data, and displaying the filtered 
demand data. The method further comprises processing the 
filtered demand data to determine the longest period of time to 
complete a requisition, determining an optimum TRR (Time 
To Reliably Replenish) that is sufficient to allow a predeter 
mined percentage of requisitions to be completed, generating 
on a display device a representation of dispersion of replen 
ishment time TRR for the selected item and indicating in the 
representation the determined optimum TRR, and providing a 
user with the opportunity to vary the optimum TRR to provide 
an adjusted TRR so as to compensate for process changes, 
unforeseen circumstances or infrequent demand spikes. The 
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method further includes processing the filtered data to deter 
mine the date of the oldest requisition for the selected item 
and designating this determined date as the initial starting 
point, defining a predetermined time window equal to either 
the adjusted TRR if the optimum TRR has been adjusted or 
the optimum TRR if the optimum TRR has not been adjusted, 
processing the filtered demand data within the predetermined 
time window starting from the initial starting point to deter 
mine the accumulated demand for the selected item during 
that particular predetermined time window, and storing the 
determined accumulated demand. The method further com 
prises incrementing the initial starting point to provide an 
updated starting point, processing the filtered demand data 
within the predetermined time window starting from the 
updated Starting point to determine the accumulated demand 
for the selected item during that particular predetermined 
time window, and storing the determined accumulated 
demand. The incrementing and Subsequent processing and 
storing steps are repeated until the end of the filtered demand 
data has been reached. The method further comprises pro 
cessing all stored determined accumulated demands to deter 
mine the numerically highest accumulated demand, display 
ing on a display device the determined numerically highest 
accumulated demand value, and generating on a display 
device a representation of the demand pattern for the selected 
item based on the series of determined accumulated demands. 
The method further includes the steps of setting a buffer 
inventory size to have a value equal to the determined numeri 
cally highest accumulated demand value, determining the 
impact of the initial buffer inventory size on meeting demand 
for the selected item, and providing the user with an oppor 
tunity to adjust the initial buffer inventory size to provide an 
adjusted buffer inventory size. 
0020. In a related aspect, the present invention is directed 
to a computer program for performing a method for deter 
mining buffer inventory size in an electronic data processing 
System, comprising: 
0021 a computer readable medium; 
0022 computer program instructions, recorded on the 
computer readable medium, executed by a processor, for 
performing the steps of 

0023 (a) selecting an item for which demand data is to 
be reviewed; 

0024 (b) identifying all information associated with the 
selected item; 

0.025 (c) filtering the information based on pre-selected 
filter settings to provide filtered demand data; 

0026 (d) displaying the filtered demand data; 
0027 (e) processing the filtered demand data to deter 
mine the longest period of time to complete a requisi 
tion; 

0028 (f) determining an optimum TRR that is sufficient 
to allow a predetermined percentage ofrequisitions to be 
completed; 

0029 (g) generating on a display device a representa 
tion of dispersion of replenishment time TRR for the 
Selected item and indicating in the representation the 
determined optimum TRR: 

0030 (h) providing a user with the opportunity to vary 
the optimum TRR to provide an adjusted TRR so as to 
compensate for process changes, unforeseen circum 
stances or infrequent demand spikes; 
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0031 (i) processing the filtered data to determine the 
date of the oldest requisition for the selected item and 
designating this determined date as the initial starting 
point; 

0032 () defining a predetermined time window equal 
to either the adjusted TRR if the optimum TRR has been 
adjusted or the optimum TRR if the optimum TRR has 
not been adjusted; 

0033 (k) processing the filtered demand data within the 
predetermined time window starting from the initial 
starting point to determine the accumulated demand for 
the selected item during that particular predetermined 
time window; 

0034 (1) storing the determined accumulated demand; 
0035 (m) incrementing the initial starting point to pro 
vide an updated Starting point; 

0036 (n) processing the filtered demand data within the 
predetermined time window starting from the updated 
starting point to determine the accumulated demand for 
the selected item during that particular predetermined 
time window; 

0037 (o) storing the determined accumulated demand; 
0038 (p) repeating steps (m), (n) and (o) until the end of 
the filtered demand data has been reached; 

0039 (q) processing all stored determined accumulated 
demands to determine the numerically highest accumu 
lated demand; 

0040 (r) displaying on a display device the determined 
numerically highest accumulated demand value; 

0041 (S) generating on a display device a representa 
tion of the demand pattern for the selected item based on 
the series of determined accumulated demands deter 
mined in steps (k)-(p); 

0042 (t) setting an initial buffer inventory size to have a 
value equal to the determined numerically highest accu 
mulated demand value; 

0043 (u) determining the impact of the initial buffer 
inventory size on meeting demand for the selected item; 
and 

0044 (v) providing the user with an opportunity to 
adjust the initial buffer inventory size to provide an 
adjusted buffer inventory size. 

0045. Other objects, features and advantages of the 
present invention will be apparent from the ensuing descrip 
tion. 

BRIEF DESCRIPTION OF THE DRAWINGS 

0046. The foregoing features of the present invention will 
become more readily apparent and may be understood by 
referring to the following detailed description of an illustra 
tive embodiment of the present invention, taken in conjunc 
tion with the accompanying drawings, in which: 
0047 FIG. 1 is a block diagram of a computer network, in 
accordance with one embodiment of the invention, with 
which the method of the present invention can be imple 
mented; 
0048 FIGS. 2A, 2B and 2C are flow diagrams of the 
method of the present invention; 
0049 FIG. 3 is an exemplary table of demand data for a 
particular item; 
0050 FIG. 4 is an exemplary graph of a TRR (Time-To 
Reliably-Replenish) trend for a particular item; 
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0051 FIG. 5 is an exemplary graph of the dispersion of 
replenishment time and accumulated quantity for a particular 
item; 
0.052 FIG. 6 is an exemplary graph showing accumulated 
demand corresponding to a particular TRR; 
0053 FIG. 7 is an exemplary graph showing the occur 
rences of particular demand peaks; and 
0054 FIG. 8 is an exemplary graph showing the impact of 
a particular buffer size on the demand and Supply activities. 

DESCRIPTION OF THE PREFERRED 
EMBODIMENTS 

0055. The ensuing description makes reference to FIGS. 
1-8 of the drawings. The graphs and/or tables shown in FIGS. 
3-8 are exemplary and are presented to facilitate understand 
ing of the invention. 
0056 Referring to FIG. 1, there is shown network 10 that 
can be used to implement the method of the present invention. 
Network 10 comprises an end user computer system 14 hav 
ing input devices such as keyboard 16, mouse 18, display 
device 20 and printing device 22. Computer system 14 can be 
configured as a personal computer, workstation, server sys 
tem, and minicomputer or mainframe computer. Computer 
system 14 includes processor or CPU 23A and memory 23B. 
Processor 23A executes program instructions in order to carry 
out the functions of the present invention. The processor of 
computer system 14 is a microprocessor, Such as an Intel 
Pentium(R) processor, but may also be a minicomputer or 
mainframe computer processor. Memory 23B stores program 
instructions that are executed by processor 23A. Memory 
23B also stores data that is used and processed by processor 
23A. Memory 23B may include electronic memory devices, 
Such as random-access memory (RAM), read-only memory 
(ROM), programmable read-only memory (PROM), electri 
cally erasable programmable read-only memory (EEPROM), 
flash memory, etc. and electromechanical memory, such as 
magnetic disk drives, tape drives, optical disk drives, etc. 
which may use an integrated drive electronics (IDE) inter 
face, or enhanced IDE (EIDE), or ultra direct memory access 
(UDMA), or a small computer system interface (SCSI) based 
interface, or fast-SCSI, or wide SCSI, or fast and wide SCSI, 
etc., or a fiber channel-arbitrated loop (FC-AL) interface. 
0057 Computer system 14 also includes input/output 
interfaces, and network adapters. Display device 20 can be 
configured as a CRT or LCD monitor. 
0.058 Computer system 14 is in electronic data communi 
cation with data link 24. Data link 24 can be configured as any 
type of medium capable of transmission of data signals. Thus, 
data link 24 can be configured as a dedicated land line, phone 
lines, broadband cable, etc. Data link 24 can also be config 
ured as a wireless system Such as a satellite uplink and down 
link system. Data link 24 is in data communication with 
internet or world-wide-web 3.0. Network 10 includes data link 
31 which is in data communication with internet 30. Data link 
31 can have the same configuration as data link 24. Network 
10 further includes remote server 32 that is in data commu 
nication with internet 30 via data link31. Although one server 
32 is shown, it is to be understood that more than one server 
can be utilized. Network 10 further includes data bases 34. 
Each data base 34 contains data relating to the demand 
requirements of parts, components or items that are used by 
the end user. Such data includes requisition data Such as the 
date an order is placed and completed, the time for the req 
uisition to be completed (TRR) to the consumer if a part is 
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issued from other than the shelf (a Not-In-Stock-Situation), or 
the time for the shelf to be replenished if the part was issued 
from the shelf, component or part serial number, and project 
code. The databases 34 may include other data as well such 
as repair and/or maintenance history of all parts or compo 
nents. As used herein, the terms “parts”, “components', and 
“products” are used interchangeably and are collectively 
referred to herein as “item” or “items. Network 10 may also 
include database 36 which is located on the same premises as 
computer system 14. Database 36 may be configured to store 
the same data stored in databases 34 and/or store any result 
ing analysis and data generated by the implementation of the 
method of the present invention on computer system 14. 
0059 Referring to FIG. 2, the first step of the method of 
the present invention, step 100, entails determining, selecting 
or specifying the item for which demand data is to be 
reviewed. The term “demand data” as used herein refers to all 
data that pertains to requisitions for the selected item between 
the Supplier and the consumer. Typically, an item for which 
demand data is to be reviewed is an item subject to variable 
demand patterns and/or problems in establishing a reliable 
and/or desirable time-to-reliably-replenish (TRR). The user 
inputs data representing the selected item into computer sys 
tem 14 via keyboard 16 and/or mouse 18. 
0060 Next, in step 102, the user performs a search of data 
bases 34 or database 36 for all detailed information associ 
ated with the selected item. 

0061. In step 104, the user inputs desired filter settings into 
computer system 14. In response, computer system 14 pro 
cesses the demand data for the item in question and filters out 
demand databased on the user's filter settings. Specifically, 
this step segregates demand for Stock replenishment actions 
from the demands made from stock on the wholesale, retail 
level or local repair process. 
0062. In step 106, the user inputs a specified time frame for 
which demand data is sought. In response to the inputted time 
frame, computer system 14 then filters out all demand data 
that is not within the specified time frame. 
0063. In step 108, the user inputs other criteria that are 
used by computer system 14 to filter out other data that is not 
desired. For example, the user may input specific data repre 
senting Project Codes, Type Equipment Code, Work Centers, 
UIC, etc. for which demand data is not desired. 
0064. As a result of the data processing implemented by 
steps 106 and 108, the filtered demand data is presented on 
display device 20. In one embodiment, the filtered demand 
data is presented in tabular form as shown in FIG. 3. The 
exemplary table shown in FIG. 3 includes data and informa 
tion related to “Requisition it”, the serial no. “S/N”, “TRR', 
“Order Date”, “Completion Date”, “Quantity” and “Status”. 
Thus, for example, on Jan. 3, 2002, requisition no. 23456 was 
placed for the item. The quantity of item ordered was one. The 
serial no. of the item delivered is 0001. The time-to-replenish 
(TRR) is one day. Thus, the ordered item arrived on the first 
day after the requisitioned was made. In a preferred embodi 
ment, step 108 also allows the user to prompt computer sys 
tem 14 to effect generation of a graph on display device 20 
that shows the TRR trend for the particular item. An example 
of such a graph showing a TRR trend is shown in FIG. 4. The 
horizontal axis is a timeline and the vertical axis is the amount 
of time from the requisition order date to the date on which the 
requisition is completed. The TRR trend shown in FIG. 4 is 
exemplary and is not based on demand data shown in FIG. 3. 
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0065. Next, in step 110, computer system 14 processes all 
of the filtered demand data to determine the longest period of 
time required to complete a requisition. Stated another way, 
step 110 determines the longest TRR. Using the demand data 
shown in FIG. 3 as an example, step 110 processes this 
demand data to determine the longest TRR. Step 110 may 
also be illustrated by Example 1: 

EXAMPLE 1. 

0066. In this example, twelve months of demand data fora 
particular item is under evaluation. The longest amount of 
time needed to complete a requisition was eleven days. 
Although eleven days was the longest period of time to com 
plete a requisition, the vast majority of requisitions were 
completed in seven days or less and a few of the requisitions 
were completed between eight and ten days, inclusive. There 
fore, step 110 would identify eleven days as the longest period 
of time to complete a requisition. 
0067 Next, in step 112, the user analyzes the filtered 
demand data, which may be presented in the form shown in 
FIGS. 3 and 4, in order to determine a particular, optimum 
TRR that is sufficient to allow a predetermined percentage of 
requisitions to be completed. For example, when using the 
scenario described in Example 1, an analysis of the demand 
data reveals that although eleven days was the longest period 
of time to complete a requisition, the vast majority of requi 
sitions were completed in seven days or less with a few of the 
requisitions being completed between eight and ten days, 
inclusive. Thus, a user could ascertain from the data that the 
eleven day period in question was the exception and that the 
requisitions having completion times between eight and ten 
days, inclusive, occurred early in the sample period, i.e. early 
in the twelve month period under evaluation. Furthermore, 
the user may determine that the eleven-day requisition time 
may be a non-recurring "demand spike' which does not 
require coverage with a corresponding buffer inventory size. 
Thus, the user may conclude that the optimum TRR does not 
have to cover one-hundred percent of the requisitions. 
Instead, the user may find that only a percentage, e.g. 80%, 
90%, etc. of the requisitions need to be covered by an opti 
mum TRR. Thus, the user then determines a percentage that 
would exclude the TRRs that are considered exceptions, 
anomalies, or occurring early in the sample period. Thus, in 
the present example, the user determines that an optimum 
TRR need only cover 85% of all requisitions and that a TRR 
of seven days corresponds to this percentage value of 85%. 
0068. In step 112, the user inputs the determined percent 
age value into computer system 14. In step 114, the computer 
system 14 displays the determined percentage and TRR val 
ues. Thus, using the aforesaid example, computer system 14 
displays the determined percentage value 85% and a TRR of 
seven days. 
0069. In step 116, computer system 14 displays on display 
device 20 a graphic representation of the dispersion of replen 
ishment time (TRR) for the selected item wherein the opti 
mum TRR determined in step 112 is flagged for identifica 
tion. This step is illustrated by FIG. 5 and 

Example II 

0070) EXAMPLE II 
0071. In this example, the selected or determined percent 
age cutoff value is 85% and the TRR corresponding to this 
percentage is ten days. Next, computer system 14 generates a 



US 2013/0246121 A1 

graphic representation of the dispersion of replenishment 
time (TRR) for the selected item. FIG. 5 shows this graphic 
representation. The vertical axis, QUANTITY, represents the 
quantity of items for which requisitions were made. The 
horizontal axis, DAYSTOREPLENISH, represents the num 
ber of days needed for the requisitioned or demanded quantity 
to arrive. For example, a review of FIG.5 reveals that thirteen 
items arrived within one day of the date the requisition was 
made. Twenty-one items arrived within three days of the date 
requisition was placed. Thirty-two items arrived within six 
days of the date the requisition was placed. Three items 
arrived within ten days after the date the requisition was 
placed. Since ten days is also the optimum TRR, a flag 200 is 
shown indicating ten days as the TRR that corresponds to the 
percentage value of 85%. Thus, as a result of viewing the 
graphical representation of FIG. 5, the user can see that a vast 
majority of requisitioned or demanded items arrived in ten 
days or less while there were relatively few instances wherein 
requisitioned or demanded items arrived more than ten days 
after the requisition was made. 
0072 After review of the graph of the dispersion of replen 
ishment, step 118 provides the user with an opportunity to 
change or adjust the optimum TRR number determined in the 
previous steps in order to compensate for process changes, 
unforeseen, unusual or infrequent circumstances, or infre 
quent demand spikes. For example, as shown in FIG. 5, the 
user may conclude that the instances wherein items arrived 
more than ten days after the requisitions were the result of 
unusual supply system break-downs, unforeseen circum 
stances, or possibly one-time demand spikes. Process 
changes may also affect the TRRS. Such process changes may 
result in increased or decreased TRRs at different points in the 
entire time frame being analyzed. Thus, step 118 allows the 
user to either leave the optimum TRR unchanged or adjust 
optimum TRR. 
0073. Next, in step 120, the user inputs commands into 
computer system 14 to locate the date of the first requisition 
for the item. Typically, this would be the oldest requisition. 
The date of the first requisition is designated as the initial 
starting point. For example, using the data shown in FIG. 3, 
Jan. 3, 2002 would be the oldest requisition in the time frame 
and therefore would be designated as the initial starting point. 
0074) Next, in step 121, the TRR resulting from step 118 is 
used to define a predetermined time window. Thus, if the TRR 
is ten days, then the predetermined time window is ten days. 
0075. In steps 122, 124 and 126, the user commands com 
puter system 14 to process the demand data for the selected 
item with the predetermined ten day window starting from the 
initial starting point to determine the total or accumulated 
demand during that particular predetermined time window. 
Thus, referring back to FIG.3, this step would initially evalu 
ate a ten-day window starting at “Jan. 3, 2002 and ending at 
“Jan. 12, 2002 to determine the accumulated demand during 
that ten day period. Computer system 14 then stores the 
accumulated demand for that ten day period for Subsequent 
processing. Next, computer system 14 increments the starting 
point by one day to provide an updated Starting point and 
evaluates the next ten day window starting from the updated 
starting point. Therefore, computer system 14 evaluates the 
ten day period starting from “Jan. 4, 2002 to “Jan. 1, /2002 
to determine the accumulated demand during that ten day 
period. Computer system 14 then stores the accumulated 
demand for that ten day period to memory. Computer system 
14 continues to process the demand data in this manner, 
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continuously incrementing the starting point by one day to 
provide updated Starting points and evaluate the correspond 
ing ten day windows to determine the accumulated demand 
for each ten day window. This process continues until step 
124 determines that the end of the demand data has been 
reached. Once step 124 determines that the end of demand 
data has been reached, the method shifts to step 127. 
0076. In step 127, computer system 14 processes all stored 
total or accumulated demand data for each ten day window 
determined by steps 122,124 and 126 and then determines the 
numerically highest accumulated demand. Thus, step 127 
yields the numerically highest accumulated demand for all of 
the ten day windows analyzed in steps 122, 124 and 126. 
Computer system 14 then displays the determined numeri 
cally highest accumulated demand on display device 20. 
0077. In step 128, computer system 14 graphically gener 
ates on display device 20 a graph showing the demand pattern 
based on the series of accumulated demand values deter 
mined in steps 122, 124 and 126, and the corresponding 
ten-day time windows. For purposes of facilitating under 
standing of step 128, it is assumed that the optimum TRR is 
ten days and step 127 has determined that the numerically 
highest accumulated demand is six. An example of the graph 
generated by this step is shown in FIG. 6. This graph contains 
data for a two year period, commencing January 2002, and 
ending April, 2004. The vertical axis is the ordered quantity of 
the item and the horizontal axis is the entire time period in 
question. Each data “bar or “spike' shows the total accumu 
lated demand for a time window equal to the TRR established 
in step 118, e.g. 10 days. As shown in FIG. 6, during Septem 
ber, 2002, there were three time windows wherein the accu 
mulated demand totaled six items. The next highest accumu 
lated demand is five and this occurred in a time window in 
September, 2002. The next highest accumulated demand is 
four and occurred in a time window in September, 2002 and 
in a time window in October 2003. The remaining accumu 
lated demands are for three items or less. 
0078. In step 129, computer system 14 automatically sets 
the most conservative buffer size equal to the highest numeri 
cally accumulated demand. Thus, this step sets the most con 
servative buffer size to six with the TRR being ten days. 
(0079. In step 130, the user is allowed the opportunity to 
validate the buffer size established in step 129. Specifically, in 
this step, the user evaluates the graph shown in FIG. 6 to 
determine if the established buffer size should remain as is, or 
if it should be adjusted. In this step, the user also has the 
option of prompting computer system 14 to generate a graph 
of "Demand Peak Size' versus “Occurrences” in order to help 
the user decide whether the buffer size established in step 129 
is sufficient, or whether the buffer size should be adjusted. 
Such a graph is shown in FIG. 7. In this graph, the horizontal 
axis is "Demand Peak Size' and the vertical axis is “Occur 
rences'. This graph tells the user how many times a demand 
for a particular quantity of items occurred. For instance, a 
demand for one item occurred thirty five times. A demand for 
two items occurred twenty eight times. A demand for three 
items occurred eighteen times. A demand for four items 
occurred two times. A demand for five items occurred two 
times. A demand for six items occurred only three times. 
Thus, the user may decide that it may not be necessary to 
maintain a buffer size of six. A relatively high per-item cost in 
combination with an infrequent demand for six or more items 
may influence the user into deciding that a buffer size of less 
than six may be sufficient. However, prior to making an 
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adjustment in the buffer size, it is preferable that the user first 
analyze what impact a buffer size of six may have on the 
ability to meet demand for the item throughout a particular 
period of time. This is further described in step 132. 
0080. In step 132, the user prompts computer system 14 to 
generate a graph that illustrates what impact a buffer size of 
six will have on meeting the demand for the item. Such a 
graph is shown in FIG.8. This graph is based on a TRR often 
days and a buffer size of six. The vertical axis represents the 
number of items in the buffer. The horizontal axis represents 
a particular time frame. The graph shows “bars’, indicated by 
reference numbers 300A-K, which show depletion of the 
buffer inventory and the remaining buffer inventory after a 
period of time (i.e. days) has elapsed. The width of each bar 
corresponds to the amount of time that has elapsed. For 
instance, bar 300A indicates the buffer inventory, which 
originally had six items, was reduced to five items during a 
period of time in January 2002. The regions or areas between 
bars 300A-K are indicated by reference number 400 and 
define the periods of time when the bufferinventory is full, i.e. 
six items. Bar 300G shows that the buffer, originally having 
six items, has been reduced to four items during a period of 
time in February, 2003. Bar 300F shows the buffer inventory 
has been depleted to zero in December, 2002. Therefore, this 
graph provides the user with an indication as to whether a 
buffer size of six is sufficient, too large or too small. In this 
particular example, the user may decide to decrease the buffer 
size to four or five since most of the time, the buffer size is not 
depleted below four items. Thus, the user may decrease the 
buffer size to four. If the user does adjust the buffer size, step 
132 is repeated so the user can view the impact or implica 
tions of the new buffer size. 
0081. While the present invention has been described in 
the context of a fully functioning data processing system and 
method, those of ordinary skill in the art will appreciate that 
the processes of the present invention are capable of being 
distributed in the form of a computer readable medium of 
instructions and a variety of forms and that the present inven 
tion applies equally regardless of the particular type of signal 
bearing media actually used to carry out the distribution. 
Examples of computer readable media include recordable 
type media Such as floppy disc, a hard disc drive, RAM, and 
CD-ROMs as well as transmission-type media such as digital 
and analog communication links. 
0082. The principles, preferred embodiments and modes 
of operation of the present invention have been described in 
the foregoing specification. The invention which is intended 
to be protected herein should not, however, be construed as 
limited to the particular forms disclosed, as these are to be 
regarded as illustrative rather than restrictive. Variations and 
changes may be made by those skilled in the art without 
departing from the spirit of the invention. Accordingly, the 
foregoing detailed description should be considered as exem 
plary in nature and not as limiting the scope and spirit of the 
invention as set forth in the attached claims. 
What is claimed is: 
1-10. (canceled) 
11. A method for determining buffer inventory size com 

prising: 
(a) providing a computer system comprising a processor, a 
memory device, an input for receiving data from a data 
Source, and a user interface; 

(b) utilizing the user interface to select an item for which 
demand data is to be reviewed and select a sample time 
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period for which the demand data is to be reviewed, 
wherein the selected Sample time period has a start date 
and an end date; 

(c) collecting discrete demand data from a data source that 
corresponds to the selected item and selected sample 
time period and inputting the collected discrete demand 
data into the input of the computer system, wherein the 
discrete demand data comprises dates of requisitions 
and the periods of time-to-replenish needed to complete 
the requisitions; 

(d) processing and analyzing the discrete demand data to 
identify all periods of time-to-replenish that are non 
recurring demand spikes, exceptions, anomalies or 
which occurred in a relatively early time segment of the 
selected sample time period, wherein the relatively early 
time segment is defined by a predetermined segment of 
time starting from the start date of the selected sample 
time period; 

(e) utilizing the user interface to input a percentage value 
that represents a percentage of completed requisitions 
within the selected sample time period, excluding com 
pleted requisitions corresponding to the periods of time 
to-replenish identified in step (d); 

(f) utilizing the processor to process the discrete demand 
data, excluding the periods of time-to-replenish identi 
fied in step (d), and the percentage value to determine an 
optimum Time-To-Reliably Replenish (TRR) that is suf 
ficient to allow completion of the percentage of requisi 
tions; 

(g) utilizing the processor to generate a representation of 
dispersion of replenishment time TRR for the selected 
item and indicating in the representation the determined 
optimum TRR: 

(h) utilizing the processor to process the discrete demand 
data to determine a date of an oldest requisition for the 
Selected item and designating this determined date of the 
oldest requisition as an initial starting point; 

(i) utilizing the user interface to define a predetermined 
time window equal to the determined optimum TRR: 

() utilizing the processor to process the discrete demand 
data within the predetermined time window starting 
from the initial starting point to determine an accumu 
lated demand for the selected item during that particular 
predetermined time window; 

(k) storing the accumulated demand determined in step () 
in the memory device; 

(1) incrementing the initial starting point to a date of a next 
discrete demand to provide an updated Starting point; 

(m) utilizing the processor to process the discrete demand 
data within the predetermined time window starting 
from the updated starting point to determine an accumu 
lated demand for the selected item during that particular 
predetermined time window; 

(n) storing the accumulated demand determined in step (m) 
in the memory device; 

(o) repeating steps (1), (m) and (n) until the end of the 
discrete demand data has been reached; 

(p) utilizing the processor to process all stored determined 
accumulated demands to determine a numerically high 
est accumulated demand; 

(q) utilizing the user interface and processor to generate a 
time-based demand pattern for the selected item based 
on the series of determined accumulated demands deter 
mined in steps ()-(o); and 
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(r) setting a buffer inventory size equal to the determined 
numerically highest accumulated demand. 

12. A computer-executable program product comprising 
computer executable instructions tangibly embodied on a 
non-transitory computer readable medium that when 
executed by a computer perform the method steps compris 
1ng: 

(n) repeating steps (k), (1) and (m) until the end of the 
discrete demand data has been reached; 

(o) utilizing the processor to process all stored determined 
accumulated demands to determine a numerically high 
est accumulated demand; 

(p) utilizing the user interface and processor to generate a 
time-based demand pattern for the selected item based 

(a) allowing a user to select an item for which demand data 
is to be reviewed and select a sample time period for 
which the demand data is to be reviewed, wherein the 
Selected Sample time period has a start date and an end 
date; 

(b) collecting discrete demand data from a data source that 
corresponds to the selected item and selected sample 
time period and inputting the collected discrete demand 
data into the input of the computer system, wherein the 
discrete demand data comprises dates of requisitions 
and the periods of time-to-replenish needed to complete 
the requisitions; 

(c) processing and analyzing the discrete demand data to 
identify all periods of time-to-replenish that are non 
recurring demand spikes, exceptions, anomalies or 
which occurred in a relatively early time segment of the 
selected sample time period, wherein the relatively early 
time segment is defined by a predetermined segment of 
time starting from the start date of the selected sample 
time period; 

(d) utilizing the user interface to input a percentage value 
that represents a percentage of completed requisitions 
within the selected Sample time period, excluding com 
pleted requisitions corresponding to the periods of time 
to-replenish identified in step (c); 

(e) utilizing the processor to process the discrete demand 
data, excluding the periods of time-to-replenish identi 
fied in step (c), and the percentage value to determine an 
optimum Time-To-Reliably Replenish (TRR) that is suf 
ficient to allow completion of the percentage of requisi 
tions; 

(f) utilizing the processor to generate a representation of 
dispersion of replenishment time TRR for the selected 
item and indicating in the representation the determined 
optimum TRR: 

(g) utilizing the processor to process the discrete demand 
data to determine a date of an oldest requisition for the 
Selected item and designating this determined date of the 
oldest requisition as an initial starting point; 

(h) utilizing the user interface to define a predetermined 
time window equal to the determined optimum TRR: 

(i) utilizing the processor to process the discrete demand 
data within the predetermined time window starting 
from the initial starting point to determine an accumu 
lated demand for the selected item during that particular 
predetermined time window; 

() storing the accumulated demand determined in step (i) 
in the memory device; 

(k) incrementing the initial starting point to a date of a next 
discrete demand to provide an updated Starting point; 

(1) utilizing the processor to process the discrete demand 
data within the predetermined time window starting 
from the updated starting point to determine an accumu 
lated demand for the selected item during that particular 
predetermined time window; 

(m) storing the accumulated demand determined in step (1) 
in the memory device; 

on the series of determined accumulated demands deter 
mined in steps (i)-(n); and 

(q) setting a buffer inventory size to have a value equal to 
the determined numerically highest accumulated 
demand. 

13. A system for determining buffer inventory, comprising: 
a computer comprising a processor to execute computer 

program instructions and process input data, a user inter 
face, a data input to receive data from a data source, a 
display device, and a memory to store computer pro 
gram instructions executable by the processor, for per 
forming the steps of: 

(a) allowing a user to utilize the user interface to select an 
item for which demand data is to be reviewed and select 
a sample time period for which the demand data is to be 
reviewed, wherein the selected sample time period has a 
start date and an end date; 

(b) collecting discrete demand data from the data source, 
wherein the collected discrete demand data corresponds 
to the selected item and selected Sample time period and 
inputting the collected discrete demand data into the 
data input of the computer system, wherein the discrete 
demand data comprises dates of requisitions and the 
periods of time-to-replenish needed to complete the req 
uisitions; 

(c) processing and analyzing the discrete demand data to 
identify all periods of time-to-replenish that are non 
recurring demand spikes, exceptions, anomalies or 
which occurred in a relatively early time segment of the 
selected sample time period, wherein the relatively early 
time segment is defined by a predetermined segment of 
time starting from the start date of the selected sample 
time period; 

(d) allowing a user to use the user interface to input a 
percentage value that represents a percentage of com 
pleted requisitions within the selected sample time 
period, excluding completed requisitions corresponding 
to the periods of time-to-replenish identified in step (c); 

(e) processing the discrete demand data, excluding the 
periods of time-to-replenish identified in step (c), and 
the percentage value to determine an optimum Time-To 
Reliably Replenish (TRR) that is sufficient to allow 
completion of the percentage of requisitions; 

(f) generating a representation of dispersion of replenish 
ment time TRR for the selected item, displaying the 
representation on the display device, and indicating in 
the representation the determined optimum TRR: 

(g) processing the discrete demand data to determine a date 
of an oldest requisition for the selected item and desig 
nating this determined date of the oldest requisition as an 
initial starting point; 

(h) defining a predetermined time window equal to the 
determined optimum TRR: 

(i) processing the discrete demand data within the prede 
termined time window starting from the initial starting 
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point to determine an accumulated demand for the 
Selected item during that particular predetermined time 
window; 

() storing the accumulated demand determined in step (i) 
in the memory device; 

(k) incrementing the initial starting point to a date of a next 
discrete demand to provide an updated Starting point; 

(1) processing the discrete demand data within the prede 
termined time window starting from the updated starting 
point to determine an accumulated demand for the 
Selected item during that particular predetermined time 
window; 

(m) storing the accumulated demand determined in step (1) 
in the memory device; 

(n) repeating steps (k), (1) and (m) until the end of the 
discrete demand data has been reached; 

(o) processing all stored determined accumulated demands 
to determine a numerically highest accumulated 
demand; 

(p) generating a time-based demand pattern for the selected 
item based on the series of determined accumulated 
demands determined in steps (i)-(n), and displaying the 
time-based demand pattern on the display device; and 

(q) setting a buffer inventory size equal to the determined 
numerically highest accumulated demand. 

k k k k k 
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