METHOD, SYSTEM AND APPARATUS FOR EQUIPMENT MONITORING AND ACCESS CONTROL

Abstract: A method of asset access control includes: storing, at an access control server: an asset record corresponding to a physical asset and containing an asset identifier corresponding to the asset; and an account record corresponding to a user of the physical asset and containing an account identifier; receiving, at the access control server from a client computing device, an authorization request containing the asset identifier and the account identifier; determining, based on a comparison between the asset record and the account record, whether to authorize the request; when the determination is affirmative, transmitting an instruction to a collector device mounted on the physical asset to permit subsequent access to the asset.
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CROSS-REFERENCE TO RELATED APPLICATION

5 [0001] This application claims priority from U.S. Provisional Application Nos. 62/397673, filed September 21, 2016, and 62/466693, filed March 3, 2017, the contents of which are incorporated herein by reference.

FIELD

10 [0002] The specification relates generally to deployment of equipment such as construction tools, and specifically to a method, system and apparatus for monitoring and controlling access to such equipment.

BACKGROUND

15 [0003] Construction and related fields of work may involve a wide variety of tasks, each of which may require different sets of physical assets, such as tooling, vehicles and other equipment. Certain assets, such as the vehicles mentioned above, may be costly to acquire and maintain. Once acquired, however, such assets may be required only for a small subset of the tasks undertaken by the owner of the assets, and may then remain idle for lengthy periods of time. Leasing the assets to other parties during such idle time may mitigate the cost of ownership. However, the variable environments in which the assets are stored and deployed pose technical challenges to effectively controlling access to the assets.

SUMMARY

25 [0004] According to an aspect of the specification, a method of asset access control is provided, including: storing, at an access control server: an asset record corresponding to a physical asset and containing an asset identifier corresponding to the asset; and an account record corresponding to a user of the physical asset and containing an account identifier; receiving, at the access control server from a
client computing device, an authorization request containing the asset identifier and the account identifier; determining, based on a comparison between the asset record and the account record, whether to authorize the request; when the determination is affirmative, transmitting an instruction to a collector device mounted on the physical asset to permit subsequent access to the asset.

BRIEF DESCRIPTIONS OF THE DRAWINGS

[0005] Embodiments are described with reference to the following figures, in which:

[0006] FIG. 1 depicts a system for equipment monitoring and access control;

[0007] FIG. 2 depicts certain internal components of the access control server and collector device of the system of FIG. 1;

[0008] FIG. 3 depicts a method for equipment monitoring and access control in the system of FIG. 1;

[0009] FIGS. 4-6 depict authorization requests generated in the system of FIG. 1 during the performance of the method of FIG. 3.

DETAILED DESCRIPTION

[0010] FIG. 1 depicts a system 100 for monitoring and controlling access to assets, such as construction equipment (e.g. consumable materials, tools, vehicles and the like) located at one or more sites 102-1, 102-2 (collectively referred to as sites 102, and generically referred to as a site 102; this nomenclature may be employed elsewhere herein). Each site 102 encompasses a geographic area that is typically contiguous as well as distinct from other sites 102. The specific nature and arrangement of the sites 102, however, is not particularly limited. Each site 102 may be a construction site, a storage location, or the like. Assets need not be restricted to specific sites 102; that is, any given asset may be moved among the sites 102.
[0011] In general, an asset as referred to herein is a physical asset that may be employed by one or more operators to perform a task. Thus, vehicles such as a scissor lift, a loader, or the like, are each considered distinct assets. Although the examples discussed herein relate to assets suitable for use in the construction industry, it will be apparent to those skilled in the art that the systems and methods here may also be deployed to monitor and control access to other types of assets. Although each asset is generally owned by a particular entity (e.g. a contractor, whether an individual or an organization), the system 100 enables other entities (e.g. individuals with or without associations with other contractor organizations) to temporarily secure access to an asset for use thereof, whether on the site 102 at which the asset was stored, or elsewhere.

[0012] To that end, the system 100 includes an access control server 104 (also referred to simply as a server 104) connected to a network 108. The network 108 includes any suitable combination of wired and wireless networks, and may include both wide area networks (WANs) such as the Internet, local area networks (LANs), cellular networks, satellite-based networks, and the like.

[0013] The server 104, as will be described in greater detail below, maintains asset records corresponding to each asset for which the monitoring and access control functionality described herein is available (the functionality need not be implemented for every asset present at a site 102). The server 104 also maintains account records corresponding to individuals or organizations permitted to request access to the above-mentioned assets (i.e. to whom the monitoring and access control functionality is available). The server 104, in general, is configured to monitor the status of each asset, and to update the corresponding asset record responsive to changes in asset status. The server 104 is also configured to receive requests to access specific assets, and to determine whether to grant the requested access based on the corresponding asset record and the account record associated with the request.

[0014] As shown in FIG. 1, the server 104 is typically not located within one of the sites 102 (although in some examples the server 104 may be located at a site
102, or deployed across multiple sites 102). Further, the server 104 typically does not permit direct interaction with users wishing to secure access to the assets (e.g. a via input devices connected locally to the server 104). To enable the server 104 to monitor asset status and process access requests, the system 100 therefore also includes an asset-mounted device for each asset under management by the server 104. In the present example, two types of asset-mounted devices are contemplated. Specifically, the system includes collectors 112 (three of which, 112-1, 112-2 and 112-3, are shown in FIG. 1) and beacons 116 (two of which, 116-1 and 116-2, are shown in FIG. 1). As will be discussed in greater detail below, the collectors 112 are capable of communicating with the server 104 via the network 108 to provide status data and access requests to the server 104. The collectors 112 are also capable of granting or denying access to the assets to which they are mounted, according to instructions received from the server 104. The beacons 116, on the other hand, are not capable of direct communication with the server 104, and are generally also not capable to granting or denying access to the assets to which they are mounted. Monitoring and access control for assets bearing beacons 116 rather than collectors 112 is implemented by the collectors 112, as will be seen below.

[0015] The system 100 also includes one or more client computing devices 120, also referred to as client devices 120 (three of which, 120-1, 120-2 and 120-3, are shown in FIG. 1). The client devices 120 are typically mobile. Each client device 120 is therefore implemented as any suitable one of a cellular phone, a smart phone, a tablet computer, a laptop computer, and the like. In general, each client device 120 includes a central processing unit (CPU) and a memory in the form of one or more integrated circuits (ICs), as well as input and output devices, such as a touch screen integrated with a display. Each client device 120 may store, in the above-mentioned memory, one or more applications that are executable by the above-mentioned processor to perform a variety of functions. For example, each client device 120 can include a web browser application which may be executed to transmit requests for web pages to the server 104 and process the responses to such requests. In other examples, each client device 120 may include an access
control client application whose execution by the processor of the client device 120 specifically configures the client device 120 for interaction with the server 120.

[0016] The client computing devices 120 may also initiate requests to access assets via communication with the server 104 (e.g., via the above-mentioned web browser or access control client application). That is, access requests in the system 100 can be initiated from either the collectors 112 or the client computing devices 120, enabling the system 100 to be deployed in a variety of operating conditions, including those where, for example, client computing devices 120 are inoperable or not permitted on a site 120.

[0017] Turning to FIG. 2, before discussing the functionality of the system 100 in greater detail, certain internal components of each of the server 104 and the collectors 112 will be described.

[0018] The server 104 includes a central processing unit (CPU) 200, also referred to herein as a processor 200, in the form of one or more integrated circuits (ICs). The processor 200 is interconnected with a non-transitory computer readable storage medium, such as a memory 204. The memory 204 includes any suitable combination of volatile (e.g. Random Access Memory or RAM) and non-volatile memory (e.g. read only memory or ROM, Electrically Erasable Programmable Read Only Memory or EEPROM, flash memory). The memory 204 stores computer readable instructions executable by the processor 200, including an access control application 208, also referred to herein as the application 208.

[0019] The processor 200 executes the instructions of the application 208 to perform, in conjunction with the other components of the server 104, various functions related to monitoring the status of the assets at the sites 102, as well as controlling access to the assets responsive to requests for access from either or both of the client devices 120 and the collectors 112. In the discussion below of those functions, the server 104 is said to be configured to perform those functions – it will be understood that the server 104 is so configured via the execution of the instructions in the application 208 by the processor 200.
[0020] The server 104 also includes a communications interface 216 interconnected with the processor 200, which enables the server 104 to communicate with other computing devices, notably the client devices 120 and the collectors 112, via the network 108. The communications interface 216 thus includes the necessary hardware, such as network interface controllers and the like (e.g. one or more Ethernet controllers), to communicate over the network 108. The server 104 may also include input devices and output devices interconnected with the processor 200 for administration and configuration of the server 104, such as a keyboard, a display and the like (not shown).

[0021] In addition to the application 208 mentioned above, the memory 204 stores an access control data repository 212. The repository 212 contains the above-mentioned asset records and account records. In other examples, the asset records and the account records may be stored in two or more separate repositories, rather than in the repository 212 as illustrated in FIG. 2. In general, each asset record contains a plurality of attributes of a corresponding one of the assets at the sites 102. The attributes serve to identify the asset, represent the operational status of the asset, and define constraints to be applied to requests to access to the asset. Each account record, meanwhile, contains a plurality of attributes defining an account for which requests to access assets may be made. Examples of asset records and account records will be discussed further below.

[0022] Still referring to FIG. 2, certain internal components of a collector 112 are illustrated. As will now be apparent, each collector 112 of the system 100 includes the components shown in FIG. 2. The collector 112 includes a processor 250 interconnected with non-transitory computer readable storage medium, such as a memory 254. The processor 250 and the memory 254 are implemented as one or more ICs. The memory 254 includes any suitable combination of volatile (e.g. Random Access Memory or RAM) and non-volatile memory (e.g. read only memory or ROM, Electrically Erasable Programmable Read Only Memory or EEPROM, flash memory). The memory 254 stores computer readable instructions executable by the processor 250, including a collector application 258, also referred to herein as the application 258.
[0023] The processor 250 executes the instructions of the application 258 to perform, in conjunction with the other components of the collector 112, various functions related to monitoring the status of, and controlling access to, the asset to which the collector 112 is mounted. As will be discussed below, the collector 112 may also implement functionality permitting the monitoring of assets bearing beacons 116. The memory 254 also stores a pre-authorized code repository 260 which may be employed by the processor 250 during the execution of the application 258 to grant or deny access to assets, as will be discussed in greater detail below.

[0024] The collector 112 includes various communications interfaces permitting the collector to communicate with the server 104 (via the network 108), the beacons 116, and with components (not shown) of the asset to which the collector 112 itself is mounted. In particular, the collector 112 includes a local wireless communications interface 262, a remote wireless communications interface 266, and a telematics interface 270, each interconnected with the processor 250.

[0025] The local interface 262 enables the collector 112 to communicate with the beacons 116. The beacons 116, in the present example, do not include communications hardware configured to establish links directly with the network 108. Instead, each beacon 116 includes a local area communications assembly such as a Bluetooth radio, a Zigbee radio, a radio-frequency identifier (RFID) tag or the like. Such an assembly may have an operational range of between about 3 feet and about 300 feet. The communications assembly of the beacon 116 is configured to transmit, at configurable intervals, at least an asset identifier stored by the beacon 116 and corresponding to the asset on which the beacon 116 is mounted. In the present example, the beacons 116 are affixed to smaller or lower-value pieces of equipment than the collectors 112. For example, the beacons 116 may be mounted to hand tools and consumable materials. In particular, the assets to which beacons 116 are mounted typically do not include operational sensors and interrupt devices to which the beacons 116 can interface. The beacons 116 therefore generally do not collect status data for such assets. In the present example, therefore, the asset identifier stored (e.g. via pre-programming the asset
identifier in a memory of the beacon 116) by the beacon 116 is the only data transmitted by the beacon 116. In other examples, however, certain beacons 116 can be configured to collect and transmit status data concerning the assets to which they are mounted.

5 [0026] The local interface 262, therefore, includes any suitable hardware necessary to receive the above-mentioned asset identifier from any beacons 116 within range of the collector 112. The local interface 262 may therefore include a Bluetooth radio, a Zigbee radio, an RFID reader, or any suitable combination thereof (as the population of beacons 116 at any given site 102 may include more than one type of local area communications assembly).

10 [0027] The remote interface 266 enables the collector 112 to communicate with the server 104 via the network 108. The interface 266 therefore includes any suitable components to connect to the network 108, typically by establishing a wireless link with the network 108, as the collector 112 is mounted to a movable asset, such as a vehicle. In some examples, the remote interface 266 includes one or more cellular radios. In other examples, the remote interface 266 includes a satellite radio, enabling the collector 112 to connect to the network 108 via an intermediate satellite network, which may have greater availability than cellular networks.

20 [0028] The telematics interface 270 interconnects the processor 250 with interrupt components and, for some assets, sensor components included in the asset to which the collector 112 is mounted. Collectors 112 are typically mounted on physically larger, higher-value assets, such as vehicles and storage enclosures (e.g. shipping containers, buildings, fenced enclosures and the like) containing other assets. More generally, the collectors 112 are mounted on assets having interrupt devices integrated therein, such as ignition interrupts in the case of a vehicle, remotely controllable locks, and the like. Some assets with collectors 112 mounted thereon, particularly vehicles, include various sensors to collect operational measurements corresponding to the vehicle (e.g. current GPS position, fuel or other power supply levels, maintenance alerts, usage statistics and
the like). The telematics interface 270 interconnects the processor 250 with the above-mentioned interrupt devices and, if any are present, with sensors of the asset to which the collector 112 is mounted. As will be discussed below, the telematics interface therefore permits the processor 250 to collect operational data corresponding to the asset carrying the collector 112, and also to enable or disable access to the asset via operation of the above-mentioned interrupt device.

[0029] The collector 112 also includes an input device 274 configured to receive input from an operator of the asset to which the collector 112 is mounted and to transmit data representative of such input to the processor 250. The input device 274 includes any one of, or any suitable combination of, a keypad, a fingerprint sensor, a camera, and the like. In general, as will be discussed in greater detail below, the input device 274 permits the collector 112 to receive access requests from operators in physical proximity to the asset bearing the collector 112.

[0030] Referring now to FIG. 3, a method 300 of asset monitoring and access control is depicted. The method 300 will be discussed in connection with its performance in the system 100. In particular, as shown in FIG. 3, certain blocks of the method 300 are performed by the client devices 120, while other blocks are performed by the server 104 and still others are performed by the collectors 112.

[0031] At block 305, each collector 112 is configured to collect status data and transmit the status data to the server 104 via the network 108. Specifically, the processor 250 of each collector 112 is configured to monitor any sensors included on the asset to which the collector 112 is coupled, via the interface 270, and to transmit data received from the sensors to the server 104. The performance of block 305 may be repeated according to a schedule preconfigured in the processor 250 (e.g. once per five minutes). In other examples, the performance of block 305 is initiated only responsive to the processor 250 detecting a change in the status data received via the interface 270.

[0032] At block 305, the collector 112 can also be configured to collect and transmit status data corresponding to the beacons 116. In the present example, each beacon 116 is configured to broadcast an asset identifier at a configurable
interval. If a given collector 112 detects one or more such broadcasts via the local interface 262, the collector 112 is configured to store the asset identifiers contained therein in the memory 254, and to transmit the asset identifiers at block 305 along with the status data collected via the interface 270. Referring briefly to FIG. 1, no beacons 116 are present at the site 102, and the collectors 112-1 and 112-2 are therefore configured to report status data relating only to the assets to which they are respectively mounted. The site 102, on the other hand, contains assets bearing the beacons 116-1 and 116-2. The collector 112-3 may therefore be configured to detect the asset identifiers broadcast by the beacons 116-1 and 116-2, and report those asset identifiers to the server 104 at block 305, along with its own asset identifier and any status data collected via the interface 270 of the collector 112-3.

[0033] In some examples, the collectors 112 are also configured to communicate locally amongst themselves (e.g. via the interfaces 262). In the event that a collector 112 cannot establish a connection with the network 108 via the interface 266, that collector 112 can be configured to establish connections with one or more other collectors 112 via the interface 262 and transfer status data to such other collectors for relaying to the server 104. As will be apparent, the status data transmitted among collectors 112 can also include asset identifiers originally broadcast by one or more beacons 116.

[0034] At block 310, the server 104 is configured to receive the status data from the collectors 112 via the network 108, and to update the corresponding asset records in the repository 212. Table 1, below, illustrates example asset records corresponding to the system as shown in FIG. 1.

<table>
<thead>
<tr>
<th>Asset ID</th>
<th>Condition</th>
<th>Fuel Level</th>
<th>Location</th>
<th>Storage</th>
<th>Owner ID</th>
<th>Access Status</th>
</tr>
</thead>
<tbody>
<tr>
<td>112-1</td>
<td>License A</td>
<td>40%</td>
<td>[Lat/Long-1]</td>
<td>N/A</td>
<td>Acme Co.</td>
<td>Idle</td>
</tr>
<tr>
<td>112-2</td>
<td>N/A</td>
<td>95%</td>
<td>[Lat/Long-2]</td>
<td>N/A</td>
<td>Acme Co.</td>
<td>Idle</td>
</tr>
<tr>
<td>112-3</td>
<td>N/A</td>
<td>N/A</td>
<td>[Lat/Long-3]</td>
<td>N/A</td>
<td>Acme Co.</td>
<td>N/A</td>
</tr>
<tr>
<td></td>
<td>N/A</td>
<td>N/A</td>
<td>112-3</td>
<td>112-3</td>
<td>Acme Co.</td>
<td>Idle</td>
</tr>
<tr>
<td>-------</td>
<td>-----</td>
<td>-----</td>
<td>-------</td>
<td>-------</td>
<td>----------</td>
<td>------</td>
</tr>
<tr>
<td>116-1</td>
<td></td>
<td></td>
<td>112-3</td>
<td>112-3</td>
<td>Acme Co.</td>
<td></td>
</tr>
<tr>
<td>116-2</td>
<td></td>
<td></td>
<td>112-3</td>
<td>112-3</td>
<td>Acme Co.</td>
<td>Idle</td>
</tr>
</tbody>
</table>

[0035] As seen in Table 1, each account record includes an asset identifier. Any suitable alphanumeric string may be employed as asset identifiers; in the present example the reference numerals introduced in FIG. 1 are employed as asset identifiers for simplicity. Each account record can also include various other information (not shown) describing the asset. For example, a type of asset may be indicated (e.g. a vehicle, a hand tool, etc.), as well as or instead of a manufacturer of the asset, a model number, and the like. Each account record can also include a network address of the collector 112 mounted on the corresponding asset. Each account record also includes status data updated based on the data received from the corresponding collector 112 at block 310. The status data can include a fuel or charge level for the collectors 112-1 and 112-3, which are vehicles in the present example.

[0036] The status data can also include a location (e.g., in the form of latitude and longitude coordinates obtained via GPS sensors) for each collector 112. As seen in the final two account records of Table 1, a location is assigned to the beacons 116, although the beacons 116 typically do not have location sensors. The server 104 can be configured to assign a location to a given beacon 116 based on which collector(s) 112 transmitted the asset identifier corresponding to the beacon 116. In some examples, the collectors 112 themselves or the server 104 may be configured to triangulate the position of a beacon 116. For example, when three or more collectors 112 receive the same asset identifier (at substantially the same time, as indicated by timestamp data included with the asset identifier broadcast by the beacon 116), each of the receiving collectors 112 may be configured to report the asset identifier, timestamp data and optionally signal strength data associated with the beacon broadcast, to the server 104. The server 104, in turn, is configured to determine the location of the beacon 116 relative to each of the collectors 112 (whose locations are known via the above-mentioned
GPS sensors). In other examples, as shown in Table 1, the server 104 is configured to assign a location to each beacon 116 based simply on the location of a single reporting collector 112, such as the collector reporting the greatest signal strength for the detected broadcasts. In the present example, as seen in Table 1, the location assigned to each of the beacons 116-1 and 116-2 is the asset identifier of the collector 112-3, which reported the asset identifiers of the beacons 116-1 and 116-2.

[0037] Each asset record may also, for certain assets, define a storage location for the corresponding asset. In the present example, storage locations are not employed for the collectors 112, but are employed for the beacons 116. As noted earlier, the beacons 116 are typically mounted to assets without interrupt devices, and therefore cannot control such interrupts to grant or deny access to the assets to which they are mounted. Instead, in the present example, assets having beacons 116 rather than collectors 112 are stored in enclosures (e.g., shipping containers or the like) that are themselves equipped with a collector 112 connected to an interrupt in the form of a lock on the enclosure. The beacons 116 are assigned storage locations corresponding to the location of the collector 112. Thus, as seen in Table 1, the beacons 116-1 and 116-2 are assigned storage locations corresponding to the collector 112-3. When the reported locations of the beacons 116 are at or in close proximity to the location of the collector 112-3, the server 104 is further configured to update an access status attribute of the assets carrying the beacons 116 to indicate that those assets are idle (i.e., stored and not currently in use). The access status attribute of the remaining assets can be derived from access requests as discussed below, and can also be updated based on the status data received from the collectors 112. For example, changes in reported location for a given collector, as well as changes in fuel or charge state may indicate that an asset is in use.

[0038] Each asset record also includes an account identifier of the owner of the corresponding asset. As will be discussed in connection with the account records, the owner account identifier enables the server 104 to effect payment to the owner of the relevant asset responsive to use of that asset by another party. The asset
record can include further payment-related data, not shown in Table 1. For example, each asset record can specify a price (e.g. per unit time of use) for the corresponding asset.

[0039] Each asset record may also include one or more operational conditions that must be satisfied before access is granted to an asset. For example, the conditions may specify one or more licenses, certifications, and the like that must be possessed by an operator in order to secure access to the corresponding asset. In the present example, the collector 112-1 is mounted to an asset requiring a particular license to operate.

[0040] At block 315, the server 104 is configured to receive a request for authorization (also referred to as an authorization request), or for authorization and access (also referred to as a combined request), via the network 108 and the interface 216. In the context of the discussion herein, an authorization request is a request for approval to access a given asset at a future time. As will become apparent, an authorization request need not be made in physical proximity to the asset to which the request relates. An access request, meanwhile, is a request made in physical proximity to the asset to which the request relates (e.g. on the same site 102 as the relevant asset), and is a request for immediate access to the asset. Authorization and access requests may be distinguished by the results of their approval: an approved authorization request results in certain actions within the system 100 that provision a given asset for future access, but do not result in control of the interrupt device of that asset by the relevant collector 112. An approved access request, on the other hand, results in control of the interrupt device of the relevant asset to enable immediate access to the asset.

[0041] Several mechanisms are contemplated for the receipt of the request at block 315. In brief, the client devices 120 may generate and send authorization requests, as well as combined requests. The collectors 112, meanwhile, may generate and send combined requests.

[0042] At block 320, a client device 120 is configured to generate one of an authorization request and a combined request. The generation of a combined
request will be discussed first, in connection with FIG. 4, which illustrates a portion of the system 100 (the site 102 and associated elements of the system 100, as well as the client devices 120-2 and 120-3, are omitted).

[0043] As shown in FIG. 4, the client device 120-1 is located at the site 102-1, and may be in close proximity (e.g. within about 30 feet) with an asset 400 to which the collector 112-1 is mounted. In the present example, as noted earlier, the asset 400 is a vehicle such as a loader. The client device 120-1 is configured to send a message to the server 104 via the network 108, e.g. via a web page previously retrieved from the server 104 by the client device 120-1, via a telephony or other messaging application (e.g. SMS) on the client device 120-1, or the like. The message transmitted at block 320 includes an identifier of the asset 400 and an identifier of an account for which an account record is stored at the server 104. The asset identifier may be obtained from the asset 400 itself. For example, the asset 400 may bear a graphical indicator such as a QR code, a specific telephone number, a string to be included in an SMS message, or the like. The asset identifier may also be received at the client device 120-1 from the collector 112-1 itself. In general, the asset identifier is sufficient to uniquely identify an asset record at the server 104. As will now be apparent, the server 104 may store a plurality of identifiers in each asset record, based on which identifiers are deployed for use by the client device 120-1 for forming requests.

[0044] The account identifier included in the asset may be a username or the like previously assigned to the client device 120-1 or the account record with which the client device 120-1 is associated at the server 104. The account identifier may also be an identifier of the device 120-1 itself, such as a telephone number or other hardware identifier (e.g. an IMEI or the like). As with the asset identifiers, the server 104 may store a plurality of account identifiers, and in some embodiments user identifiers associated with each account identifier.

[0045] Responsive to obtaining the asset identifier (e.g. by scanning a QR code or receiving input data from the operator of the client device representing an asset-specific telephone number or other string), the client device 120-1 is configured to
transmit a request 404, addressed to the server 104, for authorization and access to the asset 400. The request includes an indication that it is a combined request, rather than an authorization request. For example, the client device 120-1 may present selectable options on a display thereof for generating one or the other of an authorization request and a combined request.

[0046] Turning now to FIG. 5, the generation of an authorization request (i.e., rather than a combined request) by the client device 120-1 at block 320 will be discussed. An authorization request may also be referred to as a request for a pre-authorized code or a “short-term” code. FIG. 5 depicts a portion of the system 100, in which the collector 112-3 is illustrated as being mounted on an enclosure 500 and operably connected to a door or other entryway 504 of the enclosure 500. The collector 112-3 is configured to control an interrupt in the form of a lock on the door 504 to permit or deny access to the interior of the enclosure 500 (and thereby to permit or deny access to the assets bearing the beacons 116-1 and 116-2).

[0047] The client device 120-1, in the example shown in FIG. 5, is not located at the site 102-2. The client device 120-1 may be configured to retrieve a listing of assets available at the site 102-2 or other sites from the server 104 (e.g. via web page requests, a dedicated asset-rental application executed by the client device 120-1, or the like). The client device 120-1 is further configured to receive a selection of the collector 112-3 or an asset bearing one of the beacons 116-1 and 116-2, and to transmit an identifier of the selected asset to the server 104 in a request 508. As with the request 404 mentioned above, the request 508 includes an account identifier, such as a telephone number, authentication parameter (e.g. a user name), or the like.

[0048] The request 508 may also include requested authorization parameters, such as start and end times for which future access is to be requested to the asset. The start and end times may be received at the client device 120-1 via input received at a keyboard, touch screen, or the like.

[0049] Returning to FIG. 3, the request received by the server 104 may also be a combined request received from a collector 112 rather than from a client device
120. The collector 112 can be configured to generate the request as will be discussed in connection with blocks 325-335 and FIG. 6. Turning to FIG. 6, a portion of the system 100 is shown, in which the client device 120-1 is either not present, is disabled (e.g. unable to establish a connection to the network 108) or the like. As noted earlier, each collector 112 includes an input device 274, such as a keypad. Thus, in FIG. 6 the operator (not shown) of the client device 120-1 enters a predetermined string, such as a sequence of digits, into the keypad of the collector 112-1. The predetermined string serves to identify the account with which the operator is associated. In some examples, the string is the same account identifier is mentioned in connection with the requests 404 and 508 (e.g. a telephone number corresponding to the device 120-1, username or other string previously assigned to a given account maintained by the server 104). In embodiments in which the collector 112-1 includes a biometric input device such as a fingerprint reader, the string may be derived from or replaced with fingerprint scan data (and, as will be apparent, the server 104 may store reference fingerprint scan data in association with the account records in the repository 212). In other examples, as will be discussed below, the string is a temporary string, also referred to as a pre-authorized code or a short-term code.

[0050] Having received the predetermined string at the input device 274, the collector 112-1 is configured to determine at block 330 whether the string matches any pre-authorized codes stored in the repository 260. In the present example, it is assumed that the determination at block 330 is negative, and the collector 112-1 therefore proceeds to block 335. When the determination at block 330 is negative, at block 335 the collector 112-1 is configured to generate and send a request 600 to the server 104 via the network 108. The request 600 is a combined request, and also includes an asset identifier (e.g. stored in the memory 254) corresponding to the asset 400.

[0051] Returning to FIG. 3, having received the request at block 315, the server 104 is configured to retrieve the asset record and the account record corresponding to the request. That is, each of the above request types includes an asset identifier and an account identifier. The server 104 is configured, at block
315, to retrieve the records corresponding to those identifiers. Before continuing with the performance of the method 300, an example of a set of account records stored in the repository 212 is shown below in Table 2.

<table>
<thead>
<tr>
<th>Account ID</th>
<th>Payment Data</th>
<th>Pre-Auth. Codes</th>
<th>User ID</th>
<th>Licenses</th>
</tr>
</thead>
<tbody>
<tr>
<td>Acme Co.</td>
<td>123456789</td>
<td>N/A</td>
<td>120-3</td>
<td>N/A</td>
</tr>
<tr>
<td>XYZ Inc.</td>
<td>987654321</td>
<td>N/A</td>
<td>120-1</td>
<td>License A</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>120-2</td>
<td>N/A</td>
</tr>
</tbody>
</table>

[0052] As seen above, each account record includes an account identifier. In the present example, the account identifier is the name of the entity with which the account is associated. In other examples, the name can be stored in a separate field of the record, and the account identifier may be any other suitable alphanumeric string. Each record can also include additional account identifiers, such as telephone numbers, IMEIs, user-specific codes, or the like, which correspond to individual users associated with the account (e.g. employees of the entity named in the account ID in Table 2). In the example above, such user identifiers correspond to identifiers of client devices 120; more than one user identifier may be associated with a given account, and account administrators may instruct the server 104 to add, delete, or inactivate individual user identifiers, for example responsive to individual users being hired, terminated, placed on leave, and so on.

[0053] Each account record also includes payment data. The payment data may include, for example, one or more identifiers of accounts at a financial institution. The identified financial account is employed to receive payments for access of assets owned by the account, and to transmit payments for access of assets owned by other accounts. In some examples, separate financial account information can be stored for incoming and outgoing payments. Each account record can also include further identifying information, such as mailing addresses, contact information, and the like.
[0054] Each account record further includes indications of licenses, certifications, and the like, possessed by either the account as a whole (e.g. by Acme Co.) or by individual users associated with the account. Thus, in the example shown in Table 2, the user associated with the client device 120-1 holds a particular license referred to as “License A”. In addition, each account record can include an indication of whether any pre-authorized or short-term codes are associated with the account. Such an indication may also be specific to individual users within an account record in some embodiments. As shown in Table 2, no pre-authorized codes currently exist; the generation and use of pre-authorized codes will be discussed further below.

[0055] Referring to FIG. 3, at block 340, the server 104 is configured to determine whether to authorize the request received at block 315 (regardless of whether the request is an authorization request or a combined request). The determination at block 340 is made based on the asset and account records retrieved at block 315. In particular, the server 104 is configured to compare the asset record and the account record to determine whether any operational constraints specified in the asset record are satisfied by the account record (e.g. whether the account record indicates that the user initiating the request received at block 315 meets any license or other qualification requirements specified by the asset record). The server 104 can also be configured, prior to the above comparison, to determine whether the relevant asset is available for use based on the “access status” field shown in Table 1. For example, if the asset is currently in use, the determination at block 340 is negative.

[0056] When the determination at block 340 is negative, the server 104 proceeds to block 345, at which a denial message is returned to the client device 120 or the collector 112 that sent the request received at block 315. The nature of the denial message is not particularly limited. In some examples, the denial message may indicate a reason for the denial (e.g. a licensing or certification requirement not being met). In other examples, the denial message may simply indicate that authorization has been denied. At blocks 350 and 355, respectively, the client device 120-1 and the collector 112-1 are configured to receive and
present the denial message (e.g. on a display, by playing an audible tone, or the like).

[0057] When the determination at block 340 is affirmative, however, the server 104 proceeds to block 360 to determine whether access was requested in the request received at block 315 in addition to authorization. The determination at block 360 is based on the content of the request, and may also be based on the origin of the request. For example, requests received from collectors 112 may always be treated as combined requests, and the determination at block 360 for such requests is therefore affirmative. Requests received from client devices 120, on the other hand, may be either authorization requests or combined requests. The server 104 is therefore configured to determine whether the request includes the above-mentioned indication that it is an authorization request or a combined request.

[0058] When the determination at block 360 is affirmative, the server 104 is configured to proceed to block 365 and transmit an access granting command to the collector 112 corresponding to the asset record retrieved at block 315. The command is an instruction to the collector 112 to operate the interrupt device connected thereto via the interface 270 to permit access to the asset (e.g. by unlocking an enclosure or a vehicle, disabling an ignition lock on a vehicle, or the like). In some embodiments, prior to sending the access grant command at block 365, and when the request at block 315 was received from a client device 120, the server 104 is configured to determine whether the requesting client device is within a predefined distance of the asset to which access was requested. The predefined distance is stored in the memory 204, and serves to grant access to assets only when the requestor is in close proximity to the asset (e.g., within about 30 feet of the asset location as reflected by the asset record retrieved at block 315). If the requesting client device 120 is not within the predefined distance, the server 104 can instead be configured to proceed to block 345.

[0059] At block 370, the collector 112 is configured to receive the access grant command, and at block 375 the collector 112 is configured to operate the interrupt
device connected to the processor 250 via the interface 270 to allow access to the asset. The collector 112 is the configured to return to block 305 to collect and transmit further status data. For example, the collector 112 may transmit status data indicating that the asset is in use following block 375. Responsive to such status data, the server 104 can be configured to update the corresponding asset record to change the access status field. In other examples, the server 104 is configured to update the access status field at block 365. For example, the account identifier, user identifier, or both, can be stored in the access status field at block 365.

[0060] Certain collectors 112, such as the collector 112-3 in FIGS. 1 and 5, enable access to a plurality of assets bearing beacons 116. Following the performance of block 375 by such collectors 112, the collector 112 is configured to monitor the beacons 116 detected via the interface 262 after a predefined period of time following the performance of block 375. Any beacons 116 that are no longer detected after the period of time, but that were detected previously, are assumed to have been removed from the enclosure 500. In subsequent performances of blocks 305 and 310, therefore, the server 104 is configured to mark the relevant asset record (e.g. the record corresponding to the beacon 116-2 as being currently in use by the account identifier associated with the request granted at block 340.

[0061] In other embodiments, if beacons 116 include short-ranged (e.g. RFID-based) communication assemblies, users may be required to present each asset being removed from the enclosure 500 to the collector 112-3 upon exiting the enclosure 500. The server 104 is configured to identify one or more equipment records based on such further transmissions from the collector 112-3, and mark those equipment records as being in use.

[0062] As will now be apparent, a subsequent performance of block 305 may indicate that the asset is no longer in use. For example, the location of the asset may have remained unchanged for a predefined time period, power to the asset may have been disabled, or the like. In the case of the enclosure 500, the collector 112-3 may detect the return of the beacon 116-2. In some examples, the collector
112 is configured to monitor the presence of a client device 120 (e.g. via a Bluetooth™ connection), and to indicate to the server 104 that the asset is no longer in use when the device 120 severs the connection (e.g. indicating that the user has left the vicinity of the collector 112). The server 104 can then update the appropriate asset record, remotely disable the asset via a further instruction to the collector 112, and initiate a financial transaction to compensate the owner identified in the asset record for the use of the asset.

[0063] The server 104 can also be configured to store data in each account record tracking asset usage (e.g. a number of hours during which a user associated with the account was granted access to a given asset). In other embodiments, the server 104 can be configured to track usage statistics in account records by type of asset rather than by individual asset identifier (e.g. separate usage statistics for an account for any skid loader, rather than for each individual skid loader operated by the account-holder).

[0064] Returning to block 360 of the method 300, when the determination at block 360 is negative, indicating that the request received at block 315 was an authorization request rather than a combined request, the server 104 is configured to proceed to block 380 rather than block 365. At block 380, the server 104 is configured to generate a pre-authorized code and transmit the pre-authorized code to both the client device 120 that sent the request at block 320, and the collector 112 corresponding to the asset record retrieved at block 315.

[0065] The pre-authorized code is received by the client device 120 at block 385 and by the collector 112 at block 390. In the example of FIG. 5, in which the authorization request 508 was generated by the client device 120-1, at block 385 the client device 120-1 can receive and display (and may also store in a memory) the pre-authorized code, and at block 390, the collector 112-3 receives the pre-authorized code and stores the pre-authorized code in the repository 260. The collector 112-3 may also receive and store a time period associated with the pre-authorized code, indicating when the pre-authorized code is valid. Following expiry
of the time period, the collector 112-3 can be configured to delete the pre-authorized code from the repository 260.

[0066] The server 104 is also configured to store the pre-authorized code in the account record corresponding to the client device 120-1, for example in the "Pre-Auth Codes" field shown in Table 2. The above-mentioned valid time period may also be stored in the account record, along with the asset identifier corresponding to the collector 112-3.

[0067] As will now be apparent, the provision of pre-authorized codes as described above permits access to be gained to an asset in the absence of a connection between the network 108 and one or both of a client device 120 and a collector 112. Returning to block 330, when a code is received by a collector 112 that matches a pre-authorized code stored in the repository 260 (and when the current time falls within the valid time period specified for the pre-authorized code), the collector 112 proceeds directly to block 375, enabling access to the corresponding asset without requiring contact between the collector 112 or the client device 120 and the server 104. Pre-authorized codes may therefore be obtained in advance of a task to be performed at a site 102 known to have poor network connectivity, for example, and distributed to users associated with the account for which the pre-authorized code was obtained.

[0068] Variations to the above systems and methods are contemplated. For example, the server 104 can be configured to perform additional tasks based on the status data received at block 310, such as the generation of alerts when licenses or other certifications are approaching expiry and must be renewed. The server 104 can also be configured, for example, to apply predictive models to operational measurements such as battery charge levels, to generate predicted future charge levels (e.g., to predict when the battery of an asset will require charging, replacement or the like). The server 104 can be configured to generate alerts containing such predicted metrics, for transmission to client devices 120 associated with the account marked as the owner of the relevant asset.
[0069] Those skilled in the art will appreciate that in some embodiments, the functionality of one or both of the applications 208 and 258, as executed by the processors 200 and 250, respectively, may be implemented using pre-programmed hardware or firmware elements, such as application specific integrated circuits (ASICs), field-programmable gate arrays (FPGAs), and the like.

[0070] The scope of the claims should not be limited by the embodiments set forth in the above examples, but should be given the broadest interpretation consistent with the description as a whole.
Claims

1. A method of asset access control, comprising:
   storing, at an access control server:
   an asset record corresponding to a physical asset and containing an
   asset identifier corresponding to the asset; and
   an account record corresponding to a user of the physical asset and
   containing an account identifier;
   receiving, at the access control server from a client computing device, an
   authorization request containing the asset identifier and the account identifier;
   determining, based on a comparison between the asset record and the
   account record, whether to authorize the request;
   when the determination is affirmative, transmitting an instruction to a
   collector device mounted on the physical asset to permit subsequent access to the
   asset.

2. The method of claim 1, wherein the asset record contains an operating condition
   corresponding to the asset; wherein the determining comprises determining
   whether the account record satisfies the operating condition.

3. The method of claim 1, wherein the authorization request includes an access
   request; and wherein the instruction includes an instruction to the collector device
   to operate an interrupt device of the asset to permit access to the asset responsive
   to the instruction.

4. The method of claim 1, wherein the authorization request includes a request for
   future access; and wherein the instruction includes a pre-authorized code for
   storage at the collector device.

5. The method of claim 4, further comprising:
   receiving and storing the pre-authorized code at the collector device;
receiving, at the collector device, input data via an input device of the collector device;

determining, at the collector device, whether the input data matches the pre-authorized code; and

when the input data matches the pre-authorized code, operating an interrupt device of the asset to permit access to the asset.

6. The method of claim 5, further comprising:

when the input data does not match the pre-authorized code, generating an authorization request containing the input data at the collector device; and transmitting the authorization request to the server.

7. The method of claim 4, further comprising: sending the pre-authorized code to the client computing device.

8. The method of claim 1, further comprising:

responsive to transmitting the instruction, updating at least one of the asset record and the account record to include an indication that the account identifier has been authorized to access the asset.

9. The method of claim 8, further comprising:

receiving status data from the collector device; and updating at least one of the asset record and the account record responsive to receiving the status data.

10. The method of claim 9, further comprising:

storing a plurality of additional asset records corresponding to distinct additional physical assets;

wherein the status data received from the collector device includes:

status data corresponding to the physical asset; and

status data corresponding to at least one additional physical asset.
11. A system for asset access control, comprising:
an access control server including:
a memory storing (i) an asset record corresponding to a physical
asset and containing an asset identifier corresponding to the asset; and (ii)
an account record corresponding to a user of the physical asset and
containing an account identifier;
a processor connected to the memory and configured to:
receive, from a client computing device, an authorization
request containing the asset identifier and the account identifier;
determine, based on a comparison between the asset record
and the account record, whether to authorize the request;
when the determination is affirmative, transmit an instruction
to a collector device mounted on the physical asset to permit
subsequent access to the asset.

12. The system of claim 11, wherein the asset record contains an operating
condition corresponding to the asset; the processor further configured to determine
whether the account record satisfies the operating condition.

13. The system of claim 11, wherein the authorization request includes an access
request; and wherein the instruction includes an instruction to the collector device
to operate an interrupt device of the asset to permit access to the asset responsive
to the instruction.

14. The system of claim 11, wherein the authorization request includes a request
for future access; and wherein the instruction includes a pre-authorized code for
storage at the collector device.

15. The system of claim 14, further comprising the collector device; the collector
device configured to:
receive and store the pre-authorized code;
receive input data via an input device;
determine whether the input data matches the pre-authorized code; and
when the input data matches the pre-authorized code, operate an interrupt
device of the asset to permit access to the asset.

16. The system of claim 15, the collector device further configured to:
when the input data does not match the pre-authorized code, generate an
authorization request containing the input data at the collector device; and
transmit the authorization request to the server.

17. The system of claim 14, the server further configured to send the pre-
authorized code to the client computing device.

18. The system of claim 11, the server further configured to:
responsive to transmitting the instruction, update at least one of the asset
record and the account record to include an indication that the account identifier
has been authorized to access the asset.

19. The system of claim 18, the server further configured to:
receive status data from the collector device; and
update at least one of the asset record and the account record responsive
to receiving the status data.

20. The system of claim 19, the server further configured to:
store a plurality of additional asset records corresponding to distinct
additional physical assets;
wherein the status data received from the collector device includes:
status data corresponding to the physical asset; and
status data corresponding to at least one additional physical asset.
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