**ABSTRACT**

A recording/reproducing apparatus, for recording/reproducing video content comprises a recording/reproducing portion, which is configured to record the video content into a recording medium, and to reproduce the video content recorded in the recording medium, wherein determination is made if video content to be reproduced at high-speed includes video content or not, which can be displayed in 3D, when reproducing the video content recorded in the recording medium at the high-speed, and upon basis of that determination, a method of high-speed reproduction is changed.

<table>
<thead>
<tr>
<th>STREAM FORMAT TYPE</th>
<th>MEANING</th>
</tr>
</thead>
<tbody>
<tr>
<td>0x00</td>
<td>NO-DEFINITION</td>
</tr>
<tr>
<td>0x01</td>
<td>ISO/IEC 11172-2 VIDEO (MPEG1 VIDEO)</td>
</tr>
<tr>
<td>0x02</td>
<td>ISO/IEC 11172-3 AUDIO</td>
</tr>
<tr>
<td>0x03</td>
<td>ISO/IEC 13818-3 AUDIO</td>
</tr>
<tr>
<td>0x04</td>
<td>ISO/IEC 13818-6 (TYPE A)</td>
</tr>
<tr>
<td>0x05</td>
<td>ISO/IEC 13818-6 (TYPE B)</td>
</tr>
<tr>
<td>0x06</td>
<td>ISO/IEC 13818-6 (TYPE C)</td>
</tr>
<tr>
<td>0x07</td>
<td>ISO/IEC 13818-6 (TYPE D) (DATA CAROUSEL)</td>
</tr>
<tr>
<td>0x08</td>
<td>ISO/IEC 13818-7 AUDIO (ADTS TRANSPORT STRUCTURE) (MPEG2 AAC)</td>
</tr>
<tr>
<td>0x09</td>
<td>ISO/IEC 14496-2 VIDEO</td>
</tr>
<tr>
<td>0x0A</td>
<td>ISO/IEC 14496-3 AUDIO (LATM TRANSPORT STRUCTURE DEFINED BY ISO/IEC 14496-3/AMD 1)</td>
</tr>
<tr>
<td>0x0B</td>
<td>ISO/IEC 14496-1 SL PACKETIZED STREAM OR FLEX MAX STREAM TO BE TRANSMITTED ON PES PACKET</td>
</tr>
<tr>
<td>0x0C</td>
<td>ISO/IEC 14496-1 SL PACKETIZED STREAM OR FLEX MAX STREAM TO BE TRANSMITTED ON PES PACKET (CONT.)</td>
</tr>
</tbody>
</table>
FIG. 3
ASSIGNMENT OF STREAM FORMAT TYPE

<table>
<thead>
<tr>
<th>STREAM FORMAT TYPE</th>
<th>MEANING</th>
</tr>
</thead>
<tbody>
<tr>
<td>0x00</td>
<td>NO-DEFINITION</td>
</tr>
<tr>
<td>0x01</td>
<td>ISO/IEC 11172-2 VIDEO (MPEG1 VIDEO)</td>
</tr>
<tr>
<td>0x02</td>
<td>BASE VIEW-BIT STREAM (MAIN VIEWPOINT) OF H.262 (MPEG) METHOD WHEN TRANSMITTING ITU-T RECOMMENDATION H.262</td>
</tr>
<tr>
<td>0x03</td>
<td>ISO/IEC 11172-3 AUDIO</td>
</tr>
<tr>
<td>0x04</td>
<td>ISO/IEC 13818-3 AUDIO</td>
</tr>
<tr>
<td>0x05</td>
<td>ITU-T RECOMMENDATION H.222.0</td>
</tr>
<tr>
<td>0x06</td>
<td>ITU-T RECOMMENDATION H.222.0</td>
</tr>
<tr>
<td>0x07</td>
<td>ISO/IEC 13522 MHEG</td>
</tr>
<tr>
<td>0x08</td>
<td>ITU-T RECOMMENDATION H.222.0</td>
</tr>
<tr>
<td>0x09</td>
<td>ITU-T RECOMMENDATION H.222.1</td>
</tr>
<tr>
<td>0x0A</td>
<td>ISO/IEC 13818-6 (TYPE A)</td>
</tr>
<tr>
<td>0x0B</td>
<td>ISO/IEC 13818-6 (TYPE B)</td>
</tr>
<tr>
<td>0x0C</td>
<td>ISO/IEC 13818-6 (TYPE C)</td>
</tr>
<tr>
<td>0x0D</td>
<td>ISO/IEC 13818-6 (TYPE D) (DATA CAROUSEL)</td>
</tr>
<tr>
<td>0x0E</td>
<td>DATA TYPE DEFINED BY ITU-T RECOMMENDATION H.222.0</td>
</tr>
<tr>
<td>0x0F</td>
<td>ISO/IEC 13818-7 AUDIO (ADTS TRANSPORT STRUCTURE) (MPEG2 AAC)</td>
</tr>
<tr>
<td>0x10</td>
<td>ISO/IEC 14496-2 VIDEO</td>
</tr>
<tr>
<td>0x11</td>
<td>ISO/IEC 14496-3 AUDIO (LATM TRANSPORT STRUCTURE DEFINED BY ISO/IEC 14496-3/AMD 1)</td>
</tr>
<tr>
<td>0x12</td>
<td>ISO/IEC 14496-1 SL PACKETIZED STREAM OR FLEX MAX STREAM TO BE TRANSMITTED ON PES PACKET</td>
</tr>
</tbody>
</table>

(CONT.)
<table>
<thead>
<tr>
<th>\text{Hex}</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>0x13</td>
<td>ISO/IEC 14496-1 SL PACKETIZED STREAM OR FLEX MAX STREAM TO BE TRANSMITTED BY ISO/IEC 14496 SECTION</td>
</tr>
<tr>
<td>0x14</td>
<td>ISO/IEC 13818-6 SYNC DOWNLOAD PROTOCOL</td>
</tr>
<tr>
<td>0x15</td>
<td>METADATA TO BE TRANSMITTED BY PES PACKET</td>
</tr>
<tr>
<td>0x16</td>
<td>METADATA TO BE TRANSMITTED BY METADATA SECTION</td>
</tr>
<tr>
<td>0x17</td>
<td>METADATA TO BE TRANSMITTED BY ISO/IEC 13818-6 DATA CAROUSEL</td>
</tr>
<tr>
<td>0x18</td>
<td>METADATA TO BE TRANSMITTED BY ISO/IEC 13818-6 OBJECT CAROUSEL</td>
</tr>
<tr>
<td>0x19</td>
<td>METADATA TO BE TRANSMITTED BY ISO/IEC 13818-6 SYNC DOWNLOAD PROTOCOL</td>
</tr>
<tr>
<td>0x1A</td>
<td>IPMP STREAM (MPEG-2 IPMP DEFINED BY ISO/IEC 13818-11)</td>
</tr>
<tr>
<td>0x1B</td>
<td>BASE VIEW SUB-BIT STREAM (MAIN VIEWPOINT) OF AVC VIDEO STREAM DEFINED BY ITU-T RECOMMENDATION H.264.0 [ISO/IEC 14496-10] OR MULTI-VIEWPOINTS ENCODED (EXAMPLE: H.264/MVC) STREAM</td>
</tr>
<tr>
<td>0x1C</td>
<td>ISO/IEC 14496-3 AUDIO (USING NO ADDITIONAL TRANSPORT STRUCTURE, SUCH AS, DST, ALS, SLS, ETC.)</td>
</tr>
<tr>
<td>0x1D</td>
<td>ISO/IEC 14496-17 TEXT</td>
</tr>
<tr>
<td>0x1E</td>
<td>AUXILIARY VIDEO STREAM DEFINED BY ISO/IEC 23002-3</td>
</tr>
<tr>
<td>0x1F</td>
<td>SCALABLE VIDEO ENCODED (EXAMPLE: H.264/SVC) STREAM</td>
</tr>
<tr>
<td>0x20</td>
<td>SUB-BIT STREAM (OTHER VIEWPOINT) OF MULTI-VIEWPOINTS ENCODED (EXAMPLE: H.264/MVC) STREAM</td>
</tr>
<tr>
<td>0x21</td>
<td>BIT STREAM OF OTHER VIEWPOINT OF H.262 (MPEG2) METHOD WHEN Transmitting 3D VIDEO OF MULTI-VIEWPOINTS ON SEPARATE STREAMS</td>
</tr>
<tr>
<td>0x22</td>
<td>OTHER VIEWPOINT BIT STREAM OF AVC STREAM METHOD DEFINED BY ITU-T RECOMMENDATION H.264 [ISO/IEC 14496-10] VIDEO WHEN Transmitting MULTI-VIEWPOINTS OF 3D VIDEO ON SEPARATE STREAMS</td>
</tr>
<tr>
<td>0x23-0x7E</td>
<td>NO-DEFINITION</td>
</tr>
<tr>
<td>0x7F</td>
<td>IPMP STREAM</td>
</tr>
<tr>
<td>0x80-0xFF</td>
<td>USER AREA</td>
</tr>
</tbody>
</table>
FIG. 4

COMPONENT DESCRIPTOR

<table>
<thead>
<tr>
<th>DATA STRUCTURE</th>
<th>NUMBER OF BITS</th>
<th>BIT LINE DESCRIPTION</th>
</tr>
</thead>
<tbody>
<tr>
<td>component_descriptor () {</td>
<td></td>
<td>uimsbf</td>
</tr>
<tr>
<td>descriptor_tag</td>
<td>8</td>
<td>uimsbf</td>
</tr>
<tr>
<td>descriptor_length</td>
<td>8</td>
<td>uimsbf</td>
</tr>
<tr>
<td>reserved_future_use</td>
<td>4</td>
<td>bslbf</td>
</tr>
<tr>
<td>stream_content</td>
<td>4</td>
<td>uimsbf</td>
</tr>
<tr>
<td>component_type</td>
<td>8</td>
<td>uimsbf</td>
</tr>
<tr>
<td>component_tag</td>
<td>8</td>
<td>uimsbf</td>
</tr>
<tr>
<td>ISO_639_language_code</td>
<td>24</td>
<td>bslbf</td>
</tr>
<tr>
<td>for (i=0;i&lt;N;i++) {</td>
<td></td>
<td>uimsbf</td>
</tr>
<tr>
<td>text_char</td>
<td>8</td>
<td>uimsbf</td>
</tr>
<tr>
<td>}</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
### FIG. 5A
COMPONENT CONTENT AND COMPONENT TYPE

<table>
<thead>
<tr>
<th>COMPONENT CONTENT</th>
<th>COMPONENT TYPE</th>
<th>DESCRIPTION</th>
</tr>
</thead>
<tbody>
<tr>
<td>0x00</td>
<td>0x00 - 0xFF</td>
<td>RESERVED FOR FUTURE USE</td>
</tr>
<tr>
<td>0x01</td>
<td>0x00</td>
<td>RESERVED FOR FUTURE USE</td>
</tr>
<tr>
<td>0x01</td>
<td>0x01</td>
<td>VIDEO 480i (525i), ASPECT RATIO 4:3</td>
</tr>
<tr>
<td>0x01</td>
<td>0x02</td>
<td>VIDEO 480i (525i), ASPECT RATIO 16:9</td>
</tr>
<tr>
<td></td>
<td></td>
<td>HAVE PAN VECTOR</td>
</tr>
<tr>
<td>0x01</td>
<td>0x03</td>
<td>VIDEO 480i (525i), ASPECT RATIO 16:9</td>
</tr>
<tr>
<td></td>
<td></td>
<td>NO PAN VECTOR</td>
</tr>
<tr>
<td>0x01</td>
<td>0x04</td>
<td>VIDEO 480i (525i), ASPECT RATIO &gt; 16:9</td>
</tr>
<tr>
<td>0x01</td>
<td>0x05 - 0x90</td>
<td>RESERVED FOR FUTURE USE</td>
</tr>
<tr>
<td>0x01</td>
<td>0x91</td>
<td>VIDEO 2160p, ASPECT RATIO 4:3</td>
</tr>
<tr>
<td>0x01</td>
<td>0x92</td>
<td>VIDEO 2160p, ASPECT RATIO 16:9</td>
</tr>
<tr>
<td></td>
<td></td>
<td>HAVE PAN VECTOR</td>
</tr>
<tr>
<td>0x01</td>
<td>0x93</td>
<td>VIDEO 2160p, ASPECT RATIO 16:9</td>
</tr>
<tr>
<td></td>
<td></td>
<td>NO PAN VECTOR</td>
</tr>
<tr>
<td>0x01</td>
<td>0x94</td>
<td>VIDEO 2160p, ASPECT RATIO &gt; 16:9</td>
</tr>
<tr>
<td>0x01</td>
<td>0x95 - 0xA0</td>
<td>RESERVED FOR FUTURE USE</td>
</tr>
<tr>
<td>0x01</td>
<td>0xA1</td>
<td>VIDEO 480p (525p), ASPECT RATIO 4:3</td>
</tr>
<tr>
<td>0x01</td>
<td>0xA2</td>
<td>VIDEO 480p (525p), ASPECT RATIO 16:9</td>
</tr>
<tr>
<td></td>
<td></td>
<td>HAVE PAN VECTOR</td>
</tr>
<tr>
<td>0x01</td>
<td>0xA3</td>
<td>VIDEO 480p (525p), ASPECT RATIO 16:9</td>
</tr>
<tr>
<td></td>
<td></td>
<td>NO PAN VECTOR</td>
</tr>
<tr>
<td>0x01</td>
<td>0xA4</td>
<td>VIDEO 480p (525p), ASPECT RATIO &gt; 16:9</td>
</tr>
<tr>
<td>0x01</td>
<td>0xA5 - 0xB0</td>
<td>RESERVED FOR FUTURE USE</td>
</tr>
<tr>
<td>0x01</td>
<td>0xB1</td>
<td>VIDEO 1080i (1125i), ASPECT RATIO 4:3</td>
</tr>
<tr>
<td>0x01</td>
<td>0xB2</td>
<td>VIDEO 1080i (1125i), ASPECT RATIO 16:9</td>
</tr>
<tr>
<td></td>
<td></td>
<td>HAVE PAN VECTOR</td>
</tr>
<tr>
<td>0x01</td>
<td>0xB3</td>
<td>VIDEO 1080i (1125i), ASPECT RATIO 16:9</td>
</tr>
<tr>
<td></td>
<td></td>
<td>NO PAN VECTOR</td>
</tr>
<tr>
<td>0x01</td>
<td>0xB4</td>
<td>VIDEO 1080i (1125i), ASPECT RATIO &gt; 16:9</td>
</tr>
<tr>
<td>0x01</td>
<td>0xB5 - 0xC0</td>
<td>RESERVED FOR FUTURE USE</td>
</tr>
</tbody>
</table>

(CONT.)
<table>
<thead>
<tr>
<th>Format Code</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>0x01</td>
<td>VIDEO 720p (750p), ASPECT RATIO 4:3</td>
</tr>
<tr>
<td>0x01</td>
<td>VIDEO 720p (750p), ASPECT RATIO 16:9</td>
</tr>
<tr>
<td></td>
<td>HAVE PAN VECTOR</td>
</tr>
<tr>
<td>0x01</td>
<td>VIDEO 720p (750p), ASPECT RATIO 16:9</td>
</tr>
<tr>
<td></td>
<td>NO PAN VECTOR</td>
</tr>
<tr>
<td>0x01</td>
<td>VIDEO 720p (750p), ASPECT RATIO &gt; 16:9</td>
</tr>
<tr>
<td>0x01</td>
<td>VIDEO 240p, ASPECT RATIO 4:3</td>
</tr>
<tr>
<td>0x01</td>
<td>VIDEO 240p, ASPECT RATIO 16:9</td>
</tr>
<tr>
<td></td>
<td>HAVE PAN VECTOR</td>
</tr>
<tr>
<td>0x01</td>
<td>VIDEO 240p, ASPECT RATIO 16:9</td>
</tr>
<tr>
<td></td>
<td>NO PAN VECTOR</td>
</tr>
<tr>
<td>0x01</td>
<td>VIDEO 240p, ASPECT RATIO &gt; 16:9</td>
</tr>
<tr>
<td>0x01</td>
<td>VIDEO 1080p (1125p), ASPECT RATIO 4:3</td>
</tr>
<tr>
<td>0x01</td>
<td>VIDEO 1080p (1125p), ASPECT RATIO 16:9</td>
</tr>
<tr>
<td></td>
<td>HAVE PAN VECTOR</td>
</tr>
<tr>
<td>0x01</td>
<td>VIDEO 1080p (1125p), ASPECT RATIO 16:9</td>
</tr>
<tr>
<td></td>
<td>NO PAN VECTOR</td>
</tr>
<tr>
<td>0x01</td>
<td>VIDEO 1080p (1125p), ASPECT RATIO &gt; 16:9</td>
</tr>
<tr>
<td>0x01</td>
<td>VIDEO 1080p (1125p), ASPECT RATIO &gt; 16:9</td>
</tr>
<tr>
<td></td>
<td>RESERVED FOR FUTURE USE</td>
</tr>
<tr>
<td>0x01</td>
<td>VIDEO 240p, ASPECT RATIO 4:3</td>
</tr>
<tr>
<td>0x01</td>
<td>VIDEO 240p, ASPECT RATIO 16:9</td>
</tr>
<tr>
<td></td>
<td>HAVE PAN VECTOR</td>
</tr>
<tr>
<td>0x01</td>
<td>VIDEO 240p, ASPECT RATIO 16:9</td>
</tr>
<tr>
<td></td>
<td>NO PAN VECTOR</td>
</tr>
<tr>
<td>0x01</td>
<td>VIDEO 240p, ASPECT RATIO &gt; 16:9</td>
</tr>
<tr>
<td>0x01</td>
<td>VIDEO 1080p (1125p), ASPECT RATIO 4:3</td>
</tr>
<tr>
<td>0x01</td>
<td>VIDEO 1080p (1125p), ASPECT RATIO 16:9</td>
</tr>
<tr>
<td></td>
<td>HAVE PAN VECTOR</td>
</tr>
<tr>
<td>0x01</td>
<td>VIDEO 1080p (1125p), ASPECT RATIO 16:9</td>
</tr>
<tr>
<td></td>
<td>NO PAN VECTOR</td>
</tr>
<tr>
<td>0x01</td>
<td>VIDEO 1080p (1125p), ASPECT RATIO &gt; 16:9</td>
</tr>
<tr>
<td>0x01</td>
<td>VIDEO 1080p (1125p), ASPECT RATIO &gt; 16:9</td>
</tr>
<tr>
<td></td>
<td>RESERVED FOR FUTURE USE</td>
</tr>
<tr>
<td>0x01</td>
<td>VIDEO 240p, ASPECT RATIO 4:3</td>
</tr>
<tr>
<td>0x01</td>
<td>VIDEO 240p, ASPECT RATIO 16:9</td>
</tr>
<tr>
<td></td>
<td>HAVE PAN VECTOR</td>
</tr>
<tr>
<td>0x01</td>
<td>VIDEO 240p, ASPECT RATIO 16:9</td>
</tr>
<tr>
<td></td>
<td>NO PAN VECTOR</td>
</tr>
<tr>
<td>0x01</td>
<td>VIDEO 240p, ASPECT RATIO &gt; 16:9</td>
</tr>
<tr>
<td>0x01</td>
<td>VIDEO 1080p (1125p), ASPECT RATIO 4:3</td>
</tr>
<tr>
<td>0x01</td>
<td>VIDEO 1080p (1125p), ASPECT RATIO 16:9</td>
</tr>
<tr>
<td></td>
<td>HAVE PAN VECTOR</td>
</tr>
<tr>
<td>0x01</td>
<td>VIDEO 1080p (1125p), ASPECT RATIO 16:9</td>
</tr>
<tr>
<td></td>
<td>NO PAN VECTOR</td>
</tr>
<tr>
<td>0x01</td>
<td>VIDEO 1080p (1125p), ASPECT RATIO &gt; 16:9</td>
</tr>
<tr>
<td>0x01</td>
<td>VIDEO 1080p (1125p), ASPECT RATIO &gt; 16:9</td>
</tr>
<tr>
<td></td>
<td>RESERVED FOR FUTURE USE</td>
</tr>
</tbody>
</table>
### FIG. 5B

**COMPONENT CONTENT AND COMPONENT TYPE**

<table>
<thead>
<tr>
<th>COMPONENT CONTENT</th>
<th>COMPONENT TYPE</th>
<th>DESCRIPTION</th>
</tr>
</thead>
<tbody>
<tr>
<td>0x05</td>
<td>0x00</td>
<td>RESERVED FOR FUTURE USE</td>
</tr>
<tr>
<td>0x05</td>
<td>0x01</td>
<td>H.264/MPEG-4 AVC, VIDEO 480i (525i), ASPECT RATIO 4:3</td>
</tr>
<tr>
<td>0x05</td>
<td>0x02</td>
<td>H.264/MPEG-4 AVC, VIDEO 480i (525i), ASPECT RATIO 16:9 (525i)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>HAVE PAN VECTOR</td>
</tr>
<tr>
<td>0x05</td>
<td>0x03</td>
<td>H.264/MPEG-4 AVC, VIDEO 480i (525i), ASPECT RATIO 16:9</td>
</tr>
<tr>
<td></td>
<td></td>
<td>NO PAN VECTOR</td>
</tr>
<tr>
<td>0x05</td>
<td>0x04</td>
<td>H.264/MPEG-4 AVC, VIDEO 2160p, ASPECT RATIO &gt; 16:9</td>
</tr>
<tr>
<td>0x05</td>
<td>0x05 - 0xB0</td>
<td>RESERVED FOR FUTURE USE</td>
</tr>
<tr>
<td>0x05</td>
<td>0x01</td>
<td>H.264/MPEG-4 AVC, VIDEO 2160p, ASPECT RATIO 4:3</td>
</tr>
<tr>
<td>0x05</td>
<td>0x02</td>
<td>H.264/MPEG-4 AVC, VIDEO 2160p, ASPECT RATIO 16:9</td>
</tr>
<tr>
<td></td>
<td></td>
<td>HAVE PAN VECTOR</td>
</tr>
<tr>
<td>0x05</td>
<td>0x03</td>
<td>H.264/MPEG-4 AVC, VIDEO 2160p, ASPECT RATIO 16:9</td>
</tr>
<tr>
<td></td>
<td></td>
<td>NO PAN VECTOR</td>
</tr>
<tr>
<td>0x05</td>
<td>0x04</td>
<td>H.264/MPEG-4 AVC, VIDEO 2160p, ASPECT RATIO &gt; 16:9</td>
</tr>
<tr>
<td>0x05</td>
<td>0x05 - 0xA0</td>
<td>RESERVED FOR FUTURE USE</td>
</tr>
<tr>
<td>0x05</td>
<td>0x01</td>
<td>H.264/MPEG-4 AVC, VIDEO 480p (525p), ASPECT RATIO 4:3</td>
</tr>
<tr>
<td>0x05</td>
<td>0x02</td>
<td>H.264/MPEG-4 AVC, VIDEO 480p (525p), ASPECT RATIO 16:9</td>
</tr>
<tr>
<td></td>
<td></td>
<td>HAVE PAN VECTOR</td>
</tr>
<tr>
<td>0x05</td>
<td>0x03</td>
<td>H.264/MPEG-4 AVC, VIDEO 480p (525p), ASPECT RATIO 16:9</td>
</tr>
<tr>
<td></td>
<td></td>
<td>NO PAN VECTOR</td>
</tr>
<tr>
<td>0x05</td>
<td>0x04</td>
<td>H.264/MPEG-4 AVC, VIDEO 1080i (1125i), ASPECT RATIO 16:9</td>
</tr>
<tr>
<td>0x05</td>
<td>0x05 - 0xB0</td>
<td>RESERVED FOR FUTURE USE</td>
</tr>
<tr>
<td>0x05</td>
<td>0x01</td>
<td>H.264/MPEG-4 AVC, VIDEO 1080i (1125i), ASPECT RATIO 4:3</td>
</tr>
<tr>
<td>0x05</td>
<td>0x02</td>
<td>H.264/MPEG-4 AVC, VIDEO 1080i (1125i), ASPECT RATIO 16:9</td>
</tr>
<tr>
<td></td>
<td></td>
<td>HAVE PAN VECTOR</td>
</tr>
<tr>
<td>0x05</td>
<td>0x03</td>
<td>H.264/MPEG-4 AVC, VIDEO 1080i (1125i), ASPECT RATIO 16:9</td>
</tr>
<tr>
<td></td>
<td></td>
<td>NO PAN VECTOR</td>
</tr>
<tr>
<td>0x05</td>
<td>0x04</td>
<td>H.264/MPEG-4 AVC, VIDEO 1080i (1125i), ASPECT RATIO &gt; 16:9</td>
</tr>
<tr>
<td>0x05</td>
<td>0x05 - 0xC0</td>
<td>RESERVED FOR FUTURE USE</td>
</tr>
</tbody>
</table>
(FIG. 5B CONTINUED)

<table>
<thead>
<tr>
<th>0x05</th>
<th>0xC1</th>
<th>H.264</th>
<th>MPEG-4 AVC, VIDEO 720p (750p), ASPECT RATIO 4:3</th>
</tr>
</thead>
<tbody>
<tr>
<td>0x05</td>
<td>0xC2</td>
<td>H.264</td>
<td>MPEG-4 AVC, VIDEO 720p (750p), ASPECT RATIO 16:9</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>HAVE PAN VECTOR</td>
</tr>
<tr>
<td>0x05</td>
<td>0xC3</td>
<td>H.264</td>
<td>MPEG-4 AVC, VIDEO 720p (750p), ASPECT RATIO 16:9</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>NO PAN VECTOR</td>
</tr>
<tr>
<td>0x05</td>
<td>0xC4</td>
<td>H.264</td>
<td>MPEG-4 AVC, VIDEO 720p (750p), ASPECT RATIO &gt; 16:9</td>
</tr>
<tr>
<td>0x05</td>
<td>0xC5 - 0xD0</td>
<td></td>
<td>RESERVED FOR FUTURE USE</td>
</tr>
<tr>
<td>0x05</td>
<td>0xD1</td>
<td>H.264</td>
<td>MPEG-4 AVC, VIDEO 240p, ASPECT RATIO 4:3</td>
</tr>
<tr>
<td>0x05</td>
<td>0xD2</td>
<td>H.264</td>
<td>MPEG-4 AVC, VIDEO 240p, ASPECT RATIO 16:9</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>HAVE PAN VECTOR</td>
</tr>
<tr>
<td>0x05</td>
<td>0xD3</td>
<td>H.264</td>
<td>MPEG-4 AVC, VIDEO 240p, ASPECT RATIO 16:9</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>NO PAN VECTOR</td>
</tr>
<tr>
<td>0x05</td>
<td>0xD4</td>
<td>H.264</td>
<td>MPEG-4 AVC, VIDEO 240p, ASPECT RATIO &gt; 16:9</td>
</tr>
<tr>
<td>0x05</td>
<td>0xD5 - 0xE0</td>
<td></td>
<td>RESERVED FOR FUTURE USE</td>
</tr>
<tr>
<td>0x05</td>
<td>0xE1</td>
<td>H.264</td>
<td>MPEG-4 AVC, VIDEO 1080p (1125p), ASPECT RATIO 4:3</td>
</tr>
<tr>
<td>0x05</td>
<td>0xE2</td>
<td>H.264</td>
<td>MPEG-4 AVC, VIDEO 1080p (1125p), ASPECT RATIO 16:9</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>HAVE PAN VECTOR</td>
</tr>
<tr>
<td>0x05</td>
<td>0xE3</td>
<td>H.264</td>
<td>MPEG-4 AVC, VIDEO 1080p (1125p), ASPECT RATIO 16:9</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>NO PAN VECTOR</td>
</tr>
<tr>
<td>0x05</td>
<td>0xE4</td>
<td>H.264</td>
<td>MPEG-4 AVC, VIDEO 1080p (1125p), ASPECT RATIO &gt; 16:9</td>
</tr>
<tr>
<td>0x05</td>
<td>0xE5 - 0xFF</td>
<td></td>
<td>RESERVED FOR FUTURE USE</td>
</tr>
</tbody>
</table>
## FIG. 5C

### COMPONENT CONTENT AND COMPONENT TYPE

<table>
<thead>
<tr>
<th>COMPONENT CONTENT</th>
<th>COMPONENT TYPE</th>
<th>DESCRIPTION</th>
</tr>
</thead>
<tbody>
<tr>
<td>0x06</td>
<td>0x00</td>
<td>RESERVED FOR FUTURE USE</td>
</tr>
<tr>
<td>0x06</td>
<td>0x01</td>
<td>MULTI-VIEWPOINTS VIDEO ENCODING, VIDEO 480i (525i), ASPECT RATIO 4:3</td>
</tr>
<tr>
<td>0x06</td>
<td>0x02</td>
<td>MULTI-VIEWPOINTS VIDEO ENCODING, VIDEO 480i (525i), ASPECT RATIO 16:9 HAVE PAN VECTOR</td>
</tr>
<tr>
<td>0x06</td>
<td>0x03</td>
<td>MULTI-VIEWPOINTS VIDEO ENCODING, VIDEO 480i (525i), ASPECT RATIO 16:9 NO PAN VECTOR</td>
</tr>
<tr>
<td>0x06</td>
<td>0x04</td>
<td>MULTI-VIEWPOINTS VIDEO ENCODING, VIDEO 480i (525i), ASPECT RATIO &gt; 16:9</td>
</tr>
<tr>
<td>0x06</td>
<td>0x05 - 0x90</td>
<td>RESERVED FOR FUTURE USE</td>
</tr>
<tr>
<td>0x06</td>
<td>0x91</td>
<td>MULTI-VIEWPOINTS VIDEO ENCODING, VIDEO 2160p, ASPECT RATIO 4:3</td>
</tr>
<tr>
<td>0x06</td>
<td>0x92</td>
<td>MULTI-VIEWPOINTS VIDEO ENCODING, VIDEO 2160p, ASPECT RATIO 16:9 HAVE PAN VECTOR</td>
</tr>
<tr>
<td>0x06</td>
<td>0x93</td>
<td>MULTI-VIEWPOINTS VIDEO ENCODING, VIDEO 2160p, ASPECT RATIO 16:9 NO PAN VECTOR</td>
</tr>
<tr>
<td>0x06</td>
<td>0x94</td>
<td>MULTI-VIEWPOINTS VIDEO ENCODING, VIDEO 2160p, ASPECT RATIO &gt; 16:9</td>
</tr>
<tr>
<td>0x06</td>
<td>0x95 - 0xA0</td>
<td>RESERVED FOR FUTURE USE</td>
</tr>
<tr>
<td>0x06</td>
<td>0xA1</td>
<td>MULTI-VIEWPOINTS VIDEO ENCODING, VIDEO 480p (525p), ASPECT RATIO 4:3</td>
</tr>
<tr>
<td>0x06</td>
<td>0xA2</td>
<td>MULTI-VIEWPOINTS VIDEO ENCODING, VIDEO 480p (525p), ASPECT RATIO 16:9 HAVE PAN VECTOR</td>
</tr>
<tr>
<td>0x06</td>
<td>0xA3</td>
<td>MULTI-VIEWPOINTS VIDEO ENCODING, VIDEO 480p (525p), ASPECT RATIO 16:9 NO PAN VECTOR</td>
</tr>
<tr>
<td>0x06</td>
<td>0xA4</td>
<td>MULTI-VIEWPOINTS VIDEO ENCODING, VIDEO 480p (525p), ASPECT RATIO &gt; 16:9</td>
</tr>
<tr>
<td>0x06</td>
<td>0xA5 - 0xB0</td>
<td>RESERVED FOR FUTURE USE</td>
</tr>
<tr>
<td>0x06</td>
<td>0xB1</td>
<td>MULTI-VIEWPOINTS VIDEO ENCODING, VIDEO 1080i (1125i), ASPECT RATIO 4:3</td>
</tr>
<tr>
<td>Hex 0x06</td>
<td>Hex 0xB2 - 0xC0</td>
<td>Description</td>
</tr>
<tr>
<td>---------</td>
<td>----------------</td>
<td>-------------</td>
</tr>
<tr>
<td>0x06</td>
<td>0xB2</td>
<td>MULTI-VIEWPOINTS VIDEO ENCODING, VIDEO 1080i (1125i), ASPECT RATIO 16:9 HAVE PAN VECTOR</td>
</tr>
<tr>
<td>0x06</td>
<td>0xB3</td>
<td>MULTI-VIEWPOINTS VIDEO ENCODING, VIDEO 1080i (1125i), ASPECT RATIO 16:9 NO PAN VECTOR</td>
</tr>
<tr>
<td>0x06</td>
<td>0xB4</td>
<td>MULTI-VIEWPOINTS VIDEO ENCODING, VIDEO 1080i (1125i), ASPECT RATIO &gt; 16:9</td>
</tr>
<tr>
<td>0x06</td>
<td>0xB5 - 0xC0</td>
<td>RESERVED FOR FUTURE USE</td>
</tr>
<tr>
<td>0x06</td>
<td>0xC1</td>
<td>MULTI-VIEWPOINTS VIDEO ENCODING, VIDEO 720p (750p), ASPECT RATIO 4:3</td>
</tr>
<tr>
<td>0x06</td>
<td>0xC2</td>
<td>MULTI-VIEWPOINTS VIDEO ENCODING, VIDEO 720p (750p), ASPECT RATIO 16:9 HAVE PAN VECTOR</td>
</tr>
<tr>
<td>0x06</td>
<td>0xC3</td>
<td>MULTI-VIEWPOINTS VIDEO ENCODING, VIDEO 720p (750p), ASPECT RATIO 16:9 NO PAN VECTOR</td>
</tr>
<tr>
<td>0x06</td>
<td>0xC4</td>
<td>MULTI-VIEWPOINTS VIDEO ENCODING, VIDEO 720p (750p), ASPECT RATIO &gt; 16:9</td>
</tr>
<tr>
<td>0x06</td>
<td>0xC5 - 0xD0</td>
<td>RESERVED FOR FUTURE USE</td>
</tr>
<tr>
<td>0x06</td>
<td>0xD1</td>
<td>MULTI-VIEWPOINTS VIDEO ENCODING, VIDEO 240p, ASPECT RATIO 4:3</td>
</tr>
<tr>
<td>0x06</td>
<td>0xD2</td>
<td>MULTI-VIEWPOINTS VIDEO ENCODING, VIDEO 240p, ASPECT RATIO 16:9 HAVE PAN VECTOR</td>
</tr>
<tr>
<td>0x06</td>
<td>0xD3</td>
<td>MULTI-VIEWPOINTS VIDEO ENCODING, VIDEO 240p, ASPECT RATIO 16:9 NO PAN VECTOR</td>
</tr>
<tr>
<td>0x06</td>
<td>0xD4</td>
<td>MULTI-VIEWPOINTS VIDEO ENCODING, VIDEO 240p, ASPECT RATIO &gt; 16:9</td>
</tr>
<tr>
<td>0x06</td>
<td>0xD5 - 0xE0</td>
<td>RESERVED FOR FUTURE USE</td>
</tr>
<tr>
<td>0x06</td>
<td>0xE1</td>
<td>MULTI-VIEWPOINTS VIDEO ENCODING, VIDEO 1080p (1125p), ASPECT RATIO 4:3</td>
</tr>
<tr>
<td>0x06</td>
<td>0xE2</td>
<td>MULTI-VIEWPOINTS VIDEO ENCODING, VIDEO 1080p (1125p), ASPECT RATIO 16:9 HAVE PAN VECTOR</td>
</tr>
<tr>
<td>0x06</td>
<td>0xE3</td>
<td>MULTI-VIEWPOINTS VIDEO ENCODING, VIDEO 1080p (1125p), ASPECT RATIO 16:9 NO PAN VECTOR</td>
</tr>
<tr>
<td>0x06</td>
<td>0xE4</td>
<td>MULTI-VIEWPOINTS VIDEO ENCODING, VIDEO 1080p (1125p), ASPECT RATIO &gt; 16:9</td>
</tr>
<tr>
<td>0x06</td>
<td>0xE5 - 0xFF</td>
<td>RESERVED FOR FUTURE USE</td>
</tr>
</tbody>
</table>
### FIG. 5D

**COMPONENT CONTENT AND COMPONENT TYPE**

<table>
<thead>
<tr>
<th>COMPONENT CONTENT</th>
<th>COMPONENT TYPE</th>
<th>DESCRIPTION</th>
</tr>
</thead>
<tbody>
<tr>
<td>0x07</td>
<td>0x00</td>
<td>RESERVED FOR FUTURE USE</td>
</tr>
<tr>
<td>0x07</td>
<td>0x01</td>
<td>3D VIDEO Side-by-Side 720p, ASPECT RATIO 4:3</td>
</tr>
<tr>
<td>0x07</td>
<td>0x02</td>
<td>3D VIDEO Side-by-Side 720p, ASPECT RATIO 16:9 HAVE PAN VECTOR</td>
</tr>
<tr>
<td>0x07</td>
<td>0x03</td>
<td>3D VIDEO Side-by-Side 720p, ASPECT RATIO 16:9 NO PAN VECTOR</td>
</tr>
<tr>
<td>0x07</td>
<td>0x04</td>
<td>3D VIDEO Side-by-Side 720p, ASPECT RATIO &gt; 16:9</td>
</tr>
<tr>
<td>0x07</td>
<td>0x05 - 0x90</td>
<td>RESERVED FOR FUTURE USE</td>
</tr>
<tr>
<td>0x07</td>
<td>0x91</td>
<td>3D VIDEO Side-by-Side 1080i, ASPECT RATIO 4:3</td>
</tr>
<tr>
<td>0x07</td>
<td>0x92</td>
<td>3D VIDEO Side-by-Side 1080i, ASPECT RATIO 16:9 HAVE PAN VECTOR</td>
</tr>
<tr>
<td>0x07</td>
<td>0x93</td>
<td>3D VIDEO Side-by-Side 1080i, ASPECT RATIO 16:9 NO PAN VECTOR</td>
</tr>
<tr>
<td>0x07</td>
<td>0x94</td>
<td>3D VIDEO Side-by-Side 1080i, ASPECT RATIO &gt; 16:9</td>
</tr>
<tr>
<td>0x07</td>
<td>0x95 - 0xA0</td>
<td>RESERVED FOR FUTURE USE</td>
</tr>
<tr>
<td>0x07</td>
<td>0xA1</td>
<td>3D VIDEO Side-by-Side 1080p, ASPECT RATIO 4:3</td>
</tr>
<tr>
<td>0x07</td>
<td>0xA2</td>
<td>3D VIDEO Side-by-Side 1080p, ASPECT RATIO 16:9 HAVE PAN VECTOR</td>
</tr>
<tr>
<td>0x07</td>
<td>0xA3</td>
<td>3D VIDEO Side-by-Side 1080p, ASPECT RATIO 16:9 NO PAN VECTOR</td>
</tr>
<tr>
<td>0x07</td>
<td>0xA4</td>
<td>3D VIDEO Side-by-Side 1080p, ASPECT RATIO &gt; 16:9</td>
</tr>
<tr>
<td>0x07</td>
<td>0xA5 - 0xFF</td>
<td>RESERVED FOR FUTURE USE</td>
</tr>
</tbody>
</table>
### FIG. 5E

**COMPONENT CONTENT AND COMPONENT TYPE**

<table>
<thead>
<tr>
<th>COMPONENT CONTENT</th>
<th>COMPONENT TYPE</th>
<th>DESCRIPTION</th>
</tr>
</thead>
<tbody>
<tr>
<td>0x08</td>
<td>0x00</td>
<td>RESERVED FOR FUTURE USE</td>
</tr>
<tr>
<td>0x08</td>
<td>0x01</td>
<td>3D VIDEO Top-and-Bottom 720p, ASPECT RATIO 4:3</td>
</tr>
<tr>
<td>0x08</td>
<td>0x02</td>
<td>3D VIDEO Top-and-Bottom 720p, ASPECT RATIO 16:9 HAVE PAN VECTOR</td>
</tr>
<tr>
<td>0x08</td>
<td>0x03</td>
<td>3D VIDEO Top-and-Bottom 720p, ASPECT RATIO 16:9 NO PAN VECTOR</td>
</tr>
<tr>
<td>0x08</td>
<td>0x04</td>
<td>3D VIDEO Top-and-Bottom 720p, ASPECT RATIO &gt; 16:9</td>
</tr>
<tr>
<td>0x08</td>
<td>0x05 - 0x90</td>
<td>RESERVED FOR FUTURE USE</td>
</tr>
<tr>
<td>0x08</td>
<td>0x91</td>
<td>3D VIDEO Top-and-Bottom 1080i, ASPECT RATIO 4:3</td>
</tr>
<tr>
<td>0x08</td>
<td>0x92</td>
<td>3D VIDEO Top-and-Bottom 1080i, ASPECT RATIO 16:9 HAVE PAN VECTOR</td>
</tr>
<tr>
<td>0x08</td>
<td>0x93</td>
<td>3D VIDEO Top-and-Bottom 1080i, ASPECT RATIO 16:9 NO PAN VECTOR</td>
</tr>
<tr>
<td>0x08</td>
<td>0x94</td>
<td>3D VIDEO Top-and-Bottom 1080i, ASPECT RATIO &gt; 16:9</td>
</tr>
<tr>
<td>0x08</td>
<td>0x95 - 0xA0</td>
<td>RESERVED FOR FUTURE USE</td>
</tr>
<tr>
<td>0x08</td>
<td>0xA1</td>
<td>3D VIDEO Top-and-Bottom 1080p, ASPECT RATIO 4:3</td>
</tr>
<tr>
<td>0x08</td>
<td>0xA2</td>
<td>3D VIDEO Top-and-Bottom 1080p, ASPECT RATIO 16:9 HAVE PAN VECTOR</td>
</tr>
<tr>
<td>0x08</td>
<td>0xA3</td>
<td>3D VIDEO Top-and-Bottom 1080p, ASPECT RATIO 16:9 NO PAN VECTOR</td>
</tr>
<tr>
<td>0x08</td>
<td>0xA4</td>
<td>3D VIDEO Top-and-Bottom 1080p, ASPECT RATIO &gt; 16:9</td>
</tr>
<tr>
<td>0x08</td>
<td>0xA5 - 0xFF</td>
<td>RESERVED FOR FUTURE USE</td>
</tr>
<tr>
<td>0x09 - 0x0B</td>
<td>0x00 - 0xFF</td>
<td>RESERVED FOR FUTURE USE</td>
</tr>
<tr>
<td>0xC - 0xF</td>
<td>0x00 - 0xFF</td>
<td>PROVIDER DEFINITION</td>
</tr>
</tbody>
</table>
**FIG. 6**

COMPONENT GROUP DESCRIPTOR

<table>
<thead>
<tr>
<th>DATA STRUCTURE</th>
<th>NUMBER OF BITS</th>
<th>BIT LINE DESCRIPTION</th>
</tr>
</thead>
<tbody>
<tr>
<td>component_group_descriptor () {</td>
<td></td>
<td></td>
</tr>
<tr>
<td>descriptor_tag</td>
<td>8</td>
<td>uimsbf</td>
</tr>
<tr>
<td>descriptor_length</td>
<td>8</td>
<td>uimsbf</td>
</tr>
<tr>
<td>component_group_type</td>
<td>3</td>
<td>uimsbf</td>
</tr>
<tr>
<td>total_bit_rate_flag</td>
<td>1</td>
<td>uimsbf</td>
</tr>
<tr>
<td>num_of_group</td>
<td>4</td>
<td>uimsbf</td>
</tr>
<tr>
<td>for (i=0;i&lt;num_of_group;i++){</td>
<td></td>
<td></td>
</tr>
<tr>
<td>component_group_id</td>
<td>4</td>
<td>uimsbf</td>
</tr>
<tr>
<td>num_of_CA_unit</td>
<td>4</td>
<td>uimsbf</td>
</tr>
<tr>
<td>for (i=0;i&lt;num_of_CA_unit;i++){</td>
<td></td>
<td></td>
</tr>
<tr>
<td>CA_unit_id</td>
<td>4</td>
<td>uimsbf</td>
</tr>
<tr>
<td>num_of_component</td>
<td>4</td>
<td>uimsbf</td>
</tr>
<tr>
<td>for (i=0;i&lt;num_of_component_unit;i++){</td>
<td></td>
<td></td>
</tr>
<tr>
<td>component_tag</td>
<td>8</td>
<td>uimsbf</td>
</tr>
<tr>
<td>}</td>
<td></td>
<td></td>
</tr>
<tr>
<td>}</td>
<td></td>
<td></td>
</tr>
<tr>
<td>if(total_bit_rate_flag==1){</td>
<td></td>
<td></td>
</tr>
<tr>
<td>total_bit_rate</td>
<td>8</td>
<td>uimsbf</td>
</tr>
<tr>
<td>}</td>
<td></td>
<td></td>
</tr>
<tr>
<td>text_length</td>
<td>8</td>
<td>uimsbf</td>
</tr>
<tr>
<td>for (i=0;i&lt;text_length;i++){</td>
<td></td>
<td></td>
</tr>
<tr>
<td>text_char</td>
<td>8</td>
<td>uimsbf</td>
</tr>
<tr>
<td>}</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
**FIG. 7**

COMPONENT GROUP TYPE

<table>
<thead>
<tr>
<th>COMPONENT GROUP TYPE</th>
<th>DESCRIPTION</th>
</tr>
</thead>
<tbody>
<tr>
<td>000</td>
<td>MULTI-VIEW TV SERVICE</td>
</tr>
<tr>
<td>001</td>
<td>3D TV SERVICE</td>
</tr>
<tr>
<td>002 - 111</td>
<td>NO-DEFINITION</td>
</tr>
</tbody>
</table>

**FIG. 8**

COMPONENT GROUP IDENTIFICATION

<table>
<thead>
<tr>
<th>COMPONENT GROUP IDENTIFICATION</th>
<th>DESCRIPTION</th>
</tr>
</thead>
<tbody>
<tr>
<td>0x0</td>
<td>MAIN GROUP</td>
</tr>
<tr>
<td>0x1 - 0xF</td>
<td>SUB-GROUP</td>
</tr>
</tbody>
</table>

**FIG. 9**

CHARGE UNIT IDENTIFICATION

<table>
<thead>
<tr>
<th>CHARGE UNIT IDENTIFICATION</th>
<th>DESCRIPTION</th>
</tr>
</thead>
<tbody>
<tr>
<td>0x0</td>
<td>NON-CHARGE UNIT GROUP</td>
</tr>
<tr>
<td>0x1</td>
<td>CHARGE UNIT GROUP INCLUDING DEFAULT ES GROUP</td>
</tr>
<tr>
<td>0x2 - 0xF</td>
<td>CHARGE UNIT GROUP OTHER THAN ABOVE</td>
</tr>
</tbody>
</table>
**FIG. 10A**

3D PROGRAM DETAILS DESCRIPTOR

<table>
<thead>
<tr>
<th>DATA STRUCTURE</th>
<th>NUMBER OF BITS</th>
<th>BIT LINE DESCRIPTION</th>
</tr>
</thead>
<tbody>
<tr>
<td>3d_encode_descriptor() {</td>
<td></td>
<td></td>
</tr>
<tr>
<td>descriptor_tag</td>
<td>8</td>
<td>ulmsbf</td>
</tr>
<tr>
<td>descriptor_length</td>
<td>8</td>
<td>ulmsbf</td>
</tr>
<tr>
<td>3d_2d_type</td>
<td>8</td>
<td>ulmsbf</td>
</tr>
<tr>
<td>3d_method_type</td>
<td>8</td>
<td>ulmsbf</td>
</tr>
<tr>
<td>stream_type</td>
<td>8</td>
<td>ulmsbf</td>
</tr>
</tbody>
</table>
| for (i=0;i<N;i++){
| component_tag | 8 | ulmsbf |
| } | | |
| } | | |

**FIG. 10B**

3D/2D IDENTIFICATION

<table>
<thead>
<tr>
<th>3D/2D IDENTIFICATION</th>
<th>DESCRIPTION</th>
</tr>
</thead>
<tbody>
<tr>
<td>0x00</td>
<td>RESERVED FOR FUTURE USE</td>
</tr>
<tr>
<td>0x01</td>
<td>3D VIDEO</td>
</tr>
<tr>
<td>0x02</td>
<td>2D VIDEO</td>
</tr>
<tr>
<td>0x03 - 0x0F</td>
<td>RESERVED FOR FUTURE USE</td>
</tr>
</tbody>
</table>
FIG. 11

3D METHOD IDENTIFICATION

<table>
<thead>
<tr>
<th>3D METHOD IDENTIFICATION</th>
<th>DESCRIPTION</th>
</tr>
</thead>
<tbody>
<tr>
<td>0x00</td>
<td>RESERVED FOR FUTURE USE</td>
</tr>
<tr>
<td>0x01</td>
<td>3D 2-VIEWPOINTS SEPARATE TRANSMISSION METHOD</td>
</tr>
<tr>
<td>0x02</td>
<td>Side-by-Side METHOD</td>
</tr>
<tr>
<td>0x03</td>
<td>Top-and-Bottom METHOD</td>
</tr>
<tr>
<td>0x04 - 0x0F</td>
<td>RESERVED FOR FUTURE USE</td>
</tr>
</tbody>
</table>

FIG. 12

SERVICE DESCRIPTOR

data structure service_descriptor () {
    descriptor_tag          8    uimsbf
    descriptor_length       8    uimsbf
    service_type            8    uimsbf
    service_provider_name_length 8    uimsbf
    for (i=0; i<N; i++){
        char               8    uimsbf
    }
    service_name_length     8    uimsbf
    for (i=0; i<N; i++){
        char               8    uimsbf
    }
}
### FIG. 13

**SERVICE FORMAT TYPE**

<table>
<thead>
<tr>
<th>SERVICE FORMAT TYPE</th>
<th>MEANING</th>
</tr>
</thead>
<tbody>
<tr>
<td>0x00</td>
<td>NO-DEFINITION</td>
</tr>
<tr>
<td>0x01</td>
<td>DIGITAL TV SERVICE</td>
</tr>
<tr>
<td>0x02</td>
<td>DIGITAL AUDIO SERVICE</td>
</tr>
<tr>
<td>0x03 - 0x10</td>
<td>NO-DEFINITION</td>
</tr>
<tr>
<td>0x11</td>
<td>3D VIDEO SERVICE</td>
</tr>
<tr>
<td>0x12 - 0x7F</td>
<td>NO-DEFINITION</td>
</tr>
<tr>
<td>0x80 - 0xA0</td>
<td>PROVIDER DEFINITION</td>
</tr>
<tr>
<td>0xA1</td>
<td>TEMPORARY VIDEO SERVICE</td>
</tr>
<tr>
<td>0xA2</td>
<td>TEMPORARY AUDIO SERVICE</td>
</tr>
<tr>
<td>0xA3</td>
<td>TEMPORARY DATA SERVICE</td>
</tr>
<tr>
<td>0xA4</td>
<td>ENGINEERING SERVICE</td>
</tr>
<tr>
<td>0xA5</td>
<td>PROMOTION VIDEO SERVICE</td>
</tr>
<tr>
<td>0xA6</td>
<td>PROMOTION AUDIO SERVICE</td>
</tr>
<tr>
<td>0xA7</td>
<td>PROMOTION DATA SERVICE</td>
</tr>
<tr>
<td>0xA8</td>
<td>PRE-STORAGE DATA SERVICE</td>
</tr>
<tr>
<td>0xA9</td>
<td>STORAGE-ONLY DATA SERVICE</td>
</tr>
<tr>
<td>0xAA</td>
<td>BOOKMARK LIST DATA SERVICE</td>
</tr>
<tr>
<td>0xAB</td>
<td>SERVER-TYPE SIMUL-SERVICE</td>
</tr>
<tr>
<td>0xAC</td>
<td>INDEPENDENT FILE SERVICE</td>
</tr>
<tr>
<td>0xAD - 0xBF</td>
<td>NO-DEFINITION (STANDARDIZING ORGANIZATION DEFINITION AREA)</td>
</tr>
<tr>
<td>0xC0</td>
<td>DATA SERVICE</td>
</tr>
<tr>
<td>0xC1</td>
<td>STORAGE-TYPE SERVICE USING TLV</td>
</tr>
<tr>
<td>0xC2 - 0xFF</td>
<td>NO-DEFINITION</td>
</tr>
</tbody>
</table>
**FIG. 14**

SERVICE LIST DESCRIPTOR

<table>
<thead>
<tr>
<th>DATA STRUCTURE</th>
<th>NUMBER OF BITS</th>
<th>BIT LINE DESCRIPTION</th>
</tr>
</thead>
<tbody>
<tr>
<td>service_list_descriptor () {}</td>
<td></td>
<td></td>
</tr>
<tr>
<td>descriptor_tag</td>
<td>8</td>
<td>uimsbf</td>
</tr>
<tr>
<td>descriptor_length</td>
<td>8</td>
<td>uimsbf</td>
</tr>
<tr>
<td>for (i=0;i&lt;N;i++){}</td>
<td></td>
<td></td>
</tr>
<tr>
<td>service_id</td>
<td>16</td>
<td>uimsbf</td>
</tr>
<tr>
<td>service_type</td>
<td>8</td>
<td>uimsbf</td>
</tr>
</tbody>
</table>

**FIG. 15**

TRANSMISSION MANAGEMENT REGULATION FOR COMPONENT DESCRIPTOR

<table>
<thead>
<tr>
<th>TRANSMISSION MANAGEMENT REGULATION FOR EACH FIELD</th>
<th>DESCRIPTION</th>
</tr>
</thead>
<tbody>
<tr>
<td>descriptor_tag</td>
<td>DESCRIBE &quot;0x50&quot;</td>
</tr>
<tr>
<td>descriptor_length</td>
<td>DESCRIBE DESCRIPTOR LENGTH OF COMPONENT DESCRIPTOR. NO DEFINITION OF MAX VALUE.</td>
</tr>
<tr>
<td>stream_content</td>
<td>DESCRIBE &quot;0x01&quot; (VIDEO)</td>
</tr>
<tr>
<td>component_type</td>
<td>DESCRIBE VIDEO COMPONENT TYPE OF THAT COMPONENT</td>
</tr>
<tr>
<td>component_tag</td>
<td>DESCRIBE COMPONENT TAG VALUE UNIQUE IN THAT PROGRAM</td>
</tr>
<tr>
<td>ISO_639_language_code</td>
<td>DESCRIBE &quot;jpn (&quot;0x6A706E&quot;)&quot;</td>
</tr>
<tr>
<td>text_char</td>
<td>DESCRIBE WITHIN 16 BYTES (8 FULL-SIZE CHARACTERS) AS VIDEO TYPE NAME WHEN THERE ARE PLURAL NUMBERS OF VIDEO COMPONENTS. NO RETURN CODE IS USED. THIS FIELD CAN BE OMITTED WHEN COMPONENT DESCRIPTION IS DEFAULT CHARACTER LINE. DEFAULT CHARACTER LINE IS &quot;VIDEO&quot;.</td>
</tr>
</tbody>
</table>
### FIG. 16

**TRANSMISSION MANAGEMENT REGULATION FOR COMPONENT GROUP DESCRIPTOR**

<table>
<thead>
<tr>
<th><strong>TRANSMISSION MANAGEMENT REGULATION FOR EACH FIELD</strong></th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>descriptor_tag</strong></td>
</tr>
<tr>
<td><strong>descriptor_length</strong></td>
</tr>
</tbody>
</table>
| **component_group_type** | INDICATES TYPE OF COMPONENT GROUP  
  "000": MULTI-VIEW TV  
  "001": 3D TV |
| **total_bit_rate_flag** | = "0": ALL OF TOTAL BIT RATES WITHIN GROUP IN EVENT ARE IN PREDETERMINED DEFAULT  
  = "1": ANY ONE OF TOTAL BIT RATES WITHIN GROUP IN EVENT EXCEEDS PREDETERMINED DEFAULT |
| **num_of_group** | DESCRIBE NUMBER OF COMPONENT GROUPS IN EVENT  
  MAX: 3 WHEN MVTV  
  MAX: 2 WHEN 3DTV |
| **component_group_id** | DESCRIBE COMPONENT GROUP IDENTIFICATION  
  "0x0" IS ASSIGNED TO MAIN GROUP, AND IS ASSIGNED TO EACH SUB-GROUP, UNIQUELY, WITHIN EVENT BY BROADCASTING PROVIDER. |
| **num_of_CA_unit** | DESCRIBE NUMBER OF CHARGE/NON-CHARGE UNITS WITHIN COMPONENT GROUP. MAX VALUE IS 2. IT IS "0x1" WHEN NO CHARGING COMPONENT IS INCLUDED IN THAT COMPONENT GROUP. |
| **CA_unit_id** | DESCRIBE CHARGE UNIT IDENTIFICATION. THIS IS ASSIGNED BY BROADCASTING PROVIDED, UNIQUELY, WITHIN EVENT. |
| **num_of_component** | DESCRIBE NUMBER OF COMPONENTS, BELONGING TO THAT COMPONENT GROUP AND ALSO TO CHARGE/NON-CHARGE UNIT INDICATED BY "CA_unit_id" JUST BEFORE. MAX VALUE IS 15. |
| **component_tag** | DESCRIBE COMPONENT TAG VALUE BELONGING TO COMPONENT GROUP. |
| **total_bit_rate** | DESCRIBE TOTAL BIT RATE WITHIN COMPONENT GROUP. BUT, DESCRIBE "0x00" WHEN DEFAULT. |
| **text_length** | DESCRIBE BYTE LENGTH OF DESCRIPTION OF FOLLOWING COMPONENT GROUP. MAX VALUE IS 16 (OR, 8 FULL-SIZE CHARACTERS). |
| **text_char** | DESCRIBE EXPLANATION RELATING TO COMPONENT GROUP, NECESSARILY. NO DEFINITION OF DEFAULT CHARACTER LINE. ALSO, NO USE OF RETURN CODE. |
### FIG. 17

**TRANSMISSION MANAGEMENT REGULATION FOR 3D PROGRAM DETAILS DESCRIPTOR**

<table>
<thead>
<tr>
<th>Field</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>descriptor_tag</td>
<td>DESCRIBE &quot;0xE1&quot;</td>
</tr>
<tr>
<td>descriptor_length</td>
<td>DESCRIBE DESCRIPTOR LENGTH OF 3D PROGRAM DETAILS DESCRIPTOR.</td>
</tr>
<tr>
<td>3d_2d_type</td>
<td>DESCRIBE 3D/2D IDENTIFICATION. SET FROM AMONG FIG. 10B.</td>
</tr>
<tr>
<td>3d_method_type</td>
<td>DESCRIBE 3D METHOD IDENTIFICATION. SET FROM AMONG FIG. 11.</td>
</tr>
<tr>
<td>stream_type</td>
<td>DESCRIBE ES FORMAT OF PROGRAM. SET FROM AMONG FIG. 3.</td>
</tr>
<tr>
<td>component_tag</td>
<td>DESCRIBE COMPONENT TAG VALUE TO BE UNIQUE IN THAT PROGRAM.</td>
</tr>
</tbody>
</table>

### FIG. 18

**TRANSMISSION MANAGEMENT REGULATION FOR SERVICE DESCRIPTOR**

<table>
<thead>
<tr>
<th>Field</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>descriptor_tag</td>
<td>DESCRIBE &quot;0x48&quot;</td>
</tr>
<tr>
<td>descriptor_length</td>
<td>DESCRIBE DESCRIPTOR LENGTH OF SERVICE DESCRIPTOR.</td>
</tr>
<tr>
<td>service_type</td>
<td>DESCRIBE SERVICE FORMAT TYPE. SET FROM AMONG FIG. 13.</td>
</tr>
<tr>
<td>service_provider_name_length</td>
<td>DESCRIBE PROVIDER'S NAME LENGTH IF BS/CS DIGITAL TV BROADCASTING. MAX VALUE IS 20. DESCRIBE &quot;0x00&quot; IF TERRESTRIAL DIGITAL TV BROADCASTING, SINCE NO MANAGEMENT IS MADE ON &quot;service_provider_name&quot;.</td>
</tr>
<tr>
<td>char</td>
<td>DESCRIBE PROVIDER'S NAME IF BS/CS DIGITAL TV BROADCASTING. MAX 10 FULL-SIZE CHARACTERS. NOTHING IS DESCRIBED IF TERRESTRIAL DIGITAL TV BROADCASTING.</td>
</tr>
<tr>
<td>service_name_length</td>
<td>DESCRIBE PROGRAMMED CHANNEL NAME LENGTH. MAX VALUE IS 20.</td>
</tr>
<tr>
<td>char</td>
<td>DESCRIBE PROGRAMMED CHANNEL NAME. WITHIN 20 BYTES AND 10 FULL-SIZE CHARACTERS.</td>
</tr>
</tbody>
</table>
**FIG. 19**

TRANSMISSION MANAGEMENT REGULATION FOR SERVICE LIST DESCRIPTOR

<table>
<thead>
<tr>
<th>TRANSMISSION MANAGEMENT REGULATION FOR EACH FIELD</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>descriptor_tag</td>
<td>DESCRIBE &quot;0x41&quot;</td>
</tr>
<tr>
<td>descriptor_length</td>
<td>DESCRIBE DESCRIPTOR LENGTH OF SERVICE LIST DESCRIPTOR.</td>
</tr>
<tr>
<td>loop</td>
<td>DESCRIBE LOOPS OF NUMBER OF SERVICES INCLUDED IN TARGET TRANSPORT STREAM.</td>
</tr>
<tr>
<td>service_id</td>
<td>DESCRIBE &quot;service_id&quot; INCLUDED IN THAT TRANSPORT STREAM.</td>
</tr>
<tr>
<td>service_type</td>
<td>DESCRIBE SERVICE TYPE OF TARGET SERVICE. SET FROM AMONG FIG. 13.</td>
</tr>
</tbody>
</table>

**FIG. 20**

RECEIVING PROCESS REGULATION FOR COMPONENT DESCRIPTOR

<table>
<thead>
<tr>
<th>RECEIVING PROCESS REGULATION FOR EACH FIELD</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>descriptor_tag</td>
<td>IF &quot;0x50&quot;, THAT DESCRIPTOR IS DETERMINED TO BE COMPONENT DESCRIPTOR.</td>
</tr>
<tr>
<td>descriptor_length</td>
<td>DETERMINED TO BE DESCRIPTOR LENGTH OF COMPONENT DESCRIPTOR.</td>
</tr>
<tr>
<td>stream_content</td>
<td>= &quot;0x01&quot;, &quot;0x05&quot;, &quot;0x06&quot;, &quot;0x07&quot;: DETERMINED TO BE VALID (VIDEO).</td>
</tr>
<tr>
<td></td>
<td>≠ &quot;0x01&quot;, &quot;0x05&quot;, &quot;0x06&quot;, &quot;0x07&quot;: THAT DESCRIPTOR IS DETERMINED INVALID.</td>
</tr>
<tr>
<td>component_type</td>
<td>DETERMINED TO BE VIDEO COMPONENT TYPE OF THAT COMPONENT (ABOUT COMPONENT TYPES, SEE FIG. 5).</td>
</tr>
<tr>
<td>component_tag</td>
<td>COMPONENT TAG VALUE TO BE UNIQUE IN THAT PROGRAM, AND CAN BE USED CORRESPONDING TO COMPONENT TAG VALUE OF STREAM IDENTIFIER OF PMT.</td>
</tr>
<tr>
<td>ISO_639_language_code</td>
<td>TREAT CHARACTER CODE DISPOSED BEHIND AS &quot;jpn&quot; IF OTHER THAN &quot;jpn (&quot;0x6A706E&quot;)&quot;.</td>
</tr>
<tr>
<td>text_char</td>
<td>DETERMINE THOSE WITHIN 16 BYTES (OR 8 FULL-SIZE CHARACTERS) AS COMPONENT DESCRIPTION. IF THIS FIELD IS OMITTED, DETERMINED AS COMPONENT DESCRIPTION OF DEFAULT. DEFAULT CHARACTER LINE IS &quot;VIDEO&quot;.</td>
</tr>
</tbody>
</table>
### FIG. 21

**TRANSMISSION MANAGEMENT REGULATION FOR COMPONENT GROUP DESCRIPTOR**

<table>
<thead>
<tr>
<th>Field</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>descriptor_tag</td>
<td>= &quot;0x09&quot;: DETERMINE THAT DESCRIPTOR IS COMPONENT GROUP DESCRIPTOR.</td>
</tr>
<tr>
<td>descriptor_length</td>
<td>DETERMINED TO BE DESCRIPTOR LENGTH OF COMPONENT GROUP DESCRIPTOR.</td>
</tr>
<tr>
<td>component_group_type</td>
<td>&quot;000&quot;: DETERMINED AS MULTI-VIEW TV SERVICE. &quot;001&quot;: DETERMINED AS 3D TV SERVICE.</td>
</tr>
<tr>
<td>total_bit_rate_flag</td>
<td>= &quot;0&quot;: DETERMINE NO TOTAL BIT RATE WITHIN GROUP IN EVENT IS DESCRIBED IN THAT DESCRIPTOR. = &quot;1&quot;: DETERMINE TOTAL BIT RATE WITHIN GROUP IN EVENT IS DESCRIBED IN THAT DESCRIPTOR.</td>
</tr>
<tr>
<td>num_of_group</td>
<td>DETERMINED AS NUMBER OF COMPONENT GROUPS IN EVENT. IF THERE IS MAX VALUE AND EXCEEDING THIS, THERE IS POSSIBILITY OF TREATING THIS AS MAX VALUE.</td>
</tr>
<tr>
<td>component_group_id</td>
<td>= &quot;0x0&quot;: DETERMINED AS MAIN GROUP. ≠ &quot;0x0&quot;: DETERMINED AS SUB-GROUP.</td>
</tr>
<tr>
<td>num_of_CA_unit</td>
<td>DETERMINED AS NUMBER OF CHARGE/NON-CHARGE UNITS WITHIN GROUP COMPONENT. THERE IS POSSIBILITY OF TREATING IT AS 2 WHEN EXCEEDING MAX VALUE.</td>
</tr>
<tr>
<td>CA_unit_id</td>
<td>&quot;0x0&quot;: DETERMINED AS NON-CHARGE UNIT GROUP. &quot;0x1&quot;: DETERMINED AS CHARGE UNIT INCLUDING DEFAULT ES GROUP. VALUE OTHER THAN THOSE: DETERMINED AS CHARGE UNIT IDENTIFICATION OTHER THAN ABOVE.</td>
</tr>
<tr>
<td>num_of_component</td>
<td>DETERMINED AS NUMBER OF COMPONENTS BELONGING TO THAT COMPONENT GROUP AND FURTHER TO CHARGE/NON-CHARGE UNIT INDICATED BY &quot;CA unit id&quot; JUST BEFORE. THERE IS POSSIBILITY OF TREATING IT AS 15 WHEN EXCEEDING MAX VALUE.</td>
</tr>
<tr>
<td>component_tag</td>
<td>DETERMINED AS COMPONENT TAG VALUE BELONGING TO COMPONENT GROUP, AND CAN BE USED CORRESPONDING TO COMPONENT TAG VALUE OF STREAM DESCRIPTOR OF PMT.</td>
</tr>
<tr>
<td>total_bit_rate</td>
<td>DETERMINED AS TOTAL BIT RATE WITHIN COMPONENT GROUP. BUT, DETERMINED AS DEFAULT WHEN &quot;0x00&quot;.</td>
</tr>
<tr>
<td>text_length</td>
<td>≤ 16 (OR 8 FULL-SIZE CHARACTERS): DETERMINED AS COMPONENT GROUP DESCRIPTOR LENGTH. &gt;16 (OR 8 FULL-SIZE CHARACTERS): EXPLANATION OF COMPONENT GROUP DESCRIPTOR EXCEEDING 16 (OR 8 FULL-SIZE CHARACTERS) IN LENGTH THEREOF CAN BE NEGLECTED.</td>
</tr>
<tr>
<td>text_char</td>
<td>DESIGNATES EXPLANATION RELATING TO COMPONENT GROUP.</td>
</tr>
</tbody>
</table>
**FIG. 22**

TRANSMISSION MANAGEMENT REGULATION FOR 3D PROGRAM DETAILS DESCRIPTOR

<table>
<thead>
<tr>
<th>Field</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>descriptor_tag</td>
<td>DESCRIBE '0xE1'.</td>
</tr>
<tr>
<td>descriptor_length</td>
<td>DESCRIBED DESCRIPTOR LENGTH OF 3D PROGRAM DETAILS DESCRIPTOR.</td>
</tr>
<tr>
<td>3d_2d_type</td>
<td>DETERMINED AS 3D/2D IDENTIFICATION IN THAT 3D PROGRAM, DESIGNATED FROM AMONG FIG. 10B.</td>
</tr>
<tr>
<td>3d_method_type</td>
<td>DETERMINED AS 3D METHOD IDENTIFICATION IN THAT 3D PROGRAM, DESIGNATED FROM AMONG FIG. 11.</td>
</tr>
<tr>
<td>stream_type</td>
<td>DETERMINED AS ES FORMAT OF THAT PROGRAM, DESIGNATED FROM AMONG FIG. 3.</td>
</tr>
<tr>
<td>component_tag</td>
<td>DETERMINED AS COMPONENT TAG VALUE TO BE UNIQUE IN THAT PROGRAM.</td>
</tr>
</tbody>
</table>

**FIG. 23**

RECEIVING PROCESS REGULATION FOR SERVICE DESCRIPTOR

<table>
<thead>
<tr>
<th>Field</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>descriptor_tag</td>
<td>= &quot;0x48&quot;: DETERMINE THAT DESCRIPTOR IS SERVICE DESCRIPTOR.</td>
</tr>
<tr>
<td>descriptor_length</td>
<td>DETERMINED AS THE DESCRIPTOR LENGTH OF SERVICE DESCRIPTOR.</td>
</tr>
<tr>
<td>service_type</td>
<td>DETERMINED THAT DESCRIPTOR INVALID WHEN OTHER THAN &quot;service_type&quot; SHOWN IN FIG. 13.</td>
</tr>
<tr>
<td>service_provider_name_length</td>
<td>BS/CS DIGITAL TV BROADCASTING; ( \leq 20 ): DETERMINED AS PROVIDER'S NAME LENGTH. ( &gt;20 ): DETERMINED PROVIDER'S NAME BE INVALID. TERRESTRIAL DIGITAL TV BROADCASTING: DETERMINED INVALID OTHER THAN &quot;0x00&quot;.</td>
</tr>
<tr>
<td>char</td>
<td>BS/CS DIGITAL TV BROADCASTING: DETERMINED AS PROVIDER'S NAME. TERRESTRIAL DIGITAL TV BROADCASTING: NEGLECT DESCRIBED CONTENT.</td>
</tr>
<tr>
<td>service_name_length</td>
<td>( \leq 20 ): DETERMINED AS PROGRAMMED CHANNEL NAME LENGTH. ( &gt;20 ): DETERMINED COMPOSED CHANNEL BE INVALID.</td>
</tr>
<tr>
<td>char</td>
<td>DETERMINE AS PROGRAMMED CHANNEL NAME.</td>
</tr>
</tbody>
</table>
**FIG. 24**

RECEIVING PROCESS REGULATION FOR SERVICE LIST DESCRIPTOR (NIT 2\textsuperscript{ND} GROUP)

<table>
<thead>
<tr>
<th>Field</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>descriptor_tag</td>
<td>IF “0x41”, DETERMINE THAT DESCRIPTOR IS SERVICE LIST DESCRIPTOR.</td>
</tr>
<tr>
<td>descriptor_length</td>
<td>DETERMINED AS DESCRIPTOR OF SERVICE LIST DESCRIPTOR.</td>
</tr>
<tr>
<td>loop</td>
<td>DESCRIBE LOOPS OF NUMBER OF SERVICES INCLUDED IN TARGET TRANSPORT STREAM.</td>
</tr>
<tr>
<td>service_id</td>
<td>DETERMINED AS &quot;service_id&quot; FOR THAT TRANSPORT STREAM.</td>
</tr>
<tr>
<td>service_type</td>
<td>INDICATES SERVICE TYPE OF TARGET SERVICE. DETERMINED INVALID OTHER THAN SERVICE TYPES DEFINED IN FIG. 13.</td>
</tr>
</tbody>
</table>
FIG. 26

- USER INSTRUCTION RECEIVE PORTION
- EQUIPMENT CONTROL SIGNAL TRANSMIT PORTION
- SYSTEM CONTROL PORTION
- TIME MANAGEMENT PORTION
- NETWORK CONTROL PORTION
- RECORDING/REPRODUCING CONTROL PORTION
- PROGRAM INFORMATION ANALYZE PORTION
- TUNING CONTROL PORTION
- VIDEO CONVERSION CONTROL PORTION
- OSD PRODUCE PORTION
- DECODING CONTROL PORTION
FIG. 27
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END
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2D PROGRAM A
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2D PROGRAM A

3D PROGRAM WILL START SOON.
(OK, AFTER PUTTING 3D GLASSES ON.)
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2D PROGRAM A

3D PROGRAM WILL START SOON.
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IF FINISHING PREPARATION,
PLEASE PUSH DOWN "OK" OR "3D".

OK/3D  CANCEL (2D)
**FIG. 37A**

ENCODED VIDEO

TIME DIRECTION
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**FIG. 37B**
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FIG. 39B
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3D PROGRAM B
(2D DISPLAY)

3D PROGRAM IS STARTED. IF FINISHING PREPARATION OF 3D GLASSES, PLEASE PUSH DOWN "3D/OK" KEY.

OK/3D  CANCEL
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3D PROGRAM B
(DISPLAY SPECIFIC VIDEO, ETC.)

3D PROGRAM STARTED.
IF FINISHING PREPARATION OF 3D GLASSES,
PUSH DOWN "3D/OK" KEY.

OK/3D  CANCEL
### FIG. 47

**WHEN TRANSMITTING MULTI-VIEWPOINTS OF 3D VIDEO ON SEPARATE ES EXAMPLES OF COMBINING OF STREAMS OF ("3D 2-VIEWPOINTS SEPARATE ES TRANSMISSION METHOD")**

<table>
<thead>
<tr>
<th>COMBINATION EXAMPLE</th>
<th>MAIN VIEWPOINT (FOR LEFT-SIDE EYE) VIDEO ES</th>
<th>SUB-VIEWPOINT (FOR LEFT-SIDE EYE) VIDEO ES</th>
</tr>
</thead>
<tbody>
<tr>
<td>EXAMPLE 1</td>
<td>BASE VIEW BIT STREAM (MAIN VIEWPOINT) OF MULTI-VIEWPOINTS VIDEO ENCODED (FOR EXAMPLE, H.264/MVC) STREAM (STREAM FORMAT TYPE: 0x1B)</td>
<td>SUB-BIT STREAM (OTHER VIEWPOINT) OF MULTI-VIEWPOINTS VIDEO ENCODED (FOR EXAMPLE, H.264/MVC) STREAM (STREAM FORMAT TYPE: 0x20)</td>
</tr>
<tr>
<td>EXAMPLE 2</td>
<td>BASE VIEW BIT STREAM (MAIN VIEWPOINT) OF H.262 (MPEG2) METHOD, WHEN TRANSMITTING MULTI-VIEWPOINTS OF 3D VIDEO ON SEPARATE STREAMS (STREAM FORMAT TYPE: 0x02)</td>
<td>OTHER VIEWPOINT BIT STREAM OF AVC STREAM METHOD DEFINED BY ITU-T RECOMMENDATION H.264 [ISO/IEC 14496-10 VIDEO WHEN TRANSMITTING MULTI-VIEWPOINTS OF 3D VIDEO ON SEPARATE STREAMS (STREAM FORMAT TYPE: 0x22)</td>
</tr>
<tr>
<td>EXAMPLE 3</td>
<td>BASE VIEW BIT STREAM (MAIN VIEWPOINT) OF H.262 (MPEG2) METHOD, WHEN TRANSMITTING MULTI-VIEWPOINTS OF 3D VIDEO ON SEPARATE STREAMS (STREAM FORMAT TYPE: 0x02)</td>
<td>OTHER VIEWPOINT BIT STREAM OF H.262 (MPEG2) METHOD WHEN TRANSMITTING MULTI-VIEWPOINTS OF 3D VIDEO ON SEPARATE STREAMS (STREAM FORMAT TYPE: 0x21)</td>
</tr>
<tr>
<td>EXAMPLE 4</td>
<td>BASE VIEW BIT STREAM (MAIN VIEWPOINT) OF MULTI-VIEWPOINTS VIDEO ENCODED (FOR EXAMPLE, H.264/MVC) STREAM (STREAM FORMAT TYPE: 0x1B)</td>
<td>OTHER VIEWPOINT BIT STREAM OF H.262 (MPEG2) METHOD WHEN TRANSMITTING MULTI-VIEWPOINTS OF 3D VIDEO ON SEPARATE STREAMS (STREAM FORMAT TYPE: 0x21)</td>
</tr>
</tbody>
</table>
### FIG. 48

<table>
<thead>
<tr>
<th>Time</th>
<th>1CH</th>
<th>3CH</th>
<th>4CH</th>
<th>6CH</th>
</tr>
</thead>
<tbody>
<tr>
<td>7:00</td>
<td></td>
<td></td>
<td>3D MVC</td>
<td></td>
</tr>
<tr>
<td>8:00</td>
<td>3D</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>9:00</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>10:00</td>
<td></td>
<td></td>
<td></td>
<td>3D</td>
</tr>
<tr>
<td>11:00</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

- 1CH, 3CH, 4CH, 6CH represent different channels.
- 3D MVC indicates a 3D multi-view coding scenario.
- The shaded area indicates a specific 3D MVC configuration.
FIG. 49

FIG. 50

(E XXX) NON-ENABLED 3D DISPLAY METHOD CODE (0x0003)
FIG. 51

START

OBTAIN PRESENT PROGRAM INFORMATION

IS PRESENT PROGRAM 3D PROGRAM?

YES

IS 3D METHOD ENABLED WITH APPARATUS?

YES

DISPLAY MESSAGE OF NON-ENABLED WITH APPARATUS

NO

END
FIG. 52A

3D PROGRAM WILL START SOON.
IF TIRED OF YOUR EYES OR
YOUR PHYSICAL CONDITION IS NOT GOOD,
VIEW/LISTEN IN 2D IS RECOMMENDED.

FIG. 52B

3D PROGRAM WILL START SOON.
LONGETIME VIEW/LISTEN OF 3D PROGRAM
MAY CAUSE FATIGUE OF YOUR EYES OR
BAD PHYSICAL CONDITION.

FIG. 52C

3D PROGRAM WILL START SOON.
PARENTS SHOULD PAY CONSIDERATION
THAT VIEW/LISTEN BY IMMATURE
CHILDREN MAY GIVE BAD EFFECT ON
THEIR PHYSICAL CONDITION.
**FIG. 53**

3D PROGRAM (2D/3D DISPLAY)

**FIG. 54**

CONTENT DESCRIPTOR

<table>
<thead>
<tr>
<th>DATA STRUCTURE</th>
<th>NUMBER OF BITS</th>
<th>BIT LINE DESCRIPTION</th>
</tr>
</thead>
<tbody>
<tr>
<td>content_descriptor () {</td>
<td></td>
<td></td>
</tr>
<tr>
<td>descriptor_tag</td>
<td>8</td>
<td>uimssbf</td>
</tr>
<tr>
<td>descriptor_length</td>
<td>8</td>
<td>uimssbf</td>
</tr>
<tr>
<td>for (i = 0; i &lt; N; i++) {</td>
<td></td>
<td></td>
</tr>
<tr>
<td>content_nibble_level_1</td>
<td>4</td>
<td>uimssbf</td>
</tr>
<tr>
<td>content_nibble_level_2</td>
<td>4</td>
<td>uimssbf</td>
</tr>
<tr>
<td>user_nibble</td>
<td>4</td>
<td>uimssbf</td>
</tr>
<tr>
<td>user_nibble</td>
<td>4</td>
<td>uimssbf</td>
</tr>
<tr>
<td>}</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
### FIG. 55
EXAMPLE OF CODE TABLE ABOUT PROGRAM GENRES INDICATED BY CONTENT DESCRIPTOR (WHEN VALUE "content_nibble_level_1" IS NOT "0xE")

<table>
<thead>
<tr>
<th>content_nibble_level_1 (LARGE CLASS OF PROGRAM GENRE)</th>
<th>content_nibble_level_2 (MIDDLE CLASS OF PROGRAM GENRE)</th>
<th>GENRE</th>
<th>REMARKS</th>
</tr>
</thead>
<tbody>
<tr>
<td>0x0</td>
<td>-</td>
<td>&quot;NEWS/REPORTS&quot;</td>
<td>LARGE CLASS</td>
</tr>
<tr>
<td>0x0</td>
<td>0x1</td>
<td>&quot;WEATHER&quot;</td>
<td>MIDDLE CLASS</td>
</tr>
<tr>
<td>0x0</td>
<td>0x2</td>
<td>&quot;SPECIAL/DOCUMENT&quot;</td>
<td>MIDDLE CLASS</td>
</tr>
<tr>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
</tr>
<tr>
<td>0x1</td>
<td>-</td>
<td>&quot;SPORTS&quot;</td>
<td>LARGE CLASS</td>
</tr>
<tr>
<td>0x1</td>
<td>0x1</td>
<td>&quot;BASEBALL&quot;</td>
<td>MIDDLE CLASS</td>
</tr>
<tr>
<td>0x1</td>
<td>0x2</td>
<td>&quot;SUCCOR&quot;</td>
<td>MIDDLE CLASS</td>
</tr>
<tr>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
</tr>
</tbody>
</table>

### FIG. 56
EXAMPLE OF CODE TABLE ABOUT PROGRAM CHARACTERISTICS INDICATED BY CONTENT DESCRIPTOR (WHEN VALUE "content_nibble_level_1" IS "0xE")

<table>
<thead>
<tr>
<th>1ST user_nibble BIT</th>
<th>2ND user_nibble BIT</th>
<th>PROGRAM CHARACTERISTICS</th>
</tr>
</thead>
<tbody>
<tr>
<td>...</td>
<td>...</td>
<td>...</td>
</tr>
<tr>
<td>0x3</td>
<td>-</td>
<td>INDICATES &quot;PROGRAM CHARACTERISTIC INFORMATION RELATING TO 3D&quot;</td>
</tr>
<tr>
<td>0x3</td>
<td>0x0</td>
<td>&quot;NO 3D VIDEO IS INCLUDED IN TARGET EVENT (PROGRAM)&quot;</td>
</tr>
<tr>
<td>0x3</td>
<td>0x1</td>
<td>&quot;TARGET EVENT (PROGRAM) IS 3D VIDEO&quot;</td>
</tr>
<tr>
<td>0x3</td>
<td>0x2</td>
<td>&quot;3D VIDEO AND 2D VIDEO ARE INCLUDED IN TARGET EVENT (PROGRAM)&quot;</td>
</tr>
<tr>
<td>...</td>
<td>...</td>
<td>...</td>
</tr>
</tbody>
</table>
**FIG. 57**

Example of code table about program characteristics indicated by content descriptor (when value "content_nibble_level_1" is not "0xE")

<table>
<thead>
<tr>
<th>1\textsuperscript{ST} user_nibble BIT</th>
<th>2\textsuperscript{ND} user_nibble BIT</th>
<th>PROGRAM CHARACTERISTICS</th>
</tr>
</thead>
<tbody>
<tr>
<td>...</td>
<td>...</td>
<td>...</td>
</tr>
<tr>
<td>0x3</td>
<td>-</td>
<td>Indicates &quot;program characteristic information relating to 3D&quot;</td>
</tr>
<tr>
<td>0x3</td>
<td>0x0</td>
<td>&quot;No 3D video is included in target event (program)&quot;</td>
</tr>
<tr>
<td>0x3</td>
<td>0x1</td>
<td>&quot;3D video is included in target event (program), and 3D video transmission method thereof is Side-by-Side method&quot;</td>
</tr>
<tr>
<td>0x3</td>
<td>0x2</td>
<td>&quot;3D video is included in target event (program), and 3D video transmission method thereof is Top-and-Down method&quot;</td>
</tr>
<tr>
<td>0x3</td>
<td>0x3</td>
<td>&quot;3D video is included in target event (program), and 3D video transmission method thereof is 3D 2-viewpoints separate ES transmission method&quot;</td>
</tr>
<tr>
<td>...</td>
<td>...</td>
<td>...</td>
</tr>
</tbody>
</table>
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ROOT DIRECTORY

AV FILE DIRECTORY

ENTIRE INFORMATION FILE

MENU THUMBNAIL FILE

CHAPTER THUMBNAIL FILE

PLAY LIST DIRECTORY

PROGRAM INFORMATION 1

PROGRAM INFORMATION 2

CLIP INFORMATION DIRECTORY

CLIP INFORMATION 1

CLIP INFORMATION 2

STREAM DIRECTORY

PROGRAM 1

PROGRAM 2
**FIG. 60**

**PROGRAM INFORMATION FILE**

- PROGRAM-COMMON INFORMATION
  - RESERVE AREA
  - CHARACTER SET
  - REPRODUCTION PROTECT FLAG
  - WRITE-IN PROTECT FLAG
  - NON-REPRODUCTION FLAG
  - EDITION FLAG
  - TIME ZONE
  - RECORDING DATE/TIME
  - REPRODUCTION TIME
  - MAKER ID
  - MAKER MODEL CODE
  - BROADCAST STATION NUMBER
  - BROADCAST STATION NAME
  - PROGRAM NAME
  - PROGRAM DETAILS

- 3D/2D IDENTIFICATION INFORMATION IS ADDED

**PLAY LIST INFORMATION**

- NUMBER OF PLAY ITEMS

- PLAY ITEM INFORMATION
  - CLIP INFORMATION FILE NAME
  - CODEC IDENTIFICATION INFORMATION RESERVE AREA
  - START TIME
  - END TIME

- REPEATING BY NUMBER OF PLAY ITEMS

**CHAPTER INFORMATION**

- NUMBER OF MARK PIECES

- MARK INFORMATION
  - MARK INVALID FLAG
  - MARK TYPE
  - MAKER ID
  - PLAY ITEM ID
  - MARK TIME
  - ENTRY ES PID
  - THUMBNAIL REFERENCE
  - MARK NAME

- REPEATING BY NUMBER OF MARK PIECES
FIG. 61

START

S6101

OBTAINT PROGRAM INFORMATION OF PROGRAM TO BE RECORDED

S6102

IS FLAG INDICATING 2D/3D FLAG?

NO

YES

S6103

IS PROGRAM 3D PROGRAM?

NO

YES

S6104

RECORD PROGRAM INFORMATION AS 3D

S6105

RECORD PROGRAM INFORMATION AS 2D

END
FIG. 62

START

OBTAIN 3D INFORMATION FROM PROGRAM STREAM RECORDED

IS PROGRAM 3D PROGRAM?

YES

RECORD PROGRAM INFORMATION AS 3D

NO

RECORD PROGRAM INFORMATION AS 2D

END
FIG. 63

START

OBTAIN PROGRAM INFORMATION OF RECORDED PROGRAM

OBTAIN 3D INFORMATION FROM PROGRAM STREAM RECORDED

ARE BOTH INFORMATION 3D PROGRAMS?

NO

YES

RECORD PROGRAM INFORMATION AS 3D

RECORD PROGRAM INFORMATION AS 2D

END
FIG. 64A

PROGRAM INFORMATION FILE

PROGRAM-COMMON INFORMATION
- RESERVE AREA
- CHARACTER SET
- REPRODUCTION PROTECT FLAG
- WRITE-IN PROTECT FLAG
- NON-REPRODUCTION FLAG
- EDITION FLAG
- TIME ZONE
- RECORDING DATE/TIME
- REPRODUCTION TIME
- MAKER ID
- MAKER MODEL CODE
- BROADCAST STATION NUMBER
- BROADCAST STATION NAME
- PROGRAM NAME
- PROGRAM DETAILS

3D/2D IDENTIFICATION
- INFORMATION
- 3D METHOD IDENTIFICATION
- INFORMATION ARE ADDED

PLAY LIST INFORMATION
- NUMBER OF PLAY ITEMS

PLAY ITEM INFORMATION
- CLIP INFORMATION FILE NAME
- CODEC IDENTIFICATION INFORMATION
- RESERVE AREA
- START TIME
- END TIME

REPEATING BY NUMBER OF PLAY ITEMS
### FIG. 64B

<table>
<thead>
<tr>
<th>3D METHOD IDENTIFICATION INFORMATION BIT</th>
<th>MEANING</th>
</tr>
</thead>
<tbody>
<tr>
<td>0x00</td>
<td>INCLUDES 3D VIDEO SIGNAL OF Side-by-Side METHOD</td>
</tr>
<tr>
<td>0x01</td>
<td>INCLUDES 3D VIDEO SIGNAL OF Top-and-Bottom METHOD</td>
</tr>
<tr>
<td>0x02</td>
<td>INCLUDES 3D VIDEO SIGNAL OF Frame-sequential METHOD</td>
</tr>
<tr>
<td>0x03</td>
<td>Reserved</td>
</tr>
</tbody>
</table>
FIG. 70

PLAY LIST EDIT

ORIGIN OF PLAY LIST PRODUCED

PROGRAM 1

DESTINATION OF PLAY LIST PRODUCED

CHAPTER 3

TOTAL REPRODUCTION TIME: 4h00m

PLEASE SELECT SCENE TO BE ADDED INTO PLAY LIST AND PUSH DECIDE BUTTON

BLUE  RED  GREEN: CHAPTER DISPLAY  YELLOW: SCENE DELETE  RETURN END
FIG. 71

CONNECTION CONTROL DEVICE

RECEIVING APPARATUS

REPRODUCING DEVICE
RECORDERING/REPRODUCING DEVICE
FIG. 73

START

S7301

INQUIRE PROGRAM LIST INFORMATION FROM REPRODUCING DEVICE 7102 TO RECEIVING APPARATUS 4

S7302

IS REPRODUCING DEVICE 7102 3D REPRODUCIBLE?

NO

YES

S7303

TRANSMIT PROGRAM INFORMATION LIST INCLUDING 3D PROGRAM

S7304

TRANSMIT PROGRAM INFORMATION LIST NOT INCLUDING 3D PROGRAM

END
<table>
<thead>
<tr>
<th>Program</th>
<th>Time</th>
<th>Action</th>
<th>Notes</th>
</tr>
</thead>
<tbody>
<tr>
<td>Program 1</td>
<td>7/25 20:00</td>
<td>COPY 9 TIMES</td>
<td>2h00m</td>
</tr>
<tr>
<td>Program 2</td>
<td>7/25 18:00</td>
<td>COPY INHIBITED</td>
<td>1h00m</td>
</tr>
<tr>
<td>Program 3</td>
<td>7/24 22:00</td>
<td>MOVE</td>
<td>2h00m</td>
</tr>
<tr>
<td>Program 4</td>
<td>7/23 19:00</td>
<td>MOVE</td>
<td>0h30m</td>
</tr>
<tr>
<td>Program 5</td>
<td>7/23 15:00</td>
<td>MOVE</td>
<td>0h55m</td>
</tr>
</tbody>
</table>

**Select Program to be Made Dubbing and Push Decide Button**

**Genre**

- ALL
- NON-VIEWED/LISTENED
- 3D

**User Holder**

- HDD
- OFFICIAL DISC

**Colors**

- RED
- BLUE
- YELLOW: EXCHANGE DISPLAY

**Notes**

- GREEN: EXCHANGE DISPLAY

**Fig. 74A**
FIG. 75

VIDEO DATA

STRUCTURE EXAMPLE

GOP_1 GOP_2 GOP_3 GOP_4 GOP_5

I_1 I_2 I_3 I_4 I_5

TIME (SEC) DISPLAY SCREEN TIME (SEC) DISPLAY SCREEN

0.25 0.5 0.75 0.25 0.5 0.75
FIG. 76A

CLIP INFORMATION FILE

STREAM FORMAT INFORMATION
VERSION INFORMATION
SEQUENCE INFORMATION STARTING ADDRESS
PROGRAM INFORMATION STARTING ADDRESS
CHARACTERISTIC INFORMATION STARTING ADDRESS
CLIP MARK INFORMATION STARTING ADDRESS
MAKER UNIQUE INFORMATION STARTING ADDRESS
RESERVE AREA

CLIP INFORMATION

SEQUENCE INFORMATION

PROGRAM INFORMATION

CHARACTERISTIC INFORMATION

NUMBER OF STREAMS
STREAM PID
VIDEO STREAM FORMAT INFORMATION
NUMBER OF DATA PIECES OF POSITION INFORMATION (ABSTRACT)
NUMBER OF DATA PIECES OF POSITION INFORMATION (DETAILS)
POSITION INFORMATION STARTING ADDRESS
POSITION INFORMATION (ABSTRACT)
POSITION INFORMATION (DETAILS)

CLIP MARK INFORMATION

MAKER UNIQUE INFORMATION
FIG. 76B

POSITION INFORMATION (DETAILS)

<table>
<thead>
<tr>
<th>DETAILED PST VALUE_0</th>
<th>DETAILED DATA POSITION_0</th>
</tr>
</thead>
<tbody>
<tr>
<td>DETAILED PST VALUE_1</td>
<td>DETAILED DATA POSITION_1</td>
</tr>
<tr>
<td>DETAILED PST VALUE_2</td>
<td>DETAILED DATA POSITION_2</td>
</tr>
<tr>
<td>DETAILED PST VALUE_3</td>
<td>DETAILED DATA POSITION_3</td>
</tr>
<tr>
<td>DETAILED PST VALUE_4</td>
<td>DETAILED DATA POSITION_4</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>REFER</th>
</tr>
</thead>
<tbody>
<tr>
<td>REFERENCE VALUE_0</td>
</tr>
<tr>
<td>REFERENCE VALUE_1</td>
</tr>
<tr>
<td>REFERENCE VALUE_2</td>
</tr>
<tr>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>REFER</th>
</tr>
</thead>
<tbody>
<tr>
<td>REFERENCE VALUE_M-1</td>
</tr>
</tbody>
</table>

N PIECES

M PIECES
**FIG. 78**

START  

DETECT 3D IDENTIFICATION INFORMATION IN VIDEO DECODER PORTION 30  

IS DISPLAY VIDEO IS 3D? NO

YES  

SET UP 3D SPECIAL REPRODUCTION  

SET UP 2D SPECIAL REPRODUCTION  

END

**FIG. 79**

START  

SET UP DECODE PORTION EQUIVALENT TO NORMAL REPRODUCTION  

EXCHANGE DATA OUTPUT METHOD TO CONTINUOUS OUTPUT BY REFERRING POSITION INFORMATION  
- OUTPUT DATA FOR SEVERAL SECONDS BY ONE (1) TIME  
- CONTROL SKIP INTERVAL FITTING TO NUMBER OF SECONDS OF DISPLAY  

END
**FIG. 80**

- **START**

- **S8001** EXCHANGE DECODER PORTION TO SETUP OF DECODING ONLY “I” PICTURE

- **S8002** EXCHANGE DATA OUTPUT METHOD TO CONTINUOUS OUTPUT BY REFERRING POSITION INFORMATION
  - OUTPUT DATA INCLUDING ONE (1) PIECE OF “I” PICTURE
  - CONTROL INTERVAL FOR ENABLING LARGE NUMBER OF PICTURES

- **END**

**FIG. 81**

- **START**

- **S8001** EXCHANGE DECODER PORTION TO SETUP OF DECODING ONLY “I” PICTURE

- **S8101** EXCHANGE VIDEO CONVERSION PROCESS PORTION TO SETUP OF CONVERTING 3D VIDEO INTO 2D VIDEO

- **S8102** EXCHANGE DATA OUTPUT METHOD TO CONTINUOUS OUTPUT BY REFERRING POSITION INFORMATION
  - OUTPUT DATA INCLUDING ONE (1) PIECE OF “I” PICTURE
  - SKIP INTERVAL SUITABLE FOR 3D DISPLAY

- **END**
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FIG. 83

START

DOES 3D/2D IDENTIFICATION INFORMATION IDENTIFY 3D?

YES S8302

SET UP 3D ENABLED SPECIAL REPRODUCTION

NO S8301

PROCESSES SHOWN IN FIG. 78

END
DIGITAL CONTENT RECEIVING APPARATUS, DIGITAL CONTENT RECEIVING METHOD AND DIGITAL CONTENT RECEIVING/TRANSMITTING METHOD

This application relates to and claims priority from Japanese Patent Application No. 2011-022253 filed on Feb. 4, 2011, the entire disclosure of which is incorporated herein by reference.

BACKGROUND OF THE INVENTION

The technical field of the present invention relates to a broadcast receiving apparatus, a receiving method and a receiving/transmitting method of three-dimension (hereinafter, “3D”) video.

In the following Patent Documents 1 is described “to provide a digital broadcast receiving apparatus for enabling to notice, actively, that a program desired by a user will start on a certain channel, etc.” (see [0005] of the Patent Document 1), as a problem to be dissolved, and also as a dissolving means thereof is described “comprising a means for taking out program information included in a digital air wave and for selecting a target program to be noticed with selecting information, which is registered by the user, and for displaying a message informing an existence of the selected target program to be noticed, cutting into a screen being presently displayed” (see [0006] of the Patent Document 1).

Also, in the following Patent Document 2 is described “to provide a video data reproducing apparatus allowing the video data to have flexibility for the purpose of the 3D display, and a video data reproducing apparatus for reproducing that data” (see of the Patent Document 2), as a problem to be dissolved, and also as a dissolving means thereof is described “a video recording apparatus comprises a 3D display control information producing portion while inputting and encoding a parameter presenting a condition of the time when photographing 3D pictures, and a file producing portion for producing a multimedia information file including both photographing condition information and 3D video data or at least either one of the 3D video data video data or 2D video data” (see [0015] of the Patent Document 2), etc.

Also, in the following Patent Document 3 is described “to provide a reproducing apparatus for compensating stereoscopic vision of a graphic when doing random accessing” (see the abstract of the Patent Document 3), as a problem to be dissolved, and also as a dissolving means thereof is described “each of a left-view graphic stream and a right-view graphic stream, which are included in a digital stream received from a distributing apparatus, includes one (1) or more numbers of display set(s) (hereinafter, being called “DS”), and each DS is a group of data to be used for displaying a graphic object for one (1) screen. One (1) or more numbers of DS(s) included in the left-view graphic stream mentioned above correspond(s) to one (1) or more numbers of DS(s) included in the right-view graphic stream mentioned above, 1 to 1, and in each DS corresponding to is set up a reproduction time, being same on a reproduction time axis of the video stream mentioned above. The above-mentioned DS includes therein all of the data necessary for displaying the graphic objects for one (1) piece of screen, or condition information indicative of being the difference or not from the DS just before, and the condition information included in the DS corresponding thereto indicates the same contents” (see the abstract of the Patent Document 3).

PRIOR ART DOCUMENTS

Patent Documents


BRIEF SUMMARY OF THE INVENTION

However, in the Patent Document 1 is no disclosure relating to viewing/listening of 3D content. For that reason, there is a problem to be dissolved, i.e., recognition cannot be made on whether the program, which a receiver is receiving at the present or will receive in future is the 3D program or not.

Also, in the Patent Document 2 is no disclosure, in particular, from a viewpoint, how to publish the information of a 3D content, which is recorded, to the user. For that reason, there is a problem to be dissolved, i.e., it is impossible to fully enjoy the advantage as the receiving apparatus.

Also, in the Patent Document 3, although disclosing a technical idea of fast-forward reproduction of the 3D video, however there is no mentioning about an aspect of easiness for the user to watch the video.

For solving such the problems mentioned above, as an embodiment according to the present invention, it is enough to apply such technical ideas as are described in the pending claims, which will be mentioned later, for example.

According to the means mentioned above, it is possible to increase usability for the user, in relation to viewing/listening of the 3D content.

BRIEF DESCRIPTION OF THE SEVERAL VIEWS OF THE DRAWING

Those and other objects, features and advantages of the present invention will become more readily apparent from the following detailed description when taken in conjunction with the accompanying drawings wherein:

FIG. 1 is a block diagram for showing an example of the structure of a system;
FIG. 2 is a block diagram for showing the structure of a transmitting apparatus 1;
FIG. 3 is a view for showing an example of assignment for each stream format classification;
FIG. 4 is a view for showing the structure of a component descriptor;
FIG. 5A is a view for showing an example of component content and component classification, as the constituent elements of the component descriptor;
FIG. 5B is a view for showing an example of component content and component classification, as the constituent elements of the component descriptor;
FIG. 5C is a view for showing an example of component content and component classification, as the constituent elements of the component descriptor;
FIG. 5D is a view for showing an example of component content and component classification, as the constituent elements of the component descriptor;

FIG. 5E is a view for showing an example of component content and component classification, as the constituent elements of the component descriptor;

FIG. 6 is a view for showing an example of the structure of a component group descriptor;

FIG. 7 is a view for showing an example of a component group classification;

FIG. 8 is a view for showing an example of component group identification;

FIG. 9 is a view for showing an example of counting unit identification;

FIG. 10A is a view for showing an example of the structure of a 3D program details descriptor;

FIG. 10B is a view for showing an example of a 3D/2D classification;

FIG. 11 is a view for showing an example of a format classification of 3D;

FIG. 12 is a view for showing an example of the structure of a service descriptor;

FIG. 13 is a view for showing an example of a service format classification;

FIG. 14 is a view for showing an example of the structure of a service list descriptor;

FIG. 15 is a view for showing an example of a transmission operation regulation of the component descriptor in the transmitting apparatus 1;

FIG. 16 is a view for showing an example of a transmission operation regulation of the component group descriptor in the transmitting apparatus 1;

FIG. 17 is a view for showing an example of a transmission operation regulation of the 3D program details descriptor in the transmitting apparatus 1;

FIG. 18 is a view for showing an example of a transmission operation regulation of the service descriptor in the transmitting apparatus 1;

FIG. 19 is a view for showing an example of a transmission operation regulation of the service list descriptor in the transmitting apparatus 1;

FIG. 20 is a view for showing an example of a process for each field of the component descriptor, in a receiving apparatus 4;

FIG. 21 is a view for showing an example of a process for each field of the component group descriptor, in a receiving apparatus 4;

FIG. 22 is a view for showing an example of a process for each field of the 3D program details descriptor, in a receiving apparatus 4;

FIG. 23 is a view for showing an example of a process for each field of the service descriptor, in a receiving apparatus 4;

FIG. 24 is a view for showing an example of a process for each field of the service list descriptor, in a receiving apparatus 4;

FIG. 25 is a view for showing an example of the structure of a receiving apparatus according to the present invention;

FIG. 26 is a view for showing an example of an outlook block diagram of internal functions inside a CPU in the receiving apparatus according to the present invention;

FIG. 27 is a view for showing an example of a flowchart of a 2D/3D video displaying process upon basis of whether a next program is 3D content or not;

FIG. 28 is a view for showing an example of a message display;

FIG. 29 is a view for showing an example of a message display;

FIG. 30 is a view for showing an example of a message display;

FIG. 31 is a view for showing an example of a message display;

FIG. 32 is a view for showing an example of a flowchart of a system controller portion when the next program starts;

FIG. 33 is a view for showing an example of a message display;

FIG. 34 is a view for showing an example of a message display;

FIG. 35 is an example of block diagram for showing an example of the structure of a system;

FIG. 36 is an example of block diagram for showing an example of the structure of a system;

FIGS. 37A and 37B are views for explaining an example of a 3D reproducing/outputting/displaying process of the 3D content;

FIG. 38 is a view for explaining an example of a 2D reproducing/outputting/displaying process of the 3D content;

FIGS. 39A and 39B are views for explaining an example of a 3D reproducing/outputting/displaying process of the 3D content;

FIGS. 40A to 40D are views for explaining an example of a 2D reproducing/outputting/displaying process of the 3D content;

FIG. 41 is a view for showing an example of a flowchart of a 2D/3D video displaying process upon basis of whether a present program is 3D content or not;

FIG. 42 is a view for showing an example of a message display;

FIG. 43 is a view for showing an example of a flowchart of display processing process after user selection;

FIG. 44 is a view for showing an example of a message display;

FIG. 45 is a view for showing an example of a flowchart of a 2D/3D video displaying process upon basis of whether a present program is 3D content or not;

FIG. 46 is a view for showing an example of a message display;

FIG. 47 is a view for showing an example of combination of streams when transmitting the 3D video;

FIG. 48 is a view for showing an example of display of a program table;

FIG. 49 is a view for showing an example of display of a program table;

FIG. 50 is a view for showing an example of a message display;

FIG. 51 is a view for showing a flowchart when displaying a message of a 3D method, which is not yet supported;

FIGS. 52A to 52C are views for showing an example of a message display;

FIG. 53 is a view for showing an example of display of a program;

FIG. 54 is a view for showing an example of the structure of a content descriptor;
FIG. 55 is a view for showing an example of an encode table for program genres;
FIG. 56 is a view for showing an example of an encode table for program characteristics;
FIG. 57 is a view for showing an example of an encode table for program characteristics;
FIGS. 58A and 58B are examples of the block diagram for showing an example of a record/reproduce portion 27;
FIG. 59 is a view for showing an example of the structure of a folder file of data to be recorded onto a recording medium 26;
FIG. 60 is a view for showing an example of the structure of a folder file of data to be recorded onto a recording medium 26;
FIG. 61 is a view for showing an example of a flowchart when recording 2D/3D identification information;
FIG. 62 is a view for showing an example of a flowchart when recording 2D/3D identification information;
FIG. 63 is a view for showing an example of a flowchart when recording 2D/3D identification information;
FIG. 64A is a view for showing an example of the structure of a folder file of data to be recorded onto a recording medium 26;
FIG. 64B is a view for showing an example of the structure of a folder file of data to be recorded onto a recording medium 26;
FIGS. 65A and 65B are views for showing an example of 3D information display when displaying a list of the programs, which are recorded on the recording medium 26;
FIG. 66 is a view for showing an example of 3D information display when displaying a list of the programs, which are recorded on the recording medium 26;
FIG. 67 is a view for showing an example of 3D information display when displaying a list of the programs, which are recorded on the recording medium 26;
FIGS. 68A and 68B are views for showing an example of 3D information display when displaying a list of the programs, which are recorded on the recording medium 26;
FIG. 69 is a view for showing an example of 3D information display when displaying a list of the programs, which are recorded on the recording medium 26;
FIG. 70 is a view for showing an example of 3D information display when producing a list play;
FIG. 71 is a view for showing an example of the structure of a local network;
FIGS. 72A and 72B are views for showing an example of 3D information display when displaying a list of the programs, which are recorded on the recording medium 26;
FIG. 73 is a view for showing an example of a flowchart when transmitting program information of 3D program to network connected equipments;
FIGS. 74A and 74B are views for showing an example of 3D information display when executing dubbing;
FIG. 75 is a view for showing an example of picture structure of the video data and video display when executing a high-speed search;
FIG. 76A is a view for showing an example of the structure of a folder file of data to be recorded onto a recording medium 26;
FIG. 76B is a view for showing an example of the structure of a folder file of data to be recorded onto a recording medium 26;
FIG. 77 is a view for showing an example of picture structure of the video data and video display when executing a high-speed search;
FIG. 78 is a view for showing an example of a flowchart for determining a method for controlling a special reproduction;
FIG. 79 is a view for showing an example of a flowchart when starting a special reproduction of 3D video;
FIG. 80 is a view for showing an example of a flowchart for starting the method for controlling the special reproduction;
FIG. 81 is a view for showing an example of a flowchart when starting a special reproduction of 3D video;
FIG. 82 is a block diagram for showing an example of the structure of a system; and
FIG. 83 is a view for showing an example of a flowchart for determining a method for controlling a special reproduction.

DETAILED DESCRIPTION OF THE PREFERRED EMBODIMENTS

Hereinafter, explanation will be given on preferable embodiments according to the present invention. However, the present invention should not be limited to the present embodiments. Thus, in the present embodiments, explanation will be given mainly on a receiving apparatus, i.e., being preferable to be implemented into the receiving apparatus; but it should not be prevented from being applied into those other than that receiving apparatus. Also, there is no necessity of adopting all of the constituent elements of the present embodiments, but they are selectable.

<System>

FIG. 1 is a block diagram for showing an example of the structure of a system according to the present embodiment. Herein is shown a case where information is transmitted/received through broadcasting. However, this should not be limited to the broadcasting, but may be VOD through communication, and they also may be called “distributing”, collectively.

A reference numeral 1 depicts a transmitting apparatus to be provided in an information providing station, such as, a broadcasting station, etc., 2 a relay apparatus to be provided in a relay station or a satellite for use of broadcasting, etc., 3 a network, which may be a public network for connecting between a general home and a broadcasting station, such as, the Internet, etc., or may be provided within a house of a user, and 10 a receiving record reproducing portion, which is built within the receiving apparatus 4. With the receiving record reproducing portion 10, it is possible to record/reproduce the broadcasted information, or to reproduce the content from an external removable medium, etc.

The transmitting apparatus 1 transmits a modulated signal radio wave through the relay apparatus 2. Other than such transmission with using the satellite as is shown in the figure, for example, it is also possible to use the transmission with using a cable, the transmission with using a telephone line, the transmission with using a terrestrial broadcasting, and the transmission passing through a network 3, such as, the Internet through the network 3 including the public network. This signal radio wave received by the receiving apparatus 4, as will be mentioned later, after being demodulated into an
information signal, will be recorded on a recording medium depending on a necessity thereof. Or, when being transmitted through the public network, it is converted into a format, such as, a data format (an IP packet) in accordance with a protocol suitable to the public network (for example, TCP/IP, etc.), while the receiving apparatus 4 receiving the data mentioned above decodes it into the information signal, being a signal suitable to be recorded depending on a necessity thereof, and it is recorded on the recording medium. Also, the user can view/listen the video/audio shown by the information signal, on a display if this display is built within the receiving apparatus 4, or by connecting a display not shown in the figure to the receiving apparatus 4 if it is not built therein.

[0110] <Transmitting Apparatus>

[0111] FIG. 2 is a block diagram showing an example of the structure of the transmitting apparatus among those of the system shown in FIG. 1.

[0112] A reference numeral 11 depicts a source generator portion, 12 an encode portion for conducting compression with using a method, such as, MPEG 2 or H.264, etc., and thereby adding program information or the like thereto, 13 a scramble portion, 14 a modulator portion, 15 a transmission antenna, and 16 a management data supply portion, respectively. The information, which generated in the source generator portion 11 composed of a camera and/or a recording/reproducing apparatus, such as, video/audio, etc., is treated with compression of the data volume thereof in the encode portion 12, so that it can be transmitted with occupying a less bandwidth. It is encrypted in the scramble portion 13 depending on a necessity thereof, so that it can be viewed/listened only for a specific viewer. After being modulated into a signal suitable to be transmitted, such as, OFDM, TCP/IP, QPSK, multi-value QAM, etc., within the modulator portion 14, it is transmitted as a radio wave directing to the relay apparatus 2 from the transmission antenna 15. In this instance, within the management information supply portion 16, it is supplied with program identification information, such as the property of the content, which is produced in the source generator portion 11 (for example, encoded information of video and/or audio, encoded information of audio, structure of program, if it is 3D video or not, etc.), and also is supplied with program arrangement information, which the broadcasting station produces (for example, the structure of a present program or a next program, a format of service, information of structures of programs for one (1) week, etc.). Hereinafter, the program identification information and the program arrangement information will be called “program information”, combining those together.

[0113] However, it is very often that plural numbers of information are multiplexed on one (1) radio wave, through a method, such as, time-sharing, spectrum dispersion, etc. Although not mentioned in FIG. 2, for the purpose of simplification, but in this case, there are plural numbers of systems of the source generator portion 11 and the encode portion 12, wherein a multiplex portion (e.g., a multiplexer) for multiplexing plural numbers of information is disposed between the encode portion 12 and the scramble portion 13.

[0114] Also, in the similar manner for the signal to be transmitted through the network 3 including the public network, the signal produced in the encode portion 12 is encrypted in an encryption portion 17 depending on a necessity thereof, so that it can be viewed/listened only for the specific viewer. After being encoded into a signal suitable to transmit through the public network within a communication path coding portion 18, it is transmitted from a network I/F (Interface) portion 19 directing to the public network.

[0115] <3D Transmission Method>

[0116] Roughly dividing the transmission methods for the 3D program to be transmitted from the transmitting apparatus 1, there are two (2) methods. One of them is a method of storing the videos for use of the left-side eye and for use of the right-side eye within one (1) piece of picture, with applying an existing broadcasting method for the 2D program effectively. In this method, the existing MPEG 2 (Moving Picture Experts Group 2) or H.264 AVC is utilized as a video compression method, and the characteristic thereof lies in that it has a compatibility with the existing broadcast, as well as, enabling to utilize an existing relay infrastructure, and it can be received by an existing receiver (such as, STB, etc.); however, it is transmission of the 3D video having a resolution of a half (½) of the highest resolution of the existing broadcast (in the vertical direction or the horizontal direction). For example, as is shown in FIG. 39A, there are the followings: a “Side-by-Side” method, i.e., diving one (1) piece of picture to the left and the right and storing them into a screen size of the 2D program, by reducing the video for use of the left-side eye (L) and the video for use of the right-side eye (R) down to about a half (½) of the 2D program in width of the horizontal direction, respectively, while keeping them to be equal thereto in width of the vertical direction, a “Top-and-Bottom” method, i.e., diving one (1) piece of picture up and down and storing them into the screen size equal to that of the 2D program, by keeping the video for use of the left-side eye (L) and the video for use of the right-side eye (R) to be equal thereto, respectively, while reducing them down to a half (½) of the 2D program in width of the vertical direction, and further others, such as, a “Field alternative” method of storing them with utilizing an interlace, a “Line alternative” method of storing the videos for use of the left-side eye and the right-side eye, alternately, for one (1) piece of scanning line, and a “Left+Depth” method of storing the 2D video (of one side) and depth (distance until an object) information for each pixel. Since those methods are such that each divides one (1) piece of picture into plural numbers of pictures and stores the pictures of plural numbers of viewpoints, the MPEG 2 or the H.264 AVC (excepting MVC), not a method for coding a multi-viewspoints picture, originally or inherently, can be applied as it is, as the coding method itself, and therefore there can be obtained a merit for enabling to carry out the 3D program broadcasting with applying the existing broadcasting method for the 2D program, effectively. Further, in case where it is possible to transmit the 2D program at a screen size of 1,920 dots in the maximum horizontal direction and of 1,080 lines in the vertical direction, for example, when carrying out the broadcasting of the 3D program with the “Side-by-Side” method, it is enough to divide one (1) piece of picture into the left and the right and to store the video for use of the left-side eye (L) and the video for use of the right-side eye (R) into a screen size of 960 dots in the horizontal direction and of 1,080 lines in the vertical direction, respectively, and thereby to transmit it. In the similar manner, in this case, when carrying out the 3D program broadcasting with the “Top-and-Bottom” method, it is enough to divide one (1) piece of picture up and down and to store the video for use of the left-side eye (L) and the video for use of the right-side eye (R) into a screen size of 1,920 dots in the horizontal direction and of 540 lines in the vertical direction, respectively, and thereby to transmit it.
[0117] As other method, there is already known a method of transmitting the video for use of the left-side eye and the video for use of the right-side eye by separate streams (ES), respectively. According to the present embodiment, that method will be called "2-viewpoints separate ES transmission". As an example of this method, there is a transmission method with using H.264 MVC, being a multi-viewpoints coding method, for example. The characteristic of that lies in that it can transmit the 3D video of high resolution. With using this method, there can be obtained an effect of enabling the transmission of the 3D video of high resolution. However, the multi-viewpoints coding method means a coding method, which is standardized for coding the video of multi-viewpoints, and with this, it is possible to encode the video of multi-viewpoints, without dividing one (1) piece of video into each viewpoint, i.e., for encoding other picture for each viewpoint.

[0118] In case when transmitting the 3D video with this method, it is enough to transmit the encoded picture of the viewpoint for use of the left-side eye as a main-viewpoint picture and the encoded picture of the viewpoint for use of the right-side eye as another viewpoint picture. With doing this in a manner, for the main-viewpoint picture, it is possible to keep the compatibility with the existing broadcasting method of the 2D program. For example, when applying the H.264 MVC as the multi-viewpoints video coding method, for a base layer sub-bit stream of the H.264 MVC, the main-viewpoint picture can keep the compatibility with the 2D picture of the H.264 MVC, and the main-viewpoint picture can be displayed as the 2D picture.

[0119] Further, according to the embodiment of the present invention, the followings are included, as other examples of a "3D 2-viewpoints separated ES transmission method".

[0120] As another example of the "3D 2-viewpoints separated ES transmission method" is included a method of encoding the encoded picture for use of the left-side eye as a main-viewpoint picture with the MPEG 2, while encoding the encoded picture for use of the right-side eye as the other viewpoint picture with the H.264 AVC, and thereby obtaining separate streams, respectively. With this method, the main-viewpoint picture is compatible with the MPEG 2, i.e., it can be displayed as the 2D picture, and therefore it is possible to keep the compatibility with the existing broadcasting method of 2D program, in which the pictures encoded by the MPEG 2 are widely spreading.

[0121] As another example of the "3D 2-viewpoints separated ES transmission method" is included a method of encoding the encoded picture for use of the left-side eye as a main-viewpoint picture with the MPEG 2, while encoding the encoded picture for use of the right-side eye as the other viewpoint picture with the MPEG 2, and thereby obtaining separate streams, respectively. With this method, since the main-viewpoint picture is compatible with the MPEG 2, i.e., it can be displayed as the 2D picture, and therefore it is possible to keep the compatibility with the existing broadcasting method of 2D program, in which the pictures encoded by the MPEG 2 are widely spreading.

[0122] As another example of the "3D 2-viewpoints separated ES transmission method" may be a method of encoding the encoded picture for use of the left-side eye as a main-viewpoint picture with the H.264 AVC or the H.264 MVC, while encoding the encoded picture for use of the right-side eye as the other viewpoint picture with the MPEG 2. However, separating from the "3D 2-viewpoints separated ES transmission method", it is also possible to transmit the 3D, by producing the stream storing the video for use of the left-side eye and the video for use of the right-side eye, alternately, even with the encoding method, such as, the MPEG 2 or the H.264 AVC (excepting MVC), which is not regulated as the multi-viewpoints video encoding method, originally or inherently.

[0124] <Program Information>

[0125] Program identification information and program arrangement information are called "program information".

[0126] The program identification information is also called "PSI (Program Specific Information)", and is composed of four (4) tables; i.e., a PAT (Program Association Table), being information necessary for selecting a desired program and for designating a packet identifier of a TS packet for transmitting a PMT (Program Map Table) relating to a broadcast program, a NIT (Network Information Table) for designating a packet identifier of a TS packet for transmitting common information among the packet identifier of the TS packet for transmitting each of encoded signals making up a broadcast program and information relating to pay broadcasting, and is regulated by a regulation of MPEG 2. For example, it includes the information for encoding the video, the information for encoding the audio, and the structure of the program. According to the present invention, newly, information for indicating if being the 3D video or not, etc., is included therein. That PSI is added within the management information supply portion 16.

[0127] The program arrangement information may also be called "SI (Service Information)", and is one of various types of information, which are regulated for the purpose of convenience when selecting a program; i.e., there is also included the PSI information of the MPEG 2 system regulation, and there are an EIT (Event Information Table), on which the information relating to programs is described, such as, a program name, broadcasting time, a program content, etc., and a SDT (Service Description Table), on which the information relating to organized channels (services) is described, such as, organized channel names, broadcasting provider names, etc.

[0128] For example, it includes the structure, the format of service, or information indicating the structure information of the programs for one (1) week, etc., of the program broadcasted at present and/or the program to be broadcasted next, and is added within the management information supply portion 16.

[0129] In the program information are included a component descriptor, a component group descriptor, a 3D program details descriptor, a service descriptor, and a service list descriptor, etc., each being the constituent element of the program information. Those descriptors are described within the tables, such as, PMI, EIT [schedule basic/schedule extended/present/following], NIT, and SDT.

[0130] As a way of using the tables PMT or EIT, respectively, for example, with the PMT, since it describes only the information of the program being broadcasted at present, therefore it is impossible to confirm the information of the program(s), which will be broadcasted in the future. How-
ever, since the time-period until completion of receiving is short because a short transmission frequency from the transmitting side, and since it is the information of the program being broadcasted at the present, it has a characteristic of being high in reliability thereof, in a sense that no change is made. On the other hand, with the EIT [schedule basic/schedule extended], it can obtain the information of programs up to seven (7) days in the future, other than that of the program being broadcasted at the present, it has the following demerits; i.e., the time-period until the completion of receiving is long because of a long transmission frequency from the transmitting comparing to that of PMT, needing much more memory regions for holding, and further being low in the sense of reliability in a sense of having a possibility of being changed because of being phenomena in the future. With EIT [following], it can obtain the information of the program of a next broadcasting time.

[0131] The PMT of the program identification information is able to show a format of ES of the program being broadcasted, with using the table structure, which is regulated in ISO/IEC 13818-1, e.g., by means of “stream_type (a type of stream format)“, being information of eight (8) bits, which is described in a 2”e loop (e.g., a loop for each ES (Elementary Stream) thereof. In the embodiment of the present invention, a number of formats of the ES more than that of the conventional one, for example, the formats of ES of the program to be broadcasted are assigned as is shown in FIG. 3.

[0132] First of all, with a base-view sub-bit stream (a mainviewpoint) of a multi-viewpoints video encoded (for example, H.264/MVC) stream, “0x1B” is assigned to, being same to that of the AVC video stream, which is regulated in the existing ITU-T recommendation H.264ISO/IEC 14496-10 video. Next, to “0x20” is assigned a sub-bit stream (other viewpoint) of the multi-viewpoints video encoded stream (for example, the H.264 MVC), which can be applied into the 3D video program.

[0133] Also, with the base-view bit stream (e.g., the mainviewpoint) of the H.264 (MPEG 2) when being applied in the “3D 2 viewpoints separate ES transmission method”, with which plural numbers of viewpoints of 3D video are transmitted by streams separated, “0x02” is assigned to, being same to that of the existing ITU-T recommendation H.264ISO/IEC 13818-2 video. Herein, the base-view bit stream of the H.264 (MPEG 2), when transmitting the plural numbers of viewpoints of the 3D video by the streams separated, is a steam, only video of the main-viewpoint thereof being encoded with the H.262 (MPEG 2) method, among the videos of plural numbers of viewpoints of 3D videos.

[0134] Further, to “0x21” is assigned a bit stream of other viewpoint of the H.262 (MPEG 2) to be applied when transmitting the plural numbers of viewpoints of 3D video by the separated streams.

[0135] Further, to “0x22” is assigned a bit stream of other viewpoint bit stream of AVC stream method, which is regulated in the ITU-T recommendation H.264ISO/IEC 14496-10 video to be applied when transmitting the plural numbers of viewpoints of 3D video by the separated streams.

[0136] However, in the explanation given herein, although it is mentioned that the sub-bit stream of the multi-viewpoints video encoded stream, which can be applied into the 3D video program, is assigned to “0x20”, that the bit stream of the other viewpoint of the H.262 (MPEG 2), to be applied when transmitting the plural numbers of viewpoints of 3D video by the separated streams, is assigned to “0x21”, and that the AVC stream regulated in the ITU-T recommendation H.264ISO/IEC 14496-10 video, to be applied when transmitting the plural numbers of viewpoints of 3D video by the separated streams, is assigned to “0x22”; but each may be assigned to any one of “0x23” through “0x7E”. Also, the MVC video stream is only the example, but it may be a video stream other than the H.264/MVC, as far as it indicates the multi-viewpoints video encoded stream, which can be applied into the 3D video program.

[0137] As was mentioned above, by assigning the bit of “stream_type (a type of stream format)“, according to the embodiment of the present invention, it is possible to make transmission with a combination of the streams as is shown in FIG. 47, for example, when the broadcasting provider on the side of the transmitting apparatus I.

[0138] In an example 1 of the combination, as the main-viewpoint (for use of the left-side eye) video stream, the base-view sub-bit stream (the main-viewpoint (the type of stream format: “0x1B”) of the multi-viewpoints video encoded (for example; H.264/MVC) stream is transmitted, while as a sub-viewpoint (for use of the right-side eye), the sub-bit stream (the type of stream format: “0x20”) for use of other viewpoint of the multi-viewpoints video encoded (for example; H.264/MVC) stream is transmitted.

[0139] In this instance, both the main-viewpoint (for use of the left-side eye) and the sub-viewpoint (for use of the right side eye) are applied with the stream of the multi-viewpoints video encoded (for example; H.264/MVC) method. The multi-viewpoints video encoded (for example; H.264/MVC) method is basically a method for transmitting the multi-viewpoints video, and is able to transmit the 3D program with high efficiency, among those combinations shown in FIG. 47.

[0140] Also, when displaying (or outputting) a 3D program in 3D, the receiving apparatus is able to process both the main-viewpoint (for use of the left-side eye) video stream and the sub-viewpoint (for use of the right-side eye) video stream, and thereby to reproduce the 3D program.

[0141] When displaying (or outputting), the receiving apparatus is able to display (or output) the 3D program as the 2D program, if processing only the main-viewpoint (for use of the left-side eye) video stream.

[0142] Further, since there is compatibility between the base-view sub-bit stream of the multi-viewpoints video encoding method, H.264/MVC, and the existing video stream of H.264/AVC (excluding MVC), by assigning both of the stream format types to the same “0x1B”, there can be obtained the following effects. Namely, it is an effect of recognizing the main-viewpoint (for use of the left-side eye) video stream of that program as a stream being same to the video stream of the existing H.264/AVC (excluding MVC), and thereby enabling to display (or output) that as an ordinary 2D program, upon basis of the type of the stream format, even if the receiving apparatus, having no function of displaying (or outputting) the 3D program in 3D, receives the 3D program of the example 1 of combination, if there is provided a function of displaying (or outputting) the video stream (the AVC video stream, which is regulated by the ITU-T recommendation H.264ISO/IEC 14496-10 video) of the existing H.264/AVC (excluding MVC) within the receiving apparatus.

[0143] Furthermore, since the sub-viewpoint (for use of the right-side eye) is assigned with a type of stream format, which cannot be found, conventionally, then it is neglected in the existing receiving apparatus. With this, it is possible to prevent the sub-viewpoint (for use of the right-side eye) video
stream from being displayed (or outputted), in a manner, which the broadcasting station side does not intend, on the existing receiving apparatus.

[0144] Therefore, if the broadcasting of 3D program of the combination example 1 is started, newly, it is possible to avoid such a situation that it cannot be displayed on the existing receiving apparatus having the function of displaying (or outputting) the video stream of the existing H.264/AVC (excepting MVC). With this, if the broadcasting of that 3D program is started, newly, by the broadcasting or the like, which is managed by an income of advertisement, such as, CM (commercial message), etc., since it can be viewed/listened even on the receiving apparatus not cope with the 3D displaying (or outputting) function, and therefore, it is possible to avoid lowering of an audience rate by such restriction of the function in the receiving apparatus, i.e., also being meritorious on the side of the broadcasting station.

[0145] With an example 2 of combination, as the main-viewpoint (for use of the left-side eye) video stream is transmitted the base-view bit stream (the main-viewpoint) (the stream format type: "0x02") of the H.262 (MPEG 2), to be applied when transmitting plural numbers of the viewpoints of 3D video by the separated streams, while as the sub-viewpoint (for use of the right-side eye) video stream is transmitted the AVC stream (the stream format type: "0x22"), which is regulated by the ITU-T recommendation H.264|ISO/IEC 14496-10 video to be applied when transmitting plural numbers of the viewpoints of 3D video by the separated streams.

[0146] In the similar manner to the combination example 1, when displaying (or outputting) the 3D program in 3D, the receiving apparatus is able to reproduce the 3D program, by processing both the main-viewpoint (for use of the left-side eye) video stream and the sub-viewpoint (for use of the right-side eye) video stream, and also when displaying (or outputting) the 3D program in 2D, the receiving apparatus is able to display (or output) it as the 2D program if processing only the main-viewpoint (for use of the left-side eye) video stream.

[0147] Further, by bringing the base-view bit stream (the main-viewpoint) of the H.262 (MPEG 2), to be applied when transmitting plural numbers of the viewpoints of 3D video by the separated streams, into a stream having compatible with the existing ITU-T recommendation H.262|ISO/IEC 13818-2 video stream, and assigning both the stream format types to the same "0x1B", as is shown in FIG. 3, it is possible for the receiving apparatus, but as far as it has a function of displaying (or outputting) the existing ITU-T recommendation H.262|ISO/IEC 13818-2 video stream, to display (or output) it as the 2D program, even if the receiving apparatus has no 3D displaying (or outputting) function.

[0148] Also, in the similar manner to the combination example 1, since the sub-viewpoint (for use of the right-side eye) is assigned with a type of stream format, which cannot be found, conventionally, then it is neglected in the existing receiving apparatus. With this, it is possible to prevent the sub-viewpoint (for use of the right-side eye) video stream from being displayed (or outputted), in a manner, which the broadcasting station side does not intend, on the existing receiving apparatus.

[0149] Since the receiving apparatus having the displaying (or outputting) function regarding the existing ITU-T recommendation H.262|ISO/IEC 13818-2 video stream is spread, widely, it is possible to prevent the audience rate from being lowered due to the limitation of the receiving apparatus, and therefore the most preferable broadcasting for the broadcasting station can be achieved.

[0150] Further, modifying the sub-viewpoint (for use of the right-side eye) into the AVC stream (the stream format type: "0x22"), which is regulated by the ITU-T recommendation H.264|ISO/IEC 14496-10 video, enables transmission of the sub-viewpoint (for use of the right-side eye) at a high compression rate.

[0151] Thus, according to the combination example 2, it is possible to achieve both the commercial merit for the broadcasting station and the technical merit due to the transmission of high efficiency.

[0152] With the combination example 3, as the main-viewpoint (for use of the left-side eye) video stream is transmitted the base-view stream (the main-viewpoint) (the stream format type: "0x02") of the H.262 (MPEG 2) to be applied when transmitting the plural numbers of viewpoints of 3D video by the separate streams, while as the sub-viewpoint (for use of the right-side eye) video stream is transmitted the bit stream (the stream format type: "0x21") of other viewpoint of the H.262 (MPEG 2) to be applied when transmitting the plural numbers of viewpoints of 3D video by the separate streams.

[0153] In this case, similar to the combination example 3, it is possible for the receiving apparatus, but as far as it has a function of displaying (or outputting) the existing ITU-T recommendation H.262|ISO/IEC 13818-2 video stream, to display (or output) it as the 2D program, even if the receiving apparatus has no 3D displaying (or outputting) function.

[0154] In addition to the commercial merit for the broadcasting station, i.e., preventing the audience rate from being lowered due to the restriction of functions of the receiving apparatus, it is also possible to simplify the hardware structure of a video decoding function within the receiving apparatus, by unifying the encoding methods of the main-viewpoint (for use of the left-side eye) video stream and the sub-viewpoint (for use of the right-side eye) video stream into the H.262 (MPEG 2).

[0155] However, as the combination example 4, it is also possible to transmit the base-view stream (the main-view) (the stream format type: "0x1B") of the multi-viewpoints video encoded (for example: H.264/MVC) stream, as the main-viewpoint (for the left-side eye) video stream, while transmitting the bit stream of other viewpoint (the stream format type: "0x21") of the H.262 (MPEG 2) method to be applied when transmitting the plural numbers of viewpoints of 3D video by the separate streams, as the sub-viewpoint (for use of the right-side eye).

[0156] However, in the combination shown in FIG. 47, the similar effect can be obtained if applying the AVC video stream (the stream format type: "0x1B"), which is regulated by the ITU-T recommendation H.264|ISO/IEC 14496-10 video, in the place of the base-view bit stream (the main-viewpoint) (the stream format type: "0x1B") of the multi-viewpoints video encoded (for example: H.264/MVC) stream.

[0157] Also, in the combination shown in FIG. 47, the similar effect can be obtained if applying the ITU-T recommendation H.262|ISO/IEC 13818-2 video stream (the stream format type: "0x1B"), in the place of the base-view bit stream (the main-viewpoint) of the H.262 (MPEG 2) method to be applied when transmitting the plural numbers of viewpoints of 3D video by the separate streams.
FIG. 4 shows an example of the structure of a component descriptor, as one of the program information. The component descriptor indicates a type of the component (an element building up the program. For example, video, audio, letters, various kinds of data, etc.), and is also used for presenting the elementary stream by a letter format. This descriptor is disposed in PMT and/or EIT.

Meanings of the component descriptor are as follows. Thus, "descriptor_tag" is a field of 8 bits, into which is described such a value that this descriptor can be identified as the component descriptor. "descriptor_length" is a field of 8 bits, into which is described a size of this descriptor. "stream_component" (content of the component) is a field of 4 bits, presenting the type of the stream (e.g., video, audio and data), and is encoded in accordance with FIG. 4. "component_type" is a field of 8 bits, defining the type of the component, such as, video, audio and data, for example, and is encoded in accordance with FIG. 4. "component_tag" is a field of 8 bits. A component stream of service can be referred by means of this field of 8 bits, i.e., the described contents (FIG. 5) thereof, which are indicated by the component descriptor.

In program session, the value of the component tag, to be given to each of the components, should be different from one from another. The component tag is a label for identifying the component stream, and has the same value to that of the component tag within a stream identification descriptor (but, only when the stream dedication descriptor exists within PMT). A field of 24 bits of "ISO 639_language_code" (a language code) identifies the language of the component (audio or data) and the language of description of letters, which are included in this descriptor.

The language code is presented by a code of 3 alphabetical letters regulated in ISO 639-2 (22). Each letter is encoded in accordance with ISO 8859-1 (24), and is inserted into a field of 24 bits in that order. For example, Japanese language is "jpn" by the code of alphabetical 3 letters, and is encoded as follows. "0110 1010 0111 0000 0110 1110" "text_char" (component description) is a field of 8 bits. A field of a series of component descriptions regulates the description of letters of the component stream.

FIGS. 5A to 5E show example of "stream_content" (content of the component) and "component_type" (type of the component), being the constituent elements of the component descriptor. FIG. 5A shows an example of FIG. 5A tells about various video formats of the video stream, being compressed in accordance with an MPEG 2 format.

"0x05" of the component content shown in FIG. 5I tells about various video formats of the video stream, being compressed in a H.264 AVC format. "0x06" of the component content shown in FIG. 5C tells about various video formats of the video stream, being compressed for multi-viewpoints video encoding (for example, a H.264 MVC format).

"0x07" of the component content shown in FIG. 5D tells about various video formats of the stream of a "Side-by-Side" format of 3D video, being compressed in the format of MPEG 2 or H.264 AVC. In this example, although the same value is shown for the component contents in the MPEG 2 format and the H.264 AVC format, but different values may be set for the MPEG 2 and the H.264 AVC, respectively.

Meanings of the component descriptor is as follows. Thus, "descriptor_tag" is a field of 8 bits, into which is described such a value that this descriptor can be identified as the component group descriptor. "descriptor_length" is a field of 8 bits, in which the size of this descriptor is described. "component_group_type" (type of the component group) is a field of 3 bits, and this presents the type of the group of components.

"001" presents a 3D TV service, and is distinguished from a multi-view TV service of "000". Herein, the multi-view TV service a TV service for enabling to display the 2D video of multi-viewpoints by exchanging it for each viewpoint, respectively. There is a probability that, for
example, it will be used, not only in the 3D video program in case where the transmission is made including the plural numbers of viewpoints into one (1) screen, in the multi-viewpoints video encoded video stream or the stream of an encoding method, which is not regulated as the multi-viewpoints video encoding method, originally, but also in the multi-view TV program. In this case, if the video of the multi-viewpoints in the stream, there may be also a possibility that identification cannot be made on if being the multi-view TV or not, only by the “stream_type” (type of the stream format) mentioned above. In such case, “component_group_type” (type of the component group) is effective. “total_bit_rate_flag” (flag of total bit rate) is a flag of 1 bit, and indicates a condition of description of the total bit rate within the component group among an event. When this bit is “0”, it indicates there is no total rate field within the component group in that descriptor. When this bit is “1”, it indicates that there is a total rate field within the component group in that descriptor. “num_of_group” (number of groups) is a field of 4 bits, and indicates a number of the component groups within the event.

“component_group_id” (identification of the component group) is a field of 4 bits, into which the identification of the component group is described, in accordance with FIG. 8. “num_of_CA_unit” (number of units of charging) is a field of 4 bits, and indicates a number of unit(s) of charging/non-charging within the component groups. “CA_unit_id” (identification of a unit of charging) is a field of 4 bits, into which the identification of a unit of charging is described, in accordance with FIG. 9.

“num_of_component” (number of components) is a field of 4 bits, and it belongs to that component group, and also indicates a number of components belonging to the unit of charging/non-charging, which is indicated by “CA_unit_id” just before. “component_tag” (component tag) is a field of 8 bits, and indicates a number of the component tag belonging to the component group.

“total_bit_rate” (total bit rate) is a field of 8 bits, into which a total bit rate of the components within the component group, while rounding the transmission rate of a transport stream packet by every 1/4 Mb/s. “text_length” (length of description of the component group) is a field of 8 bits, and indicates byte length of component group description following thereto. “text_char” (component group description) is a field of 8 bits. A series of the letter information fields describes an explanation in relation to the component group.

As was mentioned above, due to observation of the “component_group_type” by the receiving apparatus 4, there can be obtained an effect of enabling to identify a program, which is broadcasted at present or will be broadcasted in future, is the 3D program.

Next, explanation will be given on an example of applying a new descriptor, for showing the information in relation to the 3D program. FIG. 10A shows an example of the structure of a 3D program details descriptor, being one of the program information. The 3D program details descriptor shows detailed information in case where the program is the 3D program, and may be used for determining the 3D program within the receiving apparatus. This descriptor is disposed in the PMT and/or the EIT. The 3D program details descriptor may coexist together with the “stream_content” (content of the component) and the “component_type” (type of the component) for use of the 3D video program, which are shown in FIGS. 5C through 5E. However, if transmitting the 3D program details descriptor, there may be applied the structure of transmitting no “stream_content” (content of the component) nor “component_type” (type of the component). Meanings of the 3D program details descriptor are as follows. Next, “descriptor_tag” is a field of 8 bits, into which is described such an value (for example, “0x61”) that this descriptor can be identified to be the 3D program details descriptor. “descriptor_length” is a field of 8 bits, into which is described the size of this descriptor.

“3d_2d_type” (type of 3D/2D) is a field of 8 bits, and indicates a type of 3D video or 2D video within the 3D program, in accordance with FIG. 10B. This field is information for identifying of being the 3D video or the 2D video, in a 3D program being structured in such a manner that, for example, a main program is the 3D video, but a commercial advertisement, etc., to be inserted on the way thereof, is the 2D video, and is arranged for the purpose of protecting the receiving apparatus from an erroneous operation thereof (e.g., a problem of display or output), being generated due to the fact that the broadcasted program is the 2D video in spite of 3D processing executed by the receiving apparatus. “0x01” indicates the 3D video, while “0x02” the 2D video, respectively.

“3d_method_type” (type of the 3D method) is a field of 8 bits, and indicates the type of the 3D method, in accordance with FIG. 11. “0x01” indicates the “3D 2-viewpoints separated ES transmission method”, “0x02” indicates the “Side-by-Side method”, and “0x03” indicates the “Top-and-Bottom method”, respectively. “stream_type” (type of the stream format) is a field of 8 bits, and indicates the type of ES of the program, in accordance with FIG. 3.

However, it may be also possible to apply such structure that the 3D program details descriptor is transmitted only in case of the 3D video program, but not during the 2D video program. Thus, it is possible to identify if that program is the 2D video program or the 3D video program, only depending on presence/absence of the transmission of the 3D program details descriptor in relation to the program received.

“component_tag” (component tag) is a field of 8 bits. A component stream for the service can refer to the described content (in FIG. 5), which is indicated by the component descriptor, by means of this field of 8 bits. In program session, values of the component tags, being given to each stream, should be determined to be different from each other. The component tag is a label for identifying the component stream, and has the value same to that of the component tag(s) within a stream identification descriptor (however, only in a case where the stream identification descriptor exists within the PTM).

As was mentioned above, due to observation of the 3D program details descriptor by the receiving apparatus 4, there can be obtained an effect of enabling to identify that the program, which is received at present or will be received in future, is the 3D program, if this descriptor exists. In addition thereto, it is also possible to identify the type of the 3D transmission method, if the program is the 3D program, and if the 3D video and the 2D video exists, being mixed up with, to identify that fact.

Next, explanation will be given on an example of identifying the video of being the 3D video or the 2D video, by a unit of a service (e.g., a programmed channel). FIG. 12 shows an example of the structure of a service descriptor, being one of the program information. The service descriptor
presents a name of the programmed channel and a name of the provider, by the letters/marks, together with the type of the service formats thereof. This descriptor is disposed in the SDT.

[0183] Meanings of the service descriptor are as follows. Namely, “service_type” (type of the service format) is a field of 8 bits, and indicates a type of the service in accordance with FIG. 13. “0x01” presents the 3D video service. A field of “service_provider_name_length” (name of the provider) of 8 bits presents byte length of the provider’s name following thereto. “char” (letters/marks) is a field of 8 bits. A series of letter information fields presents the provider’s name or the service name. “service_name_length” (length of the service name) is a field of 8 bits, and presents byte length of the service name following thereto.

[0184] As was mentioned above, due to observation of the “service_type” by the receiving apparatus 4, there can be obtained an effect of enabling to identify the service (e.g., the programmed channel) to be a channel of the 3D program. In this manner, if possible to identify the service (e.g., the programmed channel) to be a channel of the 3D program, it is possible to display a notice that the service is a 3D video program broadcasting service, etc., for example, through an EPG display, etc. However, in spite of the service of mainly broadcasting the 3D video program, there may be a case that it must broadcast the 2D video, such as, in case where a source of an advertisement video is only the 2D video, etc. Therefore, for identifying the 3D video service by means of the “service_type” (type of the service format) of that descriptor, it is preferable to apply the identification of the 3D video program by combining the “stream_component” (content of the component) and the “component_type” (type of the component), the identification of the 3D video program by means of the “component_group_type” (type of the component group), or the identification of the 3D video program by means of the 3D program details descriptor, which are already explained previously, in common therewith. When identifying by combining plural numbers of information, it is possible to identify such information that, the program is the 3D video broadcasting service, but apart thereof is the 2D video, etc. In case where such identification can be made, for the receiving apparatus, it is possible to expressly indicate that the service is the “3D video broadcasting service”, for example, on the EPG, and also to exchange display controlling, etc., between the 3D video program and the 2D video program, when receiving the program and so on, even if the 2D video program is mixed into that service, other than the 3D video program.

[0185] FIG. 14 shows an example of the structure of a service list descriptor, being one of the program information. The service list descriptor provides service a list of services, upon basis of service identification and service format type. Thus, it describes therein a list of the programmed channels and the types of them. This descriptor is disposed in the NIT.

[0186] Meanings of the service list descriptor are as follows. Namely, “service_id” (identification of the service) is a field of 16 bits, and identifies an information service within that transport stream, uniquely. The service identification is equal or equivalent to the identification of broadcast program numbers within a corresponding program map section. “service_type” (type of the service format) is a field of 8 bits, and presents the type of the service, in accordance with FIG. 12.

[0187] With such “service_type” (type of the service format), since it is possible to identify if the service is the “3D video broadcasting service” or not, therefore, for example, it is possible to conduct the display for grouping only the “3D video broadcasting service” on the EPG display, etc., with using the list of the programmed channels and the types thereof, which are shown in that service list descriptor.

[0188] As was mentioned above, due to observation of the “service_type” by the receiving apparatus 4, there can be obtained an effect of enabling to identify a program, if the channel is that of the 3D program or not.

[0189] In the examples explained in the above, description was made only the representative members, but there can be considered the followings: i.e., to have a member(s) other than those, to combine plural numbers of the members into one, and to divide one (1) member into plural numbers of members, each having detailed information thereof.

[0190] <Example of Transmission Management Regulation of Program Information>

[0191] The component descriptor, the component group descriptor, the 3D program details descriptor, the service descriptor, and the service list descriptor of the program information, which are explained in the above, are the information, to be produced and added in the management information supply portion 16, for example, and stored in PSI (for example, the PMT, etc.) or in SI (for example, the EIT, SDT or NIT, etc.) of MPEG-TS, and thereby to be transmitted from the transmitting apparatus 1.

[0192] Hereinafter, explanation will be given on an example of management regulation for transmitting the program information within the transmitting apparatus 1.

[0193] FIG. 15 shows an example of the transmission management regulation of the component descriptors within the transmitting apparatus 1. In “descriptor_tag” is described “0x50”, which means the component descriptor. In “descriptor_length” is described the length of component descriptor. The maximum value of the descriptor length is not regulated. In “stream_component” is described “0x01” (video).

[0194] In “component_type” is described the video component type of component. With the component type, it is determined from among those shown in FIG. 5. In “component_tag” is described such a value of the component tag to be unique in said program. In “ISO_language_code” is described “jp” (“0x6A706E74”).

[0195] In “text_char” is described characters less than 16 bytes (or, 8 full-size characters) as a name of the video type when there are plural numbers of video components. No line feed code can be used. This field can be omitted when the component description is made by a letter (or character) string of default.

[0196] However, it must be transmitted by only one (1) thereof, necessarily, to all the video components, each having the “component_tag” values of “0x00” to “0x0F”, which are included in an event (e.g., the program).

[0197] With such transmission management within the transmitting apparatus 1, the receiving apparatus 4 can observe the “stream_component” and the “component_type”, and therefore there can be obtained an effect of enabling recognition that the program, which is received at present or will be received in future, is the 3D program.

[0198] FIG. 16 shows an example of the transmission management regulation of the component group within the transmitting apparatus 1.

[0199] In “descriptor_tag” is described “0xD9”, which means the component group descriptor. In “descriptor_
length” is described the descriptor length of the component group descriptor. No regulation is made on the maximum value of the descriptor length. “000” indicates a multi-view TV and “001” a 3D TV, respectively.

“total_bit_rate_flag” indicates “0” when all of the total bit rates within a group in an event are at the default value, which is regulated, or “1” when any one of the total bit rates within a group in an event is exceeds the regulated default value.

In “num_of_group” is described a number of the component group(s) in an event. In case of the multi-view TV(MVTV), it is assumed to be three (3) at the maximum, while two (2) at the maximum in case of the 3D TV(3DTV).

In “component_group_id” is described an identification of the component group. “0x00” is assigned when it is a main group, and in case of each sub-group, IDs are assigned in such a manner that broadcasting providers can be identified uniquely.

In “num_of_CA_unit” is described a number of unit(s) of charging/non-charging within the component group. It is assumed that the maximum value is two (2). It is “0x1” when no charging component is included within that component group, completely.

In “CA_uni_id” is described an identification of unit of charging. Assignment is made in such a manner that broadcasting providers can be identified, uniquely. “num_of_component” belongs to that component group, and also it describes a number of the components belonging to the charging/non-charging unit, which are included in “CA_uni_id” just before. It is assumed that the maximum value is fifteen (15).

In “component_tag” is described a component tag value, which belongs to the component group. In “total_bit_rate” is described a total bit rate within the component group. However, “0x00” is described therein, when it is the default value.

In “text_length” is described a byte length of description of a component group following thereto. It is assumed that the maximum value is 16 (or, 8 full-size characters). In “text_char” must be described an explanation, necessarily, in relation to the component group. No regulation is made on a default letter (or character) string.

However, when executing the multi-view TV service, transmission must be made after turning the “component_group_type” into “000”, necessarily.

With such transmission management within the transmitting apparatus 1, the receiving apparatus 4 can observe the “component_group_type”, and therefore there can be obtained an effect of enabling recognition that the program, which is received at present or will be received in future, is the 3D program.

FIG. 17 shows an example of the transmission management regulation of the 3D program details descriptor within the transmitting apparatus 1. In “descriptor_tag” is described “0xE1”, which means the 3D program details descriptor. In “descriptor_length” is described the descriptor length of the 3D program details descriptor. It is determined from among those shown in FIG. 10B. In “3d_method_type” is described the type of the 3D method. It is determined from among those shown in FIG. 11. In “stream_type” is described a format of ES of the program. It is determined from among those shown in FIG. 3. In “component_tag” is described such a value of component tag that it can be identified uniquely within that program.

With such transmission management within the transmitting apparatus 1, the receiving apparatus 4 can observe the 3D program details descriptor, and therefore, if this descriptor exists, there can be obtained an effect of enabling recognition that the program, which is received at present or will be received in future, is the 3D program.

FIG. 18 shows an example of the transmission management regulation of the service descriptor within the transmitting apparatus 1. In “descriptor_tag” is described “0x48”, which means the service descriptor. In “descriptor_length” is described the descriptor length of the service descriptor.

With the service format type, it is determined from among those shown in FIG. 13. In “service_provider_name_length” is described a name of the service provider, if the service is a BS/CS digital TV broadcasting. It is assumed that the maximum value is 20. Since no “service_provider_name_length” is managed in the terrestrial digital TV broadcasting, “0x00” is described therein.

In “char” is described the provider’s name when the service is the BS/CS digital TV broadcasting. It is 10 full-size characters at maximum. Nothing is described therein in case of the terrestrial digital TV broadcasting. In “service_name_length” is described name length of a programmed channel. It is assumed the maximum value is 20. In “char” is described a name of the programmed channel. It can be written within 20 bytes or within 10 full-size characters. However, only one (1) piece is disposed for a programmed channel targeted.

With such transmission management within the transmitting apparatus 1, the receiving apparatus 4 can observe the “service_type”, and therefore there can be obtained an effect of enabling recognition that the programmed channel is the channel of 3D program.

FIG. 19 shows an example of the transmission management regulation of the service list descriptor within the transmitting apparatus 1. In “descriptor_tag” is described “0x41”, which means the service list descriptor. In “descriptor_length” is described the descriptor length of the service list descriptor. In “loop” is described a loop of the number of services, which are included within the transport stream targeted.

In “service_id” is described the “service_id”, which is included in that transport stream. In “service_type” is described the service type of an object service. It is determined from among those shown in FIG. 13. However, it must be disposed for a TS loop within NIT, necessarily.

With such transmission management within the transmitting apparatus 1, the receiving apparatus 4 can observe the “service_type”, and therefore there can be obtained an effect of enabling recognition that the programmed channel is the channel of 3D program.

As was mentioned above, although the explanation was made on the example of transmitting the program information within the transmitting apparatus 1; however, if transmitting the video produced by the transmitting apparatus 1 with inserting a notice, such as, “3D program will start from now”, “please wear glasses for use of 3D view/listen when viewing/listening 3D display”, “recommend to enjoy of viewing/listening 2D display if eyes are tired or physical condition is not good”, or “long time viewing/listening of 3D program may bring about tiredness of eyes or bad physical condition”, etc., with using a telop (or, an on-screen title), for example, there can be obtained an effect for making
an attention or a warning about viewing/listening the 3D program to the user who is viewing/listening the 3D program, on the receiving apparatus 4.

[0219] <Hardware Structure of Apparatus>

[0220] FIG. 25 is a hardware structure view for showing an example of the structure of the receiving apparatus 4, among the system shown in FIG. 1. A reference numeral 22 depicts a CPU (Central Processing Unit) for controlling the receiver as a whole, 22 a common bus for transmitting control and information between the CPU 2 and each portion within the apparatus, 23 a tuner for receiving a radio signal broadcasted from the transmitting apparatus 1 through a broadcast transmission network, such as, a radio wave (satellite, terrestrial), a cable, etc., for example, to execute selection at a specific frequency, demodulation, an error correction process, etc., and thereby outputting a multiplexed packet, such as, MPEG2-Transport Stream (hereinafter, also may be called “TS”), 24 a descrambler for decoding a scramble made by a scrambler portion 13, 25 a network I/F (Interface) for transmitting/receiving information between the network, and thereby transmitting/receiving various kinds of information and MPEG2-TS between the Internet and the receiving apparatus, 26 a recording medium, such as, a HDD (Hard Disk Drive) or a flash memory, which is built within the receiving apparatus, or a removable HDD, disc-type recording medium, or flash memory, etc., 27 a recording/reproducing portion for controlling the recording medium 26, and thereby controlling the recording of a signal onto the recording medium 26 and/or the reproduction of a signal from the recording medium 26, and 29 a multiplex/demultiplex portion for separating the signals multiplexed into a form, such as, MPEG2-TS, etc., into a video ES (Elementary Stream), an audio ES, program information, etc. Herein, ES means each of the video/audio data being compressed/encoded, respectively. A reference numeral 30 depicts a video decoder portion for decoding the video ES into the video signal, 31 an audio decoder portion for decoding the audio ES into the audio signal, and thereby outputting it to a speaker 48 or outputting it from an audio output 42, 32 a video conversion processor portion, executing a process for converting the video signal decoded in the video decoder portion 30, or the video signal of 3D or 2D through a converting process, which will be mentioned later, into a predetermined format, in accordance with an instruction of the CPU mentioned above, and/or a process for multiplexing a display, such as, on OSD (On Screen Display), etc., which is produced by the CPU 21, onto the video signal, etc., and thereby outputting the video signal after processing to a display 47 or video signal output portion 41 while outputting a synchronization signal and/or a control signal (to be used in control of equipment) corresponding to the video signal after processing from the video signal output portion 41 and a control signal output portion 43, 33 a control signal transmitter portion for receiving an operation input from a user operation input portion 45 (for example, a key code from a remote controller generating IR (Infrared Radiation)), and also for transmitting an equipment control signal (for example, IR) to an external equipment, which is produced by the CPU 21 or the video conversion processor portion, from an equipment control signal transmit portion 44, 34 a timer having a counter in an inside thereof, and also holding a present time therein, 46 a high-speed digital I/F, for outputting TS to an outside after executing a process necessary for encoding, etc., upon the TS, which is restructured in the multiplex/demultiplex portion mentioned above, or for inputting TS into the multiplex/demultiplex portion 29 after decoding the TS received from the outside, 47 a display for displaying the 3D video and the 2D video, which are decoded by the video decoder portion 30 and converted by the video conversion processor portion 32, and 48 a speaker for outputting sounds upon basis of the audio signal decoded by the audio decoder portion, respectively, wherein the receiving apparatus 4 is built up, mainly, with those devices. When displaying 3D on the display, if necessary, the synchronization signal and/or the control signal are outputted from the control signal output portion 43 and/or the equipment control signal transmit terminal 44.

[0221] The system structure or configuration, including therein the receiving apparatus and a viewing/listening device and also a 3D view/listen assisting device (for example, 3D glasses), will be shown by referring to FIGS. 35 and 36. FIG. 35 shows an example of the system configuration when the receiving apparatus and the viewing/listening device are unified into one body, while FIG. 36 shows an example of the structure when the receiving apparatus and the viewing/listening device are separated in the structures.

[0222] In FIG. 35, a reference numeral 3501 depicts a display device, including the structure of the receiving apparatus 4 mentioned above therein and being able to display the 3D video and to output the audio, 3503 a 3D view/listen assisting device control signal (for example, IR), being outputted from the display device 3501 mentioned above, and 3502 the 3D view/listen assisting device, respectively. In the example shown in FIG. 35, the video signal is outputted from a video display, being equipped on the display apparatus 3501 mentioned above, while the audio signal is outputted from a speaker, being equipped on the display device 3501 mentioned above. Also, in the similar manner, the display device 3501 is equipped with an output terminal for outputting the equipment control signal 44 or the 3D view/listen assisting device control signal, which is outputted from the output portion for the control signal 43.

[0223] However, in the explanation given in the above, the explanation was made upon an assumption of the example, wherein the display is made by the display device 3501, and the 3D view/listen assisting device 3502, as well, make the display through an active shutter method, which will be mentioned later which are shown in FIG. 35, but in case where the display device 3501 and the 3D view/listen assisting device 3502 shown in FIG. 35 make the 3D display through a polarization separation, which will be mentioned later, the 3D view/listen assisting device 3502 may be such a one of being able to achieve the polarization separation, so as to enter different pictures into the left-side eye and the right-side eye, but it is not necessary to output the equipment control signal 44 from the display device 3501 or the 3D view/listen assisting device control signal 3503, which is outputted from the output portion to the 3D view/listen assisting device 3502.

[0224] Also, in FIG. 36, a reference numeral 3601 depicts a video/audio output device including the structure of the receiving apparatus 4 mentioned above, 3602 a transmission path (for example, a HDMI cable) for transmitting a video/audio control signal, and 3603 a display for displaying/outputting the video signal and/or the audio signal, which are inputted from the outside.

[0225] In this case, the video signal and the audio signal, which are outputted from the video output 41 and the audio output 42 of the video/audio output device 3601 (e.g., the receiving apparatus 4), and also the control signal, which is outputted from the control signal output portion 43, are con-
verted into transmission signals, each being of a form in conformity with a format, which is regulated for the transmission path 3602 (for example, the format regulated by the HDMI standard), and they are inputted into the display 3603 passing through the transmission path 3602. The display 3603 decodes the above-mentioned transmission signals received thereon into the video signal, the audio signal and the control signal, and outputs the video and the audio therefrom, as well as, outputting the 3D view/listen assisting device control signal 3502 to the 3D view/listen assisting device 3502.

[0226] However, in the explanation given in the above, the explanation was made upon an assumption that the display device 3603 and the 3D view/listen assisting device 3502 shown in FIG. 36 do displaying through the active shutter method, which will be mentioned later, but in case where the display device 3603 and the 3D view/listen assisting device 3502 shown in FIG. 36 apply the method for displaying the 3D video through the polarization separation, the 3D view/listen assisting device 3502 may be such a one of being able to achieve the polarization separation, so as to enter different pictures into the left-side eye and the right-side eye, but it is not necessary to output the 3D view/listen assisting device control signal 3503 from the display device 3603 to the 3D view/listen assisting device 3502.

[0227] However, a part of each of the constituent element shown by 21 to 46 in FIG. 25 may be constructed with one (1) or plural numbers of LSIs(s). Or, such a structure may be adopted that the function of a part of each of the constituent element shown by 21 to 46 in FIG. 25 can be achieved in the form of software.

[0228] <Function Block Diagram of Apparatus>

[0229] FIG. 26 shows an example of the function block structure of processing in an inside of the CPU 21. Herein, each function block exists for example, in the form of a module of software to be executed by the CPU 21, wherein delivery of information and/or data and an instruction of control are conducted by any means, between the respective modules (for example, a message passing, a function call, an event transmission, etc.).

[0230] Also, each module also executes transmission/receiving hardware of information between each of hardwires within the receiving apparatus 4 through the common buss 22. Also, relation lines (e.g., arrows) are drawn in the figure, mainly, for the portions relating to the explanation of this time; however, there is processing necessitating communication means and/or communication even between other modules. For example, a tuning control portion 59 obtains the program information necessary for tuning from a program information analyzer portion 54, appropriately.

[0231] Next, explanation will be given on the function of each function block. A system control portion 51 manages a condition of each module and/or a condition of instruction made by the user, etc., and also gives a control instruction to each module. A user instruction receiver portion 52 receives and interprets an input signal of a user operation, which the control signal transmitter portion 33 receives, and transmits an instruction of the user to the system control portion 51. An equipment control signal transmitter portion 53 instructs the control signal transmitter portion 33 to transmit an equipment control signal, in accordance with an instruction from the system control portion 51 or another module(s).

[0232] The program information analyzer portion 54 obtains the program information from the multiplex/demultiplex portion 29, to analyze it, and provides necessary information to each module. A time management portion 55 obtains time correction information (TOT: Time offset table), which is included in TS, from the program information analyzer portion 54, thereby managing the present time, and it also gives a notice of an alarm (noticing an arrival of the time designated) and/or a one-shot timer (noticing an elapsed of a preset time), in accordance with request(s) of each module, with using the counter that the time 34 has.

[0233] A network control portion 56 controls the network IF 25, and thereby obtains various kinds of information from a specific URL (Unique Resource Locator) and/or IP (Internet Protocol) address. A decode control portion 57 controls the video decoder portion 30 and the audio decoder portion 31, and conducts start or stop of decoding, obtaining the information included in the stream, etc.

[0234] A recording/reproducing control portion 58 controls the record/reproduce portion 27, so as to read out a signal from a recording medium 26, from a specific position of a specific content, and in an arbitrary readout format (normal reproduce, fast-forward, rewind, a pause). It also executes a control for recording the signal inputted into the record/reproduce portion 27 onto the recording medium 26.

[0235] A tuning control portion 59 controls the tuner 23, the descrambler 24, the multiplex/demultiplex portion 29 and the decode control portion 57, and thereby conducts receiving of broadcast and recording of the broadcast signal. Or, it conducts reproducing from the recording medium, and also controlling until when the video signal and the audio signal are outputted. Details of the operation of broadcast receiving and the recording operation of the broadcast signal and the reproducing operation from the recording medium will be given later.

[0236] An OSD produce portion 60 produces OSD data, including a specific message therein, and instructs a video conversion control portion 61 to pile up or superimpose that OSD data produced on the video data, thereby to be outputted. Herein, the a video conversion control portion 61 produces the OSD data for use of the left-side eye and for use of the right-side eye, having parallax therebetween, and requests the video conversion control portion 61 to do the 3D display upon basis of the OSD data for use of the left-side eye and for use of the right-side eye, and thereby executing display of the message in 3D.

[0237] The video conversion control portion 61 controls the video conversion processor portion 33, and superimposes the video, which is converted into 3D or 2D in accordance with the instruction from the system control portion 51 mentioned above, and the OSD inputted from the OSD produce portion 61, onto the video signal, which is inputted into the video conversion processor portion 32 from the video decoder portion 30, and further processes the video (for example, scaling or Pan, 3D display, etc.) depending on the necessity thereof; thereby displaying it on the display 47 or outputting it to an outside. Details of the converting method of the 2D video into a predetermined format will be mentioned later. Each function block provides such function as those.

[0238] <Broadcast Receiving>

[0239] Herein, explanation will be given on a control process and a flow of signals when receiving the broadcast. First of all, the system control portion 51, receiving an instruction of the user indicating to receive broadcast at a specific channel (CH) (for example, pushdown of a CH button on the remote controller) from the user instruction receiver portion
instructs tuning at the CH, which the user instructs (hereinafter, “designated CH”), to the tuning control portion 59.

[0240] The tuning control portion 59 receiving the instruction mentioned above instructs a control for receiving the designated CH (e.g., a tuning at designated frequency band, a process for demodulating the broadcast signal, an error correction process) to the tuner, so that it output TS to the descrambler 24.

[0241] Next, the tuning control portion 59 instructs the descrambler 24 to descramble the TS mentioned above and to output it to the multiplex/demultiplex 29, while it instructs the multiplex/demultiplex 29 to demultiplex the TS inputted and to output the video ES demultiplexed to the video decoder portion 30, and also to output the audio ES to the audio decoder portion 31.

[0242] Also, the tuning control portion 59 instructs the decode control portion 57 to decode the video ES and the audio ES, which are inputted into the video decoder portion 30 and the audio decoder portion 31. The decode control portion 57 controls the video decoder portion 30 to output the video signal decoded into the video conversion processor portion 32, and controls the audio decoder portion 31 to output the audio signal decoded to the speaker 48 or the audio output 42. In this manner is executed the control of outputting the video and the audio of the CH, which the user designates.

[0243] Also, for displaying a CH banner (e.g., an OSD for displaying a CH number, a program name and/or program information, etc.), the system control portion 51 instructs the OSD produce portion 60 to produce and output the CH banner. The OSD produce portion 60 receiving the instruction mentioned above transmits the data of the banner produced to the video conversion control portion 61, and the video conversion control portion 61 receiving the data mentioned above superimposes the CH banner on the video signal, and thereby to output it. In this manner is executed the display of the message when tuning, etc.

[0244] <Recording of Broadcast Signal>

[0245] Next, explanation will be given on a recording control of the broadcast signal and a flow of signals. When recording a specific CH, the system control portion 51 instructs the tuning control portion 59 to tune up to the specific CH and to output a signal to the record/reproduce portion 27.

[0246] The tuning control portion 59 receiving the instruction mentioned above, similar to the broadcast receiving process mentioned above, instructs the tuner 23 to receive the designated CH, instructs the descrambler 24 to descramble the MPEG2-TS received from the tuner 23, and further instructs the multiplex/demultiplex portion 29 to output the input from the descrambler 24 to the record/reproduce portion 27.

[0247] Also, the system control portion 51 instructs the recording/reproducing control portion 58 to record the input TS into the record/reproduce portion 27. The record/reproduce control portion 58 receiving the instruction mentioned above executes a necessary process, such as, an encoding, etc., on the signal (TS) inputted into the record/reproduce portion 27, and after executing production of additional information necessary when recording/reproducing (e.g., the program information of a recording CH, content information, such as, a bit rate, etc.) and recording into management data (e.g., an ID of recording content, a recording position on the recording medium 26, a recording format, encryption information, etc.), it executes a process for writing the management data onto the recording medium 26. In this manner is executed the recording of broadcast signal.

[0248] <Reproducing from Recording Medium>

[0249] Explanation will be given on a process for reproducing from the recording medium. When doing reproduction of a specific program, the system control portion 51 instructs the recording/reproducing control portion 58 to reproduce the specific program. As an instruction in this instance are given an ID of the content and a reproduction starting position (for example, at the top of program, at the position of 10 minutes from the top, continuation from the previous time, at the position of 100 Mbytes from the top, etc.) The recording/reproducing control portion 58 receiving the instruction mentioned above controls the record/reproduce portion 27, and thereby executes processing so as to read out the signal (TS) from the recording medium 26 with using the additional information and/or the management information, and after treating a necessary process thereon, such as, decryption of encryption, etc., to output the TS to the multiplex/demultiplex portion 29.

[0250] Also, the system control portion 51 instructs the tuning control portion 59 to output the video/audio of the reproduced signal. The tuning control portion 59 receiving the instruction mentioned above controls the input from the record/reproduce portion 27 to be outputted into the multiplex/demultiplex portion 29, and instructs the multiplex/demultiplex portion 29 to demultiplex the TS inputted, and to output the video ES demultiplexed to the video decoder portion 30, and also to output the audio ES demultiplexed to the audio decoder portion 31.

[0251] Also, the tuning control portion 59 instructs the decode control portion 57 to decode the video ES and the audio ES, which are inputted into the video decoder portion 30 and the audio decoder portion 31. The decode control portion 57 receiving the decode instruction mentioned above controls the video decoder portion 30 to output the video signal decoded into the video conversion processor portion 32, and controls the audio decoder portion 31 to output the audio signal decoded to the speaker 48 or the audio output 42. In this manner is executed the process for reproducing the signal from the recording medium.

[0252] <Display Method of 3D Video>

[0253] As a method for displaying the 3D video, into which the present invention can be applied, there are several ones; i.e., producing videos, for use of the left-side eye and for use of the right-side eye, so that the left-side eye and the right-side eye can feel the parallax, and thereby inducing a person to perceive as if there exists a 3D object.

[0254] As one method thereof is known an active shutter method of generating the parallax on the pictures appearing on the left and right eyes, by conducting the light shielding on the left-side and the right-side glasses with using a liquid crystal shutters, on the glasses, which the user wears, and also displaying the videos for use of the left-side eye and for use of the right-side eye in synchronism with that.

[0255] In this case, the receiving apparatus 4 outputs the sync signal and the control signal, from the control signal output portion 43 and the equipment control signal 44 to the glasses of the active shutter method, which the user wears. Also, the video signal is outputted from the video signal output portion 41 to the external 3D video display device, so as to display the video for use of the left-side eye and the video for use of the right-side eye, alternately. Or, the similar 3D display is conducted on the display 47, which the receiving
apparatus 4 has. With doing in this manner, for the user wearing the glasses of the active shutter method, it is possible to view/listen the 3D video on that 3D video display device or the display 47 that the receiving apparatus 4 has.

[0256] Also, as other method thereof is already known a polarization light method of generating the parallax between the left-side eye and the right-side eye, by separating the videos entering into the left-side eye and the right-side eye, respectively, depending on the polarizing condition, with sticking films crossing at a right angle in liner polarization thereof or treating liner polarization coat, or sticking films having opposite rotation directions in rotating direction of a polarization axis in circular polarization or treating circular polarization coat on the left-side and right-side glasses, on a pair of glasses that the user wears, while outputting the video for use of the left-side eye and the video for use of the right-side eye, simultaneously, of polarized lights differing from each other, corresponding to the polarizations of the left-side and the right-side glasses, respectively.

[0257] In this case, the receiving apparatus 4 outputs the video signal from the video signal output portion 41 to the external 3D video display device, and that 3D video display device displays the video for use of the left-side eye and the video for use of the right-side eye under the different polarizing conditions. Or, the similar display is conducted by the display 47, which the receiving apparatus 4 has. With doing in this manner, for the user wearing the glasses of the polarization method, it is possible to view/listen the 3D video on that 3D video display device or the display 47 that the receiving apparatus 4 has. However, with the polarization method, since it is possible to view/listen the 3D video, without transmitting the sync signal and the control signal from the receiving apparatus 4, there is no necessity of outputting the sync signal and the control signal from the control signal output portion 43 and the equipment control signal 44.

[0258] Also, other that this, a color separation method may be applied of separating the videos for the left-side and the right-side eyes depending on the color. Or may be applied a parallax barrier method of producing the 3D video with utilizing the parallax barrier, which can be viewed by naked eyes.

[0259] However, the 3D display method according to the present invention should not be restricted to a specific method.

[0260] Example of Detailed Determining Method of 3D Program Using Program Information>

[0261] As an example of a method for determining the 3D program, if obtaining the information for determining whether being a 3D program newly included or not, from the various kinds of tables and/or the descriptors included in the program information of the broadcast signal and the reproduce signal, which are already explained, it is possible to determine on whether being the 3D program or not.

[0262] Determination is made on whether being the 3D or not, by confirming the information for determining on whether being the 3D program or not, which is newly included in the component descriptor and/or the component group descriptor, described in the table, such as, PTM and/or EIT [schedule basic/schedule extended/present/following], or confirming the 3D program details descriptor, being a new descriptor for use of determining the 3D program, or by confirming the information for determining on whether being the 3D program or not, which is newly included in the service descriptor and/or the service list descriptor, etc., described in the table, such as, NIT and/or SDT, and so on. Those information are supplied or added to the broadcast signal in the transmitting apparatus mentioned previously, and are transmitted therefrom. In the transmitting apparatus, those information are added to the broadcast signal by the management information supply portion 16.

[0263] As proper uses of the respective tables, for example, regarding the PTM, since it describes therein only the information of present programs, the information of future programs cannot be confirmed, but it has a characteristic that the reliability thereof is high. On the other hand, regarding the EIT [schedule basic/schedule extended], although possible to obtain the information of, not only the present programs, but also the information of future programs therefrom; however, it takes along time until completion of receipt thereof, and needs a large memory area or region for holding it, and has a demerit that the reliability thereof is low because of phenomenon in future. Regarding the EIT [present], since possible to obtain the information of programs of next coming broadcast hour(s), it is preferable to be applied into the present embodiment. Also, regarding the EIT [present], it can be used to obtain the present program information, and the information differing from the PTM can be obtained therefrom.

[0264] Next, explanation will be given on detailed example of the process within the receiving apparatus 4, relating to the program information explained in FIGS. 4, 6, 10, 12 and 14, which is transmitted from the transmitting apparatus 1.

[0265] FIG. 20 shows an example of the process for each field of the component descriptor within the receiving apparatus 4.

[0266] When “descriptor_tag” is “0x50”, it is determined that the said descriptor is the component descriptor. By “descriptor_length”, it is determined to be the descriptor length of the component descriptor. If “stream_content” is “0x01”, “0x05”, “0x06” or “0x07”, then it is determined that the said descriptor is valid (e.g., the video). When other than “0x01”, “0x05”, “0x06” and “0x07”, it is determined that the said descriptor is invalid. When “stream_content” is “0x01”, “0x05”, “0x06” or “0x07”, the following processes will be executed.

[0267] “component_type” is determined to be the component type of that component. With this component type, it is assigned with any value shown in FIG. 5. Depending on this content, it is possible to determine on whether that component is the component of the 3D video program or not.

[0268] “component_tag” is a component tag value to be unique within that program, and can be used by corresponding it to the component tag value of the stream descriptor of PTM.

[0269] “ISO_639_language_code” identifies the language of that component and the language of the description of letters included in this component. For example, if the value is “jpn (“0x6A706E”)”, then the letter codes disposed following thereto are treated as “jpn” (Japanese language).

[0270] With “text_char”, if being within 16 bytes (or, 8 full-size characters), it is determined to be the component description. If this field is omitted, it is determined to be the component description of the default. The default character string is “video”.

[0271] As was explained in the above, with an aid of the component descriptor, it is possible to determined the type of the video component, which builds up the event (e.g., the program), and the component description can be used when selecting the video component in the receiver.
[0272] However, only a video component, determined the “component_tag” value thereof at the value from “0x00” to “0x0F”, is a target of the selection, alone. The video component determined the “component_tag” value thereof at other value is not the target of the selection, alone, nor a target of the function of component selection, etc.

[0273] Also, due to mode change during the event (e.g., the program), there is a possibility that the component description does not agree with an actual component. (“component_type” of the component descriptor describes only the representative component types of that component, but it is hardly done to change this value in real time responding to the mode change during the program.)

[0274] Also, “component_type” described by the component descriptor is referred to when determining a default “maximum_bit_rate” in case where a digital copy control descriptor, being the information for controlling a copy generation and the description of the maximum transmission rate within digital recording equipment, is omitted therefrom, for that event (e.g., the program).

[0275] In this manner, with doing the process upon each field of the present descriptor, in the receiving apparatus 4, the receiving apparatus 4 can observe the “stream_type” and the “component_type”, and therefore there can be obtained an effect of enabling to recognize that the program, which is received at present, or which will be received in future, be the 3D program.

[0276] FIG. 21 shows an example of a process upon each field of the component group descriptor, in the receiving apparatus 4.

[0277] If “descriptor_tag” is “0x1D9”, it is determined that the said descriptor is the component group descriptor. By the “descriptor_length”, it is determined to have the descriptor length of the component group descriptor.

[0278] If “component_group_type” is “000”, it is determined to be the multi-view TV service, on the other hand if “001”, it is determined to be the 3D TV service.

[0279] If “total_bit_rate_flag” is “0”, it is determined that the total bit rate within the group of an event (e.g., the program) is not described in that descriptor. On the other hand, if “1”, it is determined the total bit rate within the group of an event (e.g., the program) is described in that descriptor.

[0280] “num_of_group” is determined to be a number of the component group(s) within an event (e.g., the program). While there is the maximum number, and if the number exceeds that maximum number, then there is a possibility of treating it as the maximum value. If “component_group_id” is “0x00”, it is determined to be a main group. If it is other than “0x00”, it is determined to be a sub-group.

[0281] “num_of_CA_unit” is determined to be a number of charging/non-charging units within the component group. If exceeding the maximum value, there is a possibility of treating it to be “2”.

[0282] If “CAuni_id” is “0x00”, it is determined to be the non-charging unit group. If “0x1”, it is determined to be the charging unit including a default ES group therein. If other than “0x00” and “0x1”, it is determined to be a charging unit identification of other(s) than those mentioned above.

[0283] “num_of_component” belongs to that component group, and is determined to be a number of the component(s) belonging to the charging/non-charging unit, which indicated by the “CAuni_id” just before. If exceeding the maximum value, there is a possibility of treating it to be “15”.

[0284] “component_tag” is determined to be a component tag value belonging to the component group, and this can be used by corresponding it to the component tag value of the stream descriptor of PMT.

[0285] “total_tag_rate” is determined to be the total bit rate within the component group. However, when it is “0x00”, it is determined to be default.

[0286] If “text_length” is equal to or less than 16 (or, 8 full-size characters), it is determined to be the component group description length, and if being larger than 16 (or, 8 full-size characters), the explanation exceeding 16 (or, 8 full-size characters) may be neglected.

[0287] “text_char” indicates an explanation in relation to the component group. However, with determining that the multi-view TV service be provided in that event (e.g., the program), depending on an arrangement of the component group descriptor(s) of “component_group_type” “000”, this can be used in a process for each component group.

[0288] Also, with determining that the 3D TV service be provided in that event (e.g., the program) depending on an arrangement of the component group descriptor(s) of “component_group_type” “001”, this can be used in a process for each component group.

[0289] Further, the default ES group for each group is described, necessarily, within the component loop, which is arranged at a top of “CAuni_unit” loop.

[0290] In the main group (“component_group_id=0x0”), the following are determined:

[0291] If the default ES group of the group is a target of the non-charging, “free_CA_mode” is set to “0” (“free_CA_mode=0”), and no setting up of the component group of “CAuni_id=0x1” is allowed.

[0292] If the default ES group of the group is a target of the charging, “free_CA_mode” is set to “1” (“free_CA_mode=1”), and the component group of “CAuni_id=0x1” must be set up to be described.

[0293] Also, in the sub-group (“component_group_id=0x0”), the following are determined:

[0294] For the sub-group, only the charging unit, which is same to that of the main group, or non-charging unit can be set up.

[0295] If the default ES group of the group is a target of the non-charging, a component group of “CAuni_id=0x0” is set up, to be described.

[0296] If the default ES group of the group is a target of the charging, a component group of “CAuni_id=0x1” is set up, to be described.

[0297] In this manner, with doing the process upon each field of the present descriptor, in the receiving apparatus 4, the receiving apparatus 4 can observe the “component_group_type”, and therefore there can be obtained an effect of enabling to recognize that the program, which is received at present, or which will be received in future, be the 3D program.

[0298] FIG. 22 shows an example of a process for each field of the 3D program details descriptor, within the receiving apparatus 4.

[0299] If “descriptor_tag” is “0xE1”, it is determined that the said descriptor is the 3D program details descriptor. By the “descriptor_tag”, it is determined to have the descriptor length of the 3D program details descriptor. “3d_2d_type” is determined to be 3D/2D identification in that 3D program. This is designated from among of those shown in FIG. 10B. “3d_method_type” is determined to be the identification of
3D method in that 3D program. This is designated from among of those shown in FIG. 11.

[0300] “stream_type” is determined to be a format of the ES of that 3D program. This is designated from among of those shown in FIG. 3. “component_tag” is determined to be the component tag value, to be unique within that 3D program. This can be used by responding it to the component tag value of the stream identifier of PMT.

[0301] Further, it is also possible to adopt such structure that determination can be made on whether that program is the 3D video program or not, depending on existence/absence of the 3D program details descriptor itself. Thus, in this case, if there is no 3D program details descriptor, it is determined to be the 2D video program, on the other hand if there is the 3D program details descriptor, it is determined to be the 3D video program.

[0302] In this manner, through observation of the 3D program details descriptor by the receiving apparatus 4 by executing the process on each field of the present descriptor, there can be obtained an effect of enabling to recognize that the program, which is received at present, or which will be received in future is the 3D program, if there exists this descriptor.

[0303] FIG. 23 shows an example of a process upon each field of the service descriptor, within the receiving apparatus 4. If “descriptor_tag” is “0x48”, it is determined that the said descriptor is the service descriptor. By “descriptor_length” it is determined to be the description length of the service descriptor. If “service_type” is other than those shown in FIG. 13, said descriptor is determined invalid.

[0304] “service_provider_name_length” is determined to be a name length of the provider, when receiving the BS/CS digital TV broadcast, if it is equal to or less than 20, and if it is greater than 20, the provider name is determined to be invalid. On the other hand, when receiving the terrestrial digital TV broadcast, those other than “0x00” are determined to be invalid.

[0305] “char” is determined to be a provider name, when receiving the BS/CS digital TV broadcast. On the other hand, when receiving the terrestrial digital TV broadcast, the content described therein is neglected. If “service_name_length” is equal to or less than 20, it is determined to be the name length of the programmed channel, and if greater than 20, the program name is determined invalid.

[0306] “char” is determined to be a programmed channel name. However, if impossible to receive SDT, in which the descriptors are arranged or disposed in accordance with the transmission management regulation explained in FIG. 18 mentioned above, basic information of a target service is determined to be invalid.

[0307] With conducting the process upon each field of the present descriptor, in this manner, within the receiving apparatus 4, the receiving apparatus 4 can observe the “service_type”, and there can be obtained an effect of enabling to recognize that the programmed channel is the channel of the 3D program.

[0308] FIG. 24 shows an example of a process upon each field of the service list descriptor, within the receiving apparatus 4. If “descriptor_tag” is “0x41”, it is determined that said descriptor is the service list descriptor. By “descriptor_length”, it is determined to be the description length of the service list descriptor.

[0309] In “loop” is described a loop of the number of services, which are included in the target transport stream. “service_id” is determined as “service_id” to that transport stream. “service_type” indicates a type of service of the target service. Other(s) than those defined in FIG. 13 is/are determined to be invalid.

[0310] As was explained in the above, the service list descriptor can be determined to be the information of the transport stream included within the target network.

[0311] With conducting the process upon each field of the present descriptor, in this manner, within the receiving apparatus 4, the receiving apparatus 4 can observe the “service_type”, and there can be obtained an effect of enabling to recognize that the programmed channel is the channel of the 3D program.

[0312] Next, explanation will be given about the details of the descriptor within each table. First of all, depending on the type of data within the “service_type”, which is described in a 2nd loop (a loop for each ES of PMT), it is possible to determine the format of ES, as was explained in FIG. 3 mentioned above; however, if there is the description indicating that the stream being broadcasted at present is the 3D video, then that program is determined to be the 3D program (for example, if there is “0x12” indicating the sub-bit stream (e.g., other viewpoint) of the multi-viewpoints video encoded (for example, H.264/MVC) stream in the “stream_type”, that program is determined to be the 3D program).

[0313] Also, other than the “service_type”, it is also possible to assign a 2D/3D identification bit, newly, for identifying the 2D program or the 3D program, in relation to an area or region that is made “reserved” at present within the PMT, and thereby to determine in that area or region.

[0314] With the ETI, it is also possible to assign the 2D/3D identification bit, newly, and to determine.

[0315] When determining the 3D program by the component descriptor, which is disposed or arranged in the PMT and/or the ETI, as was explained in FIGS. 4 and 5 in the above, the type for indicating the 3D video is assigned to the “component_type” of the component descriptor (for example, in FIGS. 5C to 5E), and if there is any one, “component_type” of which indicates the 3D, then it is possible to determine that program to be the 3D program. (For example, with assigning that shown in FIGS. 5C to 5E, etc., it is confirmed that said value exists in the program information of the target program.)

[0316] As a method for determining by means of the component group descriptor, which is arranged in the ETI, as was explained in FIGS. 6 and 7 mentioned above, the description for indicating the 3D service is assigned to the value of the “service_group_type”, and if the value of the “component_group_type” indicates the 3D service, then it is possible to determine it is the 3D program. (For example, with assigning “001” of the bit field to the 3D TV service, etc., it is confirmed that said value exists in the program information of the target program.)

[0317] As a method for determining by means of the 3D program details descriptor, which is arranged in the PMT and/or the ETI, as was explained in FIGS. 10 and 11 mentioned above, when determining whether the target program is the 3D program or not, it is possible to determine depending on the content of the “2d_3d_type” (the 3D/2D) type within the 3D program details descriptor. Also, if the 3D program details descriptor about the receiving program, it is determined to be the 2D program. Also, there can be considered a method for determining the next coming program be the 3D program if it is such 3D method, that the receiving apparatus
can deal with the 3D method type (i.e., the “3d_method_type” mentioned above) thereof, which is included in the descriptor mentioned above. In that case, although a process for analyzing the descriptor becomes complicated, it is possible to stop the operation of conducting the message display process and/or the recording process upon the 3D program, with which the receiving apparatus cannot deal with.

[0318] In the information of “service_type”, which is included in the service descriptor disposed in the SDT and/or the service list descriptor disposed in the NIT, with assigning the 3D video service to “0x01”, as was explained in FIGS. 12, 13 and 14 mentioned above, it is possible to determine to be the 3D program, when that descriptor obtain a certain program information. In this case, determination is made, not by a unit of the program, but by a unit of service (e.g., CH: the programmed channel), although determination of the 3D program cannot be made on the next coming program within the same programmed channel, but there is also a merit of being easy because the obtaining of the information is not the unit of program.

[0319] Also, with the program information, there is also a method of obtaining it through a communication path for exclusive use thereof (e.g., the broadcast signal, or the Internet). In such case, it is possible to make the 3D program determination, in the similar manner, if there is the descriptor for indication that said program is the 3D program.

[0320] In the explanation given in the above, the explanation was given on various kinds of information (i.e., the information included in the table and/or the descriptor) for determining if being the 3D video or not, by the unit of the service (CH) or the program; however, all of those are not necessarily needed to be transmitted, according to the present invention. It is enough to transmit the information necessary fitting to configuration of the broadcasting. Among those information, it is enough to determine if being the 3D video or not, upon a unit of the service (CH) or the program, by confirming a single information, respectively, or to determine if being the 3D video or not, upon a unit of the service (CH) or the program, by combining plural numbers of information. When making the determination by combining the plural numbers of information, it is also possible to make the determination, such as, that it is the 3D video broadcasting service, but a part of the program is the 2D video, etc. In case where such determination can be made, for the receiving apparatus, it is possible to indicate clearly, for example, that said service is “3D video broadcasting service” on the EPG, and also, if the 2D video program is mixed in with said service, other than the 3D video program, it is possible to exchange the display control between the 3D video program and the 2D video program when receiving the program.

[0321] However, in the case where determination is made to be the 3D program, in accordance with such determining method as was mentioned above, the 3D components, which are designated in FIGS. 5C to 5E for example, are processed (e.g., reproduced, displayed and/or outputted) in 3D, if they can be processed (e.g., reproduced, displayed and/or outputted), appropriately, within the receiving apparatus; however, if they cannot be processed (e.g., reproduced, displayed and/or outputted), appropriately, within the receiving apparatus (for example, in case where there is no function of reproducing the 3D video for dealing with the 3D transmitting method, which is designated), they may be processed (e.g., reproduced, displayed and/or outputted) in 2D. In this instance, there may be displayed that said 3D video program cannot be displayed in 3D or outputted in 3D, appropriately, on the receiving apparatus, together with the display and the output of the 2D video.

[0322] An example of the message display in this case is shown in FIG. 30. A reference numeral 701 depicts an entire of screen to be displayed or outputted by the apparatus, and 5001 depicts an example of a message to the user for an indication of being the 3D method type, which the receiving apparatus 4 cannot deal with. In the message 5001 may be displayed an error code for presenting a type of an error; a 3D method type (for example, a value of “3d_method_type”) or a value of combining those. This with, there can be obtained a merit of enabling the user to decide the condition in an inside of the receiving apparatus, and so on.

[0323] About an example of a processing flow within the system control portion 51, when displaying the error message in this manner, explanation will be given by referring to FIG. 51. The system control portion 51 obtains the program information of the present program from the program information analyzer portion 54 (S201), and determines on whether the present program is the 3D program or not, in accordance with the determined method for the 3D program mentioned above. If the present program is not the 3D program (“no” in S202), no process is conducted, in particular. If the present program is the 3D program (“yes” in S202), next, it is confirmed on whether the receiving apparatus is enabled or not, with the 3D method type of the present program (S802). In more details, there is already known a method of determining if the 3D method type included in the program information mentioned above (for example, “3d_method_type” described in the 3D program details descriptor mentioned above) has a value or not, indicating the 3D method, which the receiving apparatus 4 can deal with, etc. The value(s) of the 3D method(s) being enabled with may be memorized previously, for example, in a memory portion of the receiving apparatus 4, so as to be in that determination. As a result of the determination, if being the 3D method type, with which the receiving apparatus is enabled (“yes” in S802), no message display or the like is made, in particular. If being the 3D method type, with which the receiving apparatus is un-enabled (“no” in S802), then such a message display of not enabled with the apparatus, as is shown in FIG. 49 (S803).

[0324] With doing so, for the user, it is possible to grasp if the program is broadcasted the value of “3d_method_type” or displays the 2D video because the receiving apparatus cannot deal with, appropriately, although it is the program being broadcasted as the 3D video program.

[0325] <Example of Display of Electronic Program Table and Screen Display of 3D Program>

[0326] FIG. 48 shows an example of a display of an electronic program table including the 3D program therein. The electronic program table is mainly constructed upon basis of the program information included in the EIT, which is transmitted after being multiplexed on the broadcast signal; however other than that, there may be done data sending of the program information with a unique multiplexing method, or sending of the program information via the Internet, etc. The information to be applied on the electronic program table are a program name, a broadcast starting time, a broadcasting period, and other detailed information of the programs (e.g., the cast, director, information relating to decoding of video and/or audio, a series name, etc.), in relation to an event (the program), and such the electronic program table is conducted with, as shown in FIG. 48, upon basis of those information.
However, the EIT is transmitted in relation to, not only the program, which is broadcasted at present, but also the program, which is broadcasted in future. Thus, within the receiving apparatus, it is possible to execute the displaying process of the electronic program table, which will be mentioned hereinafter, and so on, with using the information included in the EIT, in relation to the program, which is broadcasted at present, and also the program, which will be broadcasted in future.

[0327] A reference numeral 701 shown in the figure depicts an entire of the screen, which the apparatus displays or outputs, 4801 an entire of the electronic program table presented on the screen mentioned above, respectively, wherein the vertical axis presents the service (CH: channel) while the horizontal axis the time, respectively, and in this example is shown an electronic program table of the services 1CH, 3CH, 4CH and 6CH from 7:00 until 12:00. Further, when displaying the electronic program table, only the electronic program table may be displayed, without reproducing the program, which is received at present. Those processed may be executed, in the receiving apparatus shown in FIG. 25, under the control of the CPU 21 (e.g., the system control portion 51 and the OSD produce portion 60), within the video conversion processor portion 32.

[0328] In this example, if there exists the 3D program to be determined with the method mentioned above among the events (the programs), which are included in the electronic program table (for example, the EIT) (for example, a program presented by an rectangle, displayed by “8:00-10:00” of 3CH, in the example shown in FIG. 48), then a mark (hereinafter, being called “3D program mark”), such as “4802”, for example, with which it can be seen that said program be the 3D program, is displayed in such an extent that the mark can be seen being attached to that program (for example, within the range of the rectangular for indicating the program, or in a predetermined range surrounding that rectangular). With doing so, for the user, it is possible to recognize which program is the 3D program in the electronic program table, easily.

[0329] Herein, as a method for displaying the 3D program mark, other than the example of displaying by 4802, for example, as is shown by a reference numeral 4802, the 3D method type of that program may be obtained from the information of the “3d_method_type” mentioned above, to be determined, and there may be displayed characters or a mark for indicating the method of the 3D broadcast. In case of this example, there is shown an example of displaying the mark “MVC”, for indicating the multi-viewpoints encoding method. In this case, the user can decide that said program is the 3D program, as well as, with which 3D method type it is broadcasted.

[0330] Also, as other displaying method, as an example shown by 4804, in case where the 3D method type, which is obtained from the “3d_method_type” mentioned above, is not enabled with the receiving apparatus, there can be considered a method of changing the content displayed depending on if the receiving apparatus is enabled or not, with the 3D method type of said program, such as, displaying a mark for indicating “non-enabled” (for example, “X” in the figure) or changing a display color (for example, conducting a display like a shading in the figure, or changing a color of a region of the electronic program display), or in case where said program is the 3D method type, with which the receiving apparatus is enabled, a method of displaying a mark indicating “enabled” (for example, “○” in the place of “X” at the displaying position thereof in the figure). With doing this, it is possible to let the user to recognize if said program is the program of the 3D method type or not, with which the receiving apparatus is enabled, easily.

[0331] Or, combining those displays, also is applicable a display of indicating that it is the 3D method type, with which the apparatus itself is not enabled, by changing the display color while displaying the 3D method type of the program. In that case, for the user, it is possible to decide if it is the 3D method type or not, with which the receiving apparatus is enabled, while confirming the 3D display type of that program, easily.

[0332] Or, in case where a focus of a cursor hits on the 3D program when the user operates the cursor (e.g., a selection region), which is displayed on the electronic program table, via the remote controller, the 3D program mark may be displayed in a region separating from the region selected. As a concrete example thereof, for example, it may be displayed, as is shown by a reference numeral 4902, together with the detailed information of the program (for example, a CH number, a broadcasting time, a program name, shown by a reference numeral 4901), in an outside of the rectangular region indicating the selected program mentioned above. However, the example shown in FIG. 49 is that providing the regions for displaying the 3D program mark 4902 and the detailed information 4901 of the program, outside a region 4903 for displaying a program list of the electronic program table.

[0333] As a method for displaying the electronic program table, other than that, when the user do a specific operation through the remote controller (for example, pushdown of a button, or setup on a menu), or when she/he opens the electronic program table for exclusive use of the 3D program, or if the apparatus is the 3D enabled, only the 3D programs may be displayed on the electronic program table. With doing in this way, for the user, it is easy to find out the 3D program.

[0334] Other than the electronic program table, the 3D program mark may be displayed on a program display (for example, a CH banner), which is displayed when tuning up to a program or when changing the program information, or when the user pushes down a specific button (for example, “screen display”). When determining that the present program is the 3D program, in accordance with the 3D program determining method similar to that mentioned above, it is also possible to display the 3D program mark mentioned above, on a program display 5301 displayed when displaying the 3D program in 2D, as an example shown in FIG. 53. With doing in this way, for the user, it is possible to decide if said program is the 3D program or not, but without opening the program table. In this case, also the 3D program mark may be displayed together with the detailed information of the program (s), such as, the CH number, the broadcasting time and/or the program name, etc. Also, the display shown in FIG. 53 may be made when displaying the 3D program in 3D.

[0335] Herein, with the display of the 3D program mark, it may be the letters, such as, “3D”, which is included at a specific position (for example, at a head portion) in the character data of the electronic program table (for example, “text_char” portion of a short-formatted event descriptor included in the EIT). In this case, even on the existing receiving apparatus, the user can recognize the 3D program from the electronic program table.
Next, explanation will be given on a process when reproducing 3D content (i.e., digital content including the 3D video). Herein, first of all, the explanation will be given on a reproducing process in case of the 3D 2-viewpoints separate ES transmission method, in which a main viewpoint video ES and a sub-viewpoint video ES exist in one (1) TS, as is shown in FIG. 47. First of all, when the user executes an instruction for exchanging to 3D output/display (for example, pushing down “3D” key on the remote controller), etc., the user instruction receive portion 52, receiving the key code mentioned above, instructs the system control portion 51 to exchange to the 3D video (however, in the processing given hereinafter, a similar process will be done, for the content of the 3D 2-viewpoints separate ES transmission method, even when exchanging to the 3D output/display under the condition other than that the user instructs to exchange into 3D display/output of the 3D content). Next, the system control portion 51 determines if the present program is the 3D program or not, in accordance with the method mentioned above.

When the present program is the 3D program, the system control portion 51 firstly instructs the tuning control portion 59 to output the 3D video. The tuning control portion 59 upon receipt of the instruction mentioned above, first of all, obtains PID (packet ID) and an encoding method (for example, H.264/MVC, MPEG 2, H.264/AVC, etc.), for each of the main viewpoint video ES and the sub-viewpoint video ES mentioned above, from the program information analyze portion 54, and next, makes a control on the multiplexer/demultiplex portion 29 to demultiplex the main viewpoint video ES and the sub-viewpoint video ES, thereby to output them to the video decoder portion 30.

Herein, the multiplexer/demultiplex portion 29 is controlled, so that, for example, the main viewpoint video ES mentioned above is inputted into a first input of the video decode portion while the sub-viewpoint video ES mentioned above is inputted into a second input thereof. Thereafter, the tuning control portion 59 instructs the decode control portion 57 to transmit information indicating that the first input of the video decode portion 30 is the main viewpoint video ES while the second input thereof is the sub-viewpoint video ES and the respective encoding methods thereof, and also to decode these ES.

As a combining example 2 and/or a combining example 4 of the 3D 2-viewpoints separate ES transmission method shown in FIG. 47, in order to decode the 3D programs being different in the encoding methods thereof between the main viewpoint video ES and the sub-viewpoint video ES, it is enough that the video decode portion 30 is constructed to have plural numbers of decoding functions, corresponding to the encoding methods, respectively.

As a combining example 1 and a combining example 3 of the 3D 2-viewpoints separate ES transmission method shown in FIG. 47, in order to decode the 3D programs being same in the encoding methods thereof between the main viewpoint video ES and the sub-viewpoint video ES, it does not matter with if the video decode portion 30 is constructed to have only a decoding function corresponding to a single encoding method. In this case, the video decode portion 30 can be constructed, cheaply.

The decode control portion 57 receiving the instruction mentioned above executes decoding on the main viewpoint video ES and the sub-viewpoint video ES, respectively, and outputs the video signals for use of the left-side eye and for use of the right-side eye to the video conversion processor portion 32. Herein, the system control portion 51 instructs the video conversion control portion 61 to execute the 3D outputting process. The video conversion control portion 61 receiving the instruction mentioned above controls the video conversion processor portion 32, thereby to output the 3D video from the video output 41, or to display it on the display 47, which is equipped with the receiving apparatus 4.

About that 3D reproducing/outputting/displaying method will be given explanation, by referring to FIGS. 37A and 37B.

FIG. 37A is a view for explaining the reproducing/outputting/displaying method for dealing with output and display of a frame sequential method, which alternately displays and outputs the videos of the left and the right viewpoints of the 3D content of the 3D 2-viewpoints separate ES transmission method. Frame lines (M1, M2, M3, ... ) in the left-side upper portion of the figure present plural numbers of frames, which are included in the main viewpoint (for use of the left-side eye) ES of the content of the 3D 2-viewpoints separate ES transmission method, frame lines (S1, S2, S3, ... ) in the left-side lower portion of the figure present plural numbers of frames, which are included in the sub-viewpoint ES of the content of the 3D 2-viewpoints separate ES transmission method, respectively. The video conversion processor portion 32 outputs/displays each frame of the main viewpoint (for use of the left-side eye)/sub-viewpoint (for use of the right-side eye) video signals inputted, as the video signals, alternately, as is shown by frame lines (M1, S1, M2, S2, M3, S3) on the right side in the figure. With such outputting/displaying method, it is possible to utilize a resolution at the maximum, at which each viewpoint can be displayed on the display, i.e., enabling the 3D display of high resolution.

In case where the method shown in FIG. 37A is applied in the system configuration shown in FIG. 36, as well as, outputting the video signals mentioned above, sync signals are outputted from the control signal 43, for enabling the video signals to be identified as that for use of the main viewpoint (for use of the left-side eye) and that for use of the sub-viewpoint (for use of the right-side eye), respectively. An external video outputting device receiving the video signals and the sync signals mentioned above outputs the videos of the main viewpoint (for use of the left-side eye) and the sub-viewpoint (for use of the right-side eye) by fitting the video signals with the sync signals, and also transmits the sync signals to the 3D view/listen assisting device, thereby enabling the 3D display. However, the sync signals to be outputted from the external video outputting device may be produced within that external video outputting device.

Also, when displaying the video signals mentioned above on the display 47, which is equipped with the receiving apparatus 4, with applying the method shown in FIG. 37A, in the system configuration shown in FIG. 35, the sync signals mentioned above are outputted from the equipment control signal transmit terminal 44, passing through the equipment control signal transmitter portion 53 and the control signal transmitter portion 33, so as to make the control (for example, exchanging light shutter to the active shutter) on the external 3D view/listen assisting device, thereby conducting the 3D display.
FIG. 37B is a view for explaining the reproducing/outputting/displaying method for dealing with output and display of a method for displaying the videos of the left and the right viewpoints of the 3D content of the 3D 2-viewpoints separate ES transmission method in different areas or regions of the display. With said method, the streams of the 3D 2-viewpoints separate ES transmission method are decoded in the video decoder portion 30, and thereby executing the video conversion process in the video conversion processor portion 32. Herein, for the purpose of displaying the videos in the different areas or regions, there is a method of, for example, displaying them with using odd number lines and even number lines of the display as display areas or regions for use of the main viewpoint (the left-side eye) and for use of the sub-viewpoint (the right-side eye), respectively, and so on. Or, the display areas or regions may not be a unit of the line, for example, in the case of the display having different pixels for each viewpoint, a combination of plural numbers of pixels for use of the main viewpoint (the left-side eye) and a combination of plural numbers of pixels for use of the sub-viewpoint (the right-side eye) may be used as the display areas or regions, respectively. For example, with the display device of the polarization light method mentioned above, it is enough to output the videos having the polarization conditions, different from each other, corresponding to the respective polarization conditions of the left-side eye and the right-side eye of the 3D view/listen assisting device, from the different areas or regions mentioned above. With such outputting/displaying method, the resolution at which each viewpoint can be displayed on the display comes to be less than that of the method shown in FIG. 37A; however the video for use of the main viewpoint (the left-side eye) and the video for use of the sub-viewpoint (the right-side eye) can be output/displayed at the same time, and there is no necessity of displaying them alternately. With this, it is possible to obtain the 3D display having fewer flickers than those with the method shown in FIG. 37A.

However, in any system configuration shown in FIG. 35 or 36, the 3D view/listen assisting device may be polarization separation glasses, when applying the method shown in FIG. 37B, and there is no necessity, in particular, for executing an electronic control. In this case, the 3D view/listen assisting device can be supplied, with a price much cheaper.

Operations when executing 2D output/display on the 3D content of the 3D 2-viewpoints separate ES transmission method will be explained hereinafter. When the user gives an instruction to exchange to the 2D video (for example, pushing down “2D” button on the remote controller), the user instruction receive portion 52, receiving the key code mentioned above, instructs the system control portion 51 to exchange the signal to the 2D video (however, in the processing given hereinafter, a similar process will be done, even when exchanging into the 2D output/display under the condition other than that the user instructs to exchange into 2D display/output of the 3D content of the 3D 2-viewpoints separate ES transmission method). Next, the system control portion 51 gives an instruction to the tuning control portion 59, at first, to output the 2D video thereafter.

The tuning control portion 59, receiving the instruction mentioned above, firstly obtains PID of the ES for use of the 2D video (i.e., the main viewpoint ES mentioned above, or an ES having a default tag) from the program information analyze portion 54, and controls the multiplex/demultiplex portion 29 to output the ES mentioned above towards the video decoder portion 30. Thereafter, the tuning control portion 59 instructs the decode control portion 57 to decode the ES mentioned above. Thus, with the 3D 2-viewpoints separate ES transmission method, because the sub-stream or ES differs from between the main viewpoint and the sub-viewpoint, it is enough to decode only the sub-stream or ES of the main viewpoint portion.

The decode control portion 57 receiving the instruction mentioned above control the video decoder portion 30, so as to decode the ES mentioned above, and outputs the video signal to the video conversion processor portion 32. Herein, the system control portion 51 controls the video conversion control portion 61 to make the 2D output of the video. The video conversion control portion 61 receiving the above-mentioned instruction for the system control portion 51 outputs the 2D video signal from the video output terminal 41 towards the video conversion processor portion 32, or executes such a control on the display 47 that it displays the 2D video thereon.

Explanation will be give about said 2D outputting/displaying method, by referring to FIG. 38. Although the configuration of the encoded video is same to that shown in FIG. 37, however since the second ES (i.e., the sub-viewpoint ES) is not decoded in the video decoder portion 30, as was explained in the above, the video signal of one side, which is decoded in the video conversion processor portion 32, is converted into the 2D video signal, as is shown by the frame lines (M1, M2, M3, . . .) on the right-hand side in the figure, to be outputted. In this manner is executed the outputting/displaying of the 2D.

Herein, although the description is made about the method of not executing the decoding on the ES for use of the right-side eye as the method for outputting/displaying 2D; however, the 2D display may be executed, by decoding both the ES for use of the left-side eye and the ES for use of the right-side, and by executing a process of culling or thinning out in the video conversion processor portion 32. In that case, since no process for decoding and/or no process for exchanging the demultiplexing process are needed, there can be expected an effect of reducing the exchanging time and/or simplification of software processing, etc.

Next, explanation will be made on a process for reproducing the 3D content when the video for use of the left-side eye and the video for use of the right-side eye in one (1) video ES (for example, in case where the video for use of the left-side eye and the video for use of the right-side eye are stored in one (1) 2D screen, like the Side-by-Side method or the Top-and-Bottom method) Similar to that mentioned above, when the user gives an instruction to exchange into the 3D video, the user instruction receive portion 52 receiving the key code mentioned above instructs the system control portion 51 to exchange into the 3D video (however, in the processing given hereinafter, a similar process will be done, even when exchanging into the 2D output/display under the condition other than that the user instructs to exchange into 2D output/display of the 3D content of the Side-by-Side method or the Top-and-Bottom method). Next, the system control portion 51 determines, similarly with the method mentioned above, if the present program is the 3D program or not.
If the present program is the 3D program, the system control portion 51 firstly instructs the tuning control portion 59 to output the 3D video therefrom. The tuning control portion 59 receiving the instruction mentioned above obtains PID (e.g., packet ID) of the 3D video ES, including the 3D video therein, and the encoding method (for example, MPEG 2, H.264/AVC, etc.) from the program information analyze portion 54, and next it controls the multiplex/demultiplex portion 29 to demultiplex the above-mentioned 3D video ES, thereby to output it towards the video decoder portion 30, and also controls the video decoder portion 30 to execute the decoding process corresponding to the encoding method, thereby to output the video signal decoded towards the video conversion processor portion 32.

Herein, the system control portion 51 instructs the video conversion control portion 61 to execute the 3D outputting process. The video conversion control portion 61, receiving the instruction mentioned above from the system control portion 51, instructs the video conversion processor portion 32 to divide the video signal inputted into the video for use of the left-side eye and the video for use of the right-side eye and to treat a process, such as, scaling, etc. (details will be mentioned later). The video conversion processor portion 32 outputs the video signal converted from the video output portion 41, or displays the video on the display, which is equipped with the receiving apparatus 4.

Explanation will be given about said reproducing/outputting/displaying method of the 3D video, by referring to FIGS. 39A and 39B.

FIG. 39A is a view for explaining the reproducing/outputting/displaying method for dealing with the output and the display of the frame sequential method, which displays and outputs, alternately, the videos of the left and the right viewpoints of the 3D content of the Side-by-Side method or the Top-and-Bottom method. Although illustration is given together with the explanation of the Side-by-Side method and the Top-and-Bottom method, as the encoded videos; however, since an aspect differing from between the both lies only in that, the arrangement of the video for use of the left-side eye and the video for use of the right-side eye within the video, therefore in the explanation, which will be given hereinafter, the explanation will be made by using the Side-by-Side method, but the explanation of the Top-and-Bottom method be omitted. The frame line (L1/R1, L2/R2, L3/R3 . . .) shown on the left-hand side in the figure presents the video signal of the Side-by-Side method, in which the videos for use of the left-side eye and for use of the right-side eye are arranged on the left side/the right side of one (1) frame. In the video decoder portion 30 are decoded the video signals of the Side-by-Side method, under the condition of being disposed on the left side/the right side of one (1) frame of the videos for use of the left-side eye and for use of the right-side eye, and in the video conversion processor portion 32, each frame of the decoded video signals of the Side-by-Side method mentioned above is divided to be the video for use of the left-side eye or the video for use of the right-side eye, and is further treated with the scaling (i.e., carrying out extension/interpolation so as to fit to the horizontal size of an output video, or compression/thinning, etc.). Further, the video for use of the left-side eye and the video for use of the right-side eye, on which the scaling is treated, are outputted or displayed in the different areas or regions. Similar to the explanation given in FIG. 37B, herein, for the purpose of displaying the videos in the different areas or regions, there is a method of, for example, displaying them with using odd number lines and even number lines of the display as display areas or regions for use of the main viewpoint (the left-side eye) and for use of the sub-viewpoint (the right-side eye), respectively, and so on. As other than that, but the process for displaying in the different regions and the method for displaying on the display device of the polarization light method are similar to the 3D reproducing/outputting/displaying process for the 3D content of the 3D 2-viewpoints separated ES transmission method, which was explained in FIG. 37B, and therefore the explanation thereof will be omitted herein.

With the method shown in FIG. 39B, there is a case where the respective vertical resolutions must be reduced, when outputting or displaying the video for use of the left-side eye and the video for use of the right-side eye on the odd-numbered lines and the even-numbered of the respective displays, even if the vertical resolution of the display is equal to the vertical resolution of the input video; however, in such case, it is also enough to execute the thinning corresponding to the display regions for the video for use of the left-side eye and the video for use of the right-side eye, in the scaling process mentioned above.
<2D Output/Display Process for 3D Content of Side-By-Side Method/Top-and-Bottom Method>

Explanation will be given about the operations of each portion when displaying the 3D content of the Side-by-Side method or the Top-and-Bottom method, below. When the user instructs to exchange into the 2D video (for example, pushing down "2D" key on the remote controller, the user instruction receive portion 52 receiving the key code mentioned above instructs the system control portion 51 to exchange the signal into the 2D video (however, in processing given hereinafter, similar process will be done, even when exchanging into the 2D output/display under the condition other than that the user instructs to exchange into 2D output/display of the 3D content of the Side-by-Side method or the Top-and-Bottom method). The system control portion 51 receiving the instruction mentioned above instructs the video conversion control portion 61 to output the 2D video therefrom. The video conversion control portion 61, receiving the instruction mentioned above from the system control portion 51, controls the video conversion processor portion 32 to output the 2D video responding to the inputted video signal mentioned above.

Explanation will be given on the existing 2D output/display method, by referring to FIGS. 40A through 40D. FIG. 40A illustrates the explanation of the Side-by-Side method, while FIG. 40B the Top-and-Bottom method; however, in either of them, the difference lies only in the arrangements of the video for use of the left-side eye and the video for use of the right-side eye within the video, and therefore the explanation will be made by referring to the Side-by-Side method shown in FIG. 40A. The frame line (L1/R1, L2/R2, L3/R3 . . .) shown on the left-hand side in the figure presents the video signal of the Side-by-Side method, in which the video signals for use of the left-side eye and for use of the right-side eye are disposed on the left side/the right side of one (1) frame. The video conversion processor portion 32 divides each frame of the above-mentioned video signal of the Side-by-Side method, which is inputted, into each frame of the video for use of the left-side eye or the video for use of the right-side eye, and thereafter treats the scaling only upon a portion of the main viewpoint video (e.g., the video for use of the left-side eye); thereby outputting only the main viewpoint video (e.g., the video for use of the left-side eye) as the video signal, as is shown by the frame line (L1, L2, L3 . . .) on the right-hand side in the figure.

The video conversion processor portion 32 outputs the video signal, being conducted with the process mentioned above, as the 2D video from the video output portion 41, and also outputs the control signal from the control signal output portion 43. In this manner, the 2D output/display is conducted.

However, there is an example of doing the 2D output/display while keeping the 3D content of the Side-by-Side method or the Top-and-Bottom method, as it is, i.e., storing 2 viewpoints in one (1) screen, and such a case will be shown in FIGS. 40C and 40D. For example, as is shown in FIG. 36, in case where the receiving apparatus and the viewing/listening device are separated in the structures thereof, etc., the video may be outputted from the receiving apparatus, while keeping to store the videos of the 2 viewpoints of Side-by-Side method or the Top-and-Bottom method in one (1) screen, and the conversion for the 3D display may be conducted in the viewing/listening device.

Example of 2D/3D Video Display Process Upon Basis of if Present Program is 3D Content or Not>

Next, explanation will be given about an output/display process of the content, in particular, when the present program is 3D content, or the present program becomes the 3D content. In regard with viewing/listening of the 3D content when the present program is the 3D content program or when it becomes the 3D content program, if the display of the 3D content is done, unconditionally, then the user cannot view/listen that content; i.e., there is a possibility of spoiling the convenience for the user. On the contrary to this, if doing the processing, which will be shown blow; it is possible to improve the convenience for the user.

FIG. 41 shows an example of a flow of processes of the system control portion 51, which is executed at an opportunity, such as, change of the present program and/or the program information at the time when the program is exchanged. The example shown in FIG. 41 is a flow for executing the 2D display, at first, of one viewpoint (for example, the main viewpoint), even if being the 2D program or the 3D program.

The system control portion 51 obtains the program information of the present program from the program information analyze portion 54, so as to determine if the present program is the 3D program or not, with the method for determining the 3D program mentioned above, and further obtain the 3D method type of the present program (for example, determined from the 3D method type, which is described in the 3D program details descriptor, such as, 2-viewpoints separate ES transmission method/Side-by-Side method, etc.), from the program information analyze portion 54 (S401). However, the program information of the present program may be obtained, periodically, not limited to the time when the program is exchanged.

As a result of determination, if the present program is not the 3D program ("no" in S402), such a control is conducted that the video of 2D is displayed in 2D (S403).

If the present program is the 3D program ("yes" in S402), the system control portion 51 executes such a control that one viewpoint (for example, the main viewpoint) of the 3D video signal is displayed in 2D, in the format corresponding to the respective 3D method type, with the methods, which are explained in FIGS. 38 and 40A and 40B (S404). In this instance, a display indicative of being the 3D program may be displayed on the 2D display video of the program, superimposing it thereon. In this manner, when the present program is the 3D program, the video of the one viewpoint (for example, the main viewpoint) is displayed in 2D.

Further, also when the present program is change due to conduction of the tuning operation, such flow as was mentioned above shall be executed in the system control portion 51.

In this manner, when the present program is the 3D program, for the time being, the video of one viewpoint (for example, the main viewpoint) is displayed in 2D. With doing so, for the time being, the user can view/listen it, in the similar manner to that when being the 2D program, if the user is not ready for the 3D viewing/listening, such as, the user does not wear the 3D view/listen assisting device, etc. In particular, in case of the 3D content of the Side-by-Side method or the Top-and-Bottom method, not outputting the video as it is, i.e., storing 2 views in one (1) screen, as is shown in FIGS. 40C and 40D, but outputting/displaying the video of one viewpoint in 2D, as is shown in FIGS. 40A and 40B, it is possible,
for the user, to view/listen the 3D program, in the similar manner to that of the 2D program, but without giving an instruction to display the video of one viewpoint between those of the two (2) viewpoints stored in one (1) screen, by the user, manually, through the remote controller, etc.

[0377] Next, FIG. 42 shows an example of a message, the video of which is displayed in 2D in the step S404 and is displayed by the system control portion 51 through the OSP produce portion 60. With this, a message is displayed for informing the user that the 3D program is started, and further an object 1602 (hereinafter, being called “a user response receiving object; for example, a button in the OSD” for the user to make a response thereto, is displayed thereon, so as to let her/him to select the operation thereafter.

[0378] Upon display of the message 1601, for example, when the user pushes down an “OK” button on the remote controller, the user instruction receive portion 52 informs the system control portion 51 that the “OK” is pushed down.

[0379] As an example of a method for determining the user selection on the screen display shown in FIG. 42, for example, when the user, operating the remote controller, pushes down a <3D> button on the remote controller through operation by the user on the remote controller, or when she/he pushes down the <OK> button on the remote controller while fitting a cursor to “OK/3D” on the screen, the user selection is determined as “exchange to 3D”.

[0380] Also, when the user pushes down a <cancel> button or a <return> button on the remote controller, or when she/he pushes the <OK> button while fitting the cursor to “cancel” on the screen, the user selection is determined is “other than to exchange to 3D”. Other than those, for example, when such an operation is made that it brings the condition indicative of, if preparation is completed or not, by the user, for the 3D viewing/listening (i.e., 3D view/listen preparation condition), into “OK” (for example, wearing the 3D glasses), then the user selection comes to “exchange to 3D”.

[0381] A flow of processes in the system control portion 51, to be executed after the user selects is shown in FIG. 43. The system control portion 51 obtains a result of the user select from the user instruction receive portion 52 (S501). If the user select is not “exchange to 3D” (“no” in S502), then the video ends while being displayed in 2D, no particular process is executed.

[0382] If the user select is “exchange to 3D” (“yes” in S502), the video is displayed in 3D in accordance with the 3D displaying method mentioned above.

[0383] With the flow mentioned above, when the 3D program starts, it is possible for the user to view/listen the video in 3D by outputting/displaying the 3D video, when she/he wishes to do the 3D viewing/listening, such as, when the user has done the operations and/or preparation for 3D viewing/listening, while outputting/displaying the video of the one viewpoint.

[0384] However, in the example of display shown in FIG. 42, although the object is displayed for the user to respond; however, it may be only that of displaying a letter, or a logo or a mark, etc., only for indicating that said program is that enabled with “3D view/listen”, such as, simply, “3D program”; etc. In this case, for the user recognizing that the program is enabled with “3D view/listen”, it is enough to push down the “3D” key on the remote controller, so as to exchange from the 2D display into the 3D display at an opportunity of a notice from the user instruction receive portion 52, which receives the signal from that remote controller, to the system control portion 51.

[0385] Further, as another example of the message display to be displayed in the step S404, there may be considered a method, displaying only “OK”, simply, but also clearly indicating or asking if the method for displaying the program should be that for the 2D video or for the 3D video. Examples of the message and the user response receiving object in that case are shown in FIG. 44.

[0386] With doing so, comparing to such display “OK” as is shown in FIG. 42, other than for the user it is possible to decide the movement after pushing down the button, easily, it is possible to instruct to display in 2D, in a clear manner, etc. (i.e., the user 3D view/listen preparation condition is determined “NG”)

[0387] When pushing down “watch in 2D” described by 1202, the convenience can be increased.

[0388] In the place of such message display as was shown in FIG. 42 or 44 (e.g., the message shown by 1601 or 1201), it can be considered to display a message for calling an attention, such as, those shown by 5201, 5202 and 5203 in FIGS. 52A through 52C. By displaying such message as shown by 5201, it is possible to propose the user to view/listen the video in 2D by taking her/his health into the consideration, or by displaying such message as shown by 5202, to call an attention of her/his health to the user, or to call an attention to parents of the viewing/listening by their child (ren), such as that shown by 5203.

[0389] Further, together with those messages, the user response receiving object shown in FIG. 42 or 44 may be displayed on the screen. In that case, the user can make an operation for exchanging the video between 2D/3D, while confirming the message mentioned above.

[0390] As timing for displaying those messages shown in FIGS. 52A, 52B and 52C, it is preferable at the time before the program starts, as is shown by the example mentioned above, for the user to prepare the viewing/listening. Also, it/they can be displayed after the program starts, or at the time when executing exchange into the 3D video. When displaying the message at the time when the program starts, since it is a time point of exchange of the video, there can be brought about such a merit that it is easy to make the user recognize that it is the message relating to that program; i.e., causing the attention, easily. Also, with the message display at the timing when the video exchanges into the 3D video (for example, when the user pushes down the 3D button), since the possibility that the user is doing the operation is high, there can be obtained a merit that the possibility is high for the user to view the message.

[0391] At the same time of displaying those messages shown in FIGS. 52A, 52B and 52C, it can be also considered to reproduce or output sound effects. In that case, there can be obtained an effect of attracting the user to the attention of the message mentioned above. The sound effects mentioned above may be transmitted, after being multiplexed on the audio ES or the data broadcast ES, on the side of the broadcasting station, and may be reproduced and/or outputted by the receiving apparatus, for example. Or, the sound effects, which the receiving apparatus has therein, may be reproduced and/or outputted (for example, the data thereof is read out within the audio decoder portion 31, or from a ROM or the recording medium 26, to be outputted after being decoded).
Next, in relation to the 3D content, explanation will be given on an example of outputting a specific video/audio or muting the video/audio (e.g., a black screen display/stop of display and stop of audio output), when starting the 3D program view/listen. This is because there is a possibility of losing the convenience for the user, since the user cannot view/listen to the content if starting the display of the 3D content, unconditionally, when the user starts the view/listen of the 3D program. On the contrary to this, by executing the processing, which will be shown below, it is possible to improve the convenience of the user.

A processing flow executed in the system control portion 51 when the 3D program starts is shown in FIG. 45. An aspect differing from the processing flow shown in FIG. 41 lies in that a step for outputting a specific video/audio (S405) is added, in the place of the processing of S404.

As the specific video/audio mentioned herein can be listed up, if it is the video, a message of paying attention to preparation of 3D, a black screen, still picture of the program, etc., while as the audio can be listed up a silence, or music of fixed pattern (e.g., ambient music), etc.

With displaying a video of a fixed pattern (e.g., a message or an ambient picture, or the 3D video, etc.), it can be achieved by reading out the data thereof, from the inside of the video decoder portion 30 or the ROM not shown in the figure or the recording medium 26, thereby to be outputted after being decoded. With outputting the black screen, it can be achieved by, for example, the video decoder portion 30 outputting the video of signals indicating only a black color, or the video conversion processor portion 32 outputting the mute or the black video as the output signal.

Also, in case of the audio of fixed pattern (e.g., the silence or the ambient music), in the similar manner, it can be achieved by reading out the data, for example, within the audio decoder portion 31 or from the ROM or the recording medium 26, thereby to be outputted after being decoded, or by muting the output signal, etc.

With outputting of the still picture of the program video, it can be achieved by giving an instruction of a pause of the reproduction of program or the video, from the system control portion 51 to the recording/reproducing control portion 58. The processing in the system control portion 51, after execution of the user selection, will be carried out, in the similar manner mentioned above, as was shown in FIG. 43.

With this, it is possible to achieve no output of the video and the audio of the program, during the time period until when the user completes the preparation for 3D view/listen.

In the similar manner to the example mentioned above, as the message display to be displayed in the step S405, it is as shown in FIG. 46. An aspect differing from those shown in FIG. 42 lies only in the video and the audio, which are displayed; but, the configurations of the message and/or the user response receiving object to be displayed and the operation of the user response receiving object are same to those.

Regarding display of the message, not only displaying “OK”, simply, as was shown in FIG. 46, but there can be considered a manner of clearly indication or asking if the display method of the program should be the 2D video or the 3D video. Examples of the message and the user response receiving object in that case can be displayed, similar to those shown in FIG. 44, and if doing so, comparing to such display of “OK” as was mentioned above, in addition to that the user can easily decide the operation(s) after pushing down the button, she/he can instruct the display in 2D, clearly, etc.; i.e., the convenience is increased, in the similar manner to that of the example mentioned above.

Example of Processing Flow for Displaying 2D/3D Video Upon Basis of if Next Program is 3D Content or Not:

Next, explanation will be given on an outputting/displaying process for the content when the next program is the 3D content. In relation to the view/listen of the 3D content program, i.e., being said next program when the next coming program is the 3D content, there is a possibility of losing the convenience for the user, since the user cannot view/listen to the content under the best condition, if display of the 3D content starts, irrespective of the fact that the user is not in the condition of enabling to view/listen the 3D content. On the contrary to this, with doing such processing as will be shown below, it is possible to improve the convenience for the user.

FIG. 27 shows an example of a flow to be executed in the system control portion 51, when the time-period until starting of the next program is changed due to the tuning process or the like, or when it is determined that the time of starting of the next program is changed, because of the stopping time of the next program, which is included in the EIT of the program information transmitted from the broadcasting station, or the information of ending time of the present program, etc. First of all, the system control portion 51 obtains the program information of the next coming program from the program information analyze portion 54 (S101), and determines if the next program is the 3D program or not, in accordance with the determining method of the 3D program mentioned above.

When the next coming program is not the 3D program (“no” in S102), the process is ended, but without doing any particular processing. When the next coming program is the 3D program (“yes” in S102), calculation is done on the time-period until when the next program starts. In more details, the starting time of the next program or the ending time of the present program is obtained from the EIT of the obtained program information mentioned above, while obtaining the present time from the time management portion 55, and thereby calculating the difference between them.

When the time-period until the next program starts is equal to or less than “X” minutes (“no” in S103), waiting is made until when it comes to “X” minutes before the next program start, without doing any particular processing. If it is equal to or less than “X” minutes until when the next program starts (“yes” in S103), a message is displayed indicating that a 3D program will begin soon, to the user (S104).

FIG. 28 shows an example of the message to be shown in that instance. A reference numeral 701 depicts the entire of screen that the apparatus displays, and 702 the message itself that the apparatus displays, respectively. In this manner, it is possible to call an attention for the preparation of the 3D view/listen assisting device to the user, before the 3D program starts.

Regarding the above-mentioned time “X” for determination until the time when the program starts, if it is made small, there is a possibility of not being in time for preparation of the 3D view/listen by the user until starting of the program. Or, if making it large, then there is brought about demerits, such as, preventing the message display for a long time, and also generating a pause after completion of the preparation; therefore, it must be adjusted at an appropriate time-period.
[0408] Also, the starting time of the next coming program may be displayed, in the details thereof, when displaying the message to the user. An example of the screen display in that case is shown in FIG. 29. A reference numeral 802 is the message displaying the time until when the 3D program starts. Herein, although the time is described by a unit of minute, however it may be described by a unit of second. In that case, although the user is able to know the starting time of the next program, in more details thereof, but there is also a demerit of increasing a processing load.

[0409] However, although the example is shown in FIG. 29, of displaying the time-period until the 3D program starts, but in the thereof may be displayed a time when the 3D program starts. In case where the 3D program is started at 9:00 PM, there may be displayed a message, such as, “3D program will starts from 9:00 PM. Please wear 3D glasses.” for example.

[0410] With making displaying of such message, for the user, it is possible to know the starting time of the next coming program, in details thereof, and thereby to make the preparation for 3D view/ listen at an appropriate pace.

[0411] Also, as is shown in FIG. 30, when using the 3D view/ listen assisting device, it can be considered to add a mark (e.g., a 3D checkmark), which can be seen three-dimensionally. A reference numeral 902 depicts the message for alerting the start of the 3D program, and 903 the mark, which can be seen three-dimensionally when the user uses the 3D view/ listen assisting device. With this, for the user, it is possible to confirm a normal operation of the 3D view/ listen assisting device, before the 3D program starts. It is also possible, for example, to do a countermessure, such as, mending or replacing, etc., until starting of the program, if malfunctioning (for example, shortage of a battery, a trouble, etc.) is generated in the 3D view/ listen assisting device.

[0412] Next, explanation will be given about a method for exchanging the video of the 3D program into the 2D display or the 3D display, by determining the condition of whether the 3D view/ listen preparation by the user is completed or not (3D view/ listen preparation condition), after noticing that the next coming program is the 3D to the user.

[0413] In relation to the method for noticing to the user that the next coming program is the 3D, it is as was mentioned above. However, in relation to the message to be displayed for the user in the step S104, it differs from in that there is displayed the object, to which the user makes a response (hereinafter, being called a “user response receiving object: for example, a button on the OSD). An example of this message is shown in FIG. 31.

[0414] A reference numeral 1001 depicts an entire of the message, and 1002 a button for the user to make the response, respectively. In case where the user pushes down the “OK” button of the remote controller, for example, when displaying the message 1001 shown in FIG. 31, the user instruction receive portion 52 notices to the system control portion 51 that the “OK” is pushed down.

[0415] The system control portion 51 receiving the notice mentioned above stores the fact that the 3D view/ listen preparation condition is “OK”, as a condition. Next, explanation will be given on a processing flow in the system control portion when the present program changes to the 3D program, after an elapse of time, by referring to FIG. 32.

[0416] The system control portion 51 obtains the program information of the present program from the program information analyze portion 54 (S201), and determines if the present program is the 3D program or not, in accordance with the method mentioned above, for determining the 3D program. When the present program is not the 3D program (“no” in S202), such a control is executed that the video is displayed in 2D in accordance with the method mentioned above (S203).

[0417] When the present program is the 3D program (“yes” in S202), next, confirmation is made on the 3D view/ listen preparation condition of the user (S204). When the 3D view/ listen preparation condition stored by the system control portion 51 is not “OK” (“no” in S205), as is similar to the above, the control is made so as to display the video in 2D (S203).

[0418] When the 3D view/ listen preparation condition mentioned above is “OK” (“yes” in S205), the control is made so as to display the video in 3D, in accordance with the method mentioned above (S206). In this manner, the 3D display of the video is executed, when it can be confirmed that the present program is the 3D program and that the 3D view/ listen preparation is completed.

[0419] As the message display to be displayed in the step S104, there can be considered, not only displaying “OK” simply, as is shown in FIG. 41, but also clearly indication or asking if the display method of the next coming program should be the 2D video or the 3D video. Examples of the message and the user response receiving object in that case are shown in FIGS. 33 and 34.

[0420] With doing so, comparing to the display of only “OK” mentioned above, other than that the user can easily decide the operation (S) after pushing down of the button, she/he can instruct clearly, in 2D, etc. (the user 3D view/ listen preparation condition is determined “NG”, when the “watch in 2D” shown by 1202 is pushed down); increasing the convenience.

[0421] Also, though explaining that the determination on the 3D view/ listen preparation condition of the user is made upon the operation on the menu by the user through the remote controller, herein; however, other than that may be applied a method of determining the 3D view/ listen preparation condition mentioned above, upon basis of a user wearing completion signal, which the 3D view/ listen assisting device generates, or a method of determining that she/he wears the 3D view/ listen assisting device, by photographing a viewing/ listening condition of the user by an image pickup or photographing device, so as to make an image recognition or a face recognition of the user from the result of photographing.

[0422] With making the determining in this manner, it is possible to eliminate a trouble, such as, the user makes any operation to the receiving apparatus, and further it is also possible to avoid her/him from mischieviously setting up between the 2D video view/ listen and the 3D video view/ listen through an erroneous operation.

[0423] Also, as other method, there is a method of determining the 3D view/ listen preparation condition be “OK” when the user pushes down the <3D> button of the remote controller, or a method of determining the 3D view/ listen preparation condition be “OK” when the user pushes down a <2D> button or a <return> button or a <channel> button of the remote controller. In this case, for the user, it is possible to notice the condition of herself/himself, clearly and easily, to the apparatus; however, there can be considered a demerit, such as, transmission of the condition caused due to an error or misunderstanding, etc.

[0424] Also, in the example mentioned above, it can be considered to execute the processing while making the determination only on the program information of the next coming
program, which is obtained previously, without obtaining the information of the present program. In this case, in the step S201 shown in FIG. 32, there can be considered a method of using the program information, which is obtained previously (for example, in the step S101 shown in FIG. 27), without make determination of whether the present program is the 3D program or not. In this case, there can be considered a merit, such as, the processing configuration becomes simple, etc.; however, there is a demerit, such as, a possibility that the 3D video exchange process is executed even in the case where the next coming program is not the 3D program, due to a sudden change of the program configuration.

[0425] With the message display to each user, which was explained in the present embodiment, it is desirable to delete it after the user operation. In that case, there is a merit that the user can view/listen the video, easily, after making the operation. Also, after elapsing of a certain time-period, on an assumption that the user already recognized the information of the message, in the similar manner to the above, deleting the message, i.e., bringing the user into a condition she/he can view/listen the video, easily, increases the convenience for the user.

[0426] With the embodiment explained in the above, for the user, it is possible to view/listen the 3D program under the condition much better, in particular, in a starting part of the 3D program; i.e., the user can complete the 3D view/listen preparation, in advance, or can display the video, again, after completing the preparation for viewing/listening the 3D program by the user, with using the recording/reproducing function, when she/he is not in time for starting of the 3D program. Also, it is possible to increase the convenience for the user; i.e., automatically exchanging the video display into that of a display method, which can be considered desirable or preferable for the user (e.g., the 3D video display when she/he wishes to view/listen the 3D video or the contrary thereto). Also, there can be expected a similar effect, when the program is changed into the 3D program through tuning, or when reproduction of the 3D program recorded starts, or etc.

[0427] In the above, the explanation was given on the example of transmitting the 3D program details descriptor, which was explained in FIG. 10A, while disposing it in the table, such as, the PMT (Program Map Table) or the EIT (Event Information Table), etc. In the place of this, or in addition to this, it is also possible to transmit the information, which is included in said 3D program details descriptor, while storing it in a user data area or an additional information area, to be encoded together with the video when the video is encoded. In this case, those information are included within the video ES of the program.

[0428] As an example of the information to be stored, there can be listed up: the “3d_3d_type” (type of 2D/3D) information, which is explained in FIG. 10B, and the “3d_method type” (type of the 3D method) information, which is explained in FIG. 11. However, when storing, the “3d_3d_type” (type of 2D/3D) information and the “3d_method type” (type of the 3D method) information may be separated, but it is also possible to build up information to identify if being the 3D video or the 2D video and to identify which 3D method that 3D program has, together.

[0429] In more details, when the video encoding method is the MPEG 2 method, encoding may be executed thereon, including the 3D/2 type information and the 3D method type information mentioned above in the user data area following “Picture Head” and “Picture Coding Extension”.

[0430] Also, when the video encoding method is the H.264/AVC, encoding may be executed thereon, including the 3D/2 type information and the 3D method type information mentioned above in the addition information (e.g., supplement enhancement information) area, which is included in an access unit.

[0431] In this manner, with transmitting the information indicating the type of the 3D video/2D video and the information indicating the type of the 3D method, on an encoding layer within the ES, there is an effect of enabling to identify the video upon basis of a frame (or, picture) unit.

[0432] In this case, since the identification mentioned above can be made by using a unit shorter than that when storing it in the PMT (Program Map Table), it is possible to improve or increase a speed of the receiver responding to the exchanging between the 3D video/2D video in the video to be transmitted, and also to suppress noises, much more, which can be generated when exchanging between the 3D video/2D video.

[0433] Also, when storing the information mentioned above on the video encoding layer to be encoded, together with the video, when encoding the video, but without disposing the 3D program details descriptor mentioned above on the PMT (Program Map Table), the broadcast station side may be constructed, for example, only the encode portion 12 in the transmitting apparatus 1 shown in FIG. 2 is renewed to be enabled with a 2D/3D mixed broadcasting; there is no necessity of chaining the structure of the PMT (Program Map Table) to be added in the management information supply portion 16, and therefore it is possible to start the 2D/3D mixed broadcasting with a lower cost.

[0434] However, if 3D related information (in particular, the information for identifying 3D/2D), such as, the “3d_3d_type” (type of 3D/2D) information and/or the “3d_method type” (type of the 3D method) information, for example, is not stored within the predetermined area or region, such as, the user data area and/or the additional information area, etc., which is/are to be encoded together with the video when encoding the video, the receiver may be constructed in such a manner that it determines said video is the 2D video. In this case, for the broadcasting station, it is also possible to omit storing of those information when it processes the encoding, and therefore enabling to reduce a number of the processes in broadcasting.

[0435] In the explanation in the above, as an example of disposing or arranging the identification information for identifying the 3D video, upon basis of the program (the event) unit or the service unit, the explanation was given on the example of including it within the program information, such as, the component descriptor, the component group descriptor, the service descriptor, and the service list descriptor, etc., or the example of newly providing the 3D program details descriptor. Also, those descriptors are explained to be transmitted, being included in the table(s), such as, PMT, EIT [schedule basic/schedule extended/present/following], NIT, and SDT, etc.

[0436] Herein, as a further other example, explanation will be given on an example of disposing the identification information of the 3D program (the event) in the content descriptor shown in FIG. 54.

[0437] FIG. 54 shows an example of the structure of the content descriptor, as one of the program information. This descriptor is disposed in the EIT. In the content descriptor can
be described the information indicative of program characteristics, other than genre information of the event (the program).

[0438] The structure or configuration of the content descriptor is as follows. "descriptor_tag" is a field of 8 bits for identifying the descriptor itself, in which a value "0x54" is described so that this descriptor can be identified as the content descriptor. "descriptor_length" is a field of 8 bits, in which a size of this descriptor is described.

[0439] "content_nibble_level_1" (genre 1) is a field of 4 bits, and this presents a first stage grouping or classification of the content identification. In more details, there is described a large group of the program genre. When indicating the program characteristics, "0x11" is designated.

[0440] "content_nibble_level_2" (genre 2) is a field of 4 bits, and this presents a second stage grouping or classification of the content identification, in more details thereof comparing to the "content_nibble_level_1" (genre 1). In more details, a middle grouping of the program genre is described therein. When the "content_nibble_level_E", a sort or type of a program characteristic code table.

[0441] "user_nibble" (user genre) is a field of 4 bits, in which the program characteristics are described only when "content_nibble_level_1"="0xE". In other cases, it should be "0xFF" (not-defined). As is shown in FIG. 54, the field of 4 bits of the "user_nibble" can be disposed by two (2) pieces thereof, and upon combination of the values of two (2) pieces of "user_nibble" (hereinafter, bits disposed in front being called "first user_nibble" bits, while bits disposed in the rear "second user_nibble") bits, it is possible to define the program characteristics.

[0442] The receiver receiving that content descriptor determines that said described is the content descriptor when the "descriptor_tag" is "0x54". Also, upon the "descriptor_length" it can decide an end of the data, which is described within this descriptor. Further, it determines the description, being equal to or shorter than the length presented by the "descriptor_length", to be valid, while neglecting a portion exceeding that, and thereby executing the process.

[0443] Also, the receiver determines "content_nibble_level_1" if the value thereof is "0x1F" or not, and determines as the large group of the program genre, when it is not "0x1F". When being "0x1F", determination is not made that it is the genre, and the program characteristics is designated by the "user_nibble" following thereof.

[0444] The receiver determines the "content_nibble_level_2" to be the middle group of the program genre when the value of the "content_nibble_level_1" mentioned above is not "0x1F", and uses it in searching, displaying, etc., together with the large group of the program genre. When the "content_nibble_level_1" mentioned above is "0x1F", the receiver determines it indicates the sort of the program characteristic code table, which is defined upon the combination of the "first user_nibble" bits and the "second user_nibble" bits.

[0445] The receiver determines the bits to be that indicating the program characteristics upon the basis of the "first user_nibble" bits and the "second user_nibble" bits, when the "content_nibble_level_1" mentioned above is "0x1F". In case where the value of the "content_nibble_level_1" is "0x1F", they are neglected even if any value is inserted in the "first user_nibble" bits and the "second user_nibble" bits.

[0446] Therefore, the broadcasting station can transmit the genre information of a target event (the program) to the receiver, by using combination of the value of "content_nibble_level_1" and the value of "content_nibble_level_2", in case where it does not set the "content_nibble_level_1" to "0xF".

[0447] Herein, explanation will be given on the case, for example, as is shown in FIG. 55, wherein the large group of the program genre is defined as "news/reporting" when the value of "content_nibble_level_1" is "0x0", further defined as "weather" when the value of "content_nibble_level_1" is "0x0" and the value of "content_nibble_level_2" is "0x1", and defined as "special program/document" when the value of "content_nibble_level_1" is "0x0" and the value of "content_nibble_level_2" is "0x2", and the large group of the program genre is defined as "sports" when the value of "content_nibble_level_1" is "0x1", further defined as "baseball" when the value of "content_nibble_level_1" is "0x1" and the value of "content_nibble_level_2" is "0x1", and is defined as "soccer" when the value of "content_nibble_level_1" is "0x1" and the value of "content_nibble_level_2" is "0x2", respectively.

[0448] In this case, for the receiver, it is possible to determine the large group of the program genre, if being "news/reporting" or "sports", depending on the value of "content_nibble_level_1", and upon basis of the combination of the value of "content_nibble_level_1" and the value of "content_nibble_level_2", it is possible to determine the middle group of the program genre, i.e., down to program genres lower than the large group of the program genre, such as, "news/reporting" or "sports", etc.

[0449] However, for the purpose of achieving that determining process, in the memory portion equipped with the receiver may be memorized genre code table information for showing a corresponding relationship between the combination of the values of "content_nibble_level_1" and "content_nibble_level_2", and the program genre, in advance.

[0450] Herein, explanation will be given on a case when transmitting the program characteristic information in relation to the 3D program of the target event (the program) with using that content descriptor. Hereinafter, the explanation will be given on the case where the identification information of the 3D program is transmitted as the program characteristics, but not the program genre.

[0451] Firstly, when transmitting the program characteristic information in relation to the 3D program with using the content descriptor, the broadcasting station transmits the content descriptor with setting the value of "content_nibble_level_1" to "0x0". With doing this, the receiver can determine that the information transmitted by that descriptor is not the genre information of the target event (the program), but the program characteristic information of the target event (the program). Also, with this, it is possible to determine that the "first user_nibble" bits and the "second user_nibble" bits, which are described in the content descriptor, indicate the program characteristic information by the combination thereof.

[0452] Herein, explanation will be given on the case, for example, as is shown in FIG. 56, wherein the program characteristic information of the target event (the program), which that content descriptor transmits, is defined as "program characteristic information relating to 3D program" when the value of "first user_nibble" bits is "0x3", the program characteristics are defined as "no 3D video is included in target event (program)" when the value of "first user_nibble" bits is "0x3" and the value of "second user_nibble" bits is "0x0", the pro-
program characteristics are defined as "video of target event (program) is 3D video" when the value of "first user nibble" bits is "0x3" and the value of "second user nibble" bits is "0x1", and the program characteristics are defined as "3D video and 2D video are included in target event (program)" when the value of "first user nibble" bits is "0x3" and the value of "second user nibble" bits is "0x2", respectively.

In this case, the receiver can also receive the program characteristics relating to the 3D program of the target event (the program), based on the combination of the value of "first user nibble" bits and the value of "second user nibble" bits; therefore, the receiver receiving the EIT, including that content descriptor therein, can display an explanation on the electronic program table (EPT) display, in relation to program(s), which will be received in future or is received at present, that "no 3D video is included" therein, or that said program is "3D video program", or that "3D video and 2D video are included" in said program, or alternately display a diagram for indicating that fact.

Also, the receiver receiving the EIT, including that content descriptor therein, is able to make a search on the program(s) including no 3D video therein, a program(s) including the 3D video therein, and a program(s) including the 3D video and 2D program therein, etc., and thereby to display a list of said program(s), etc.

However, for the purpose of achieving that determining processing, in the memory portion equipped with the receiver may be memorized the program characteristic code table information for showing a corresponding relationship between the combination of the value of "first user nibble" bits and the value of "second user nibble" bits and also the program characteristics, in advance.

Also, as another example of definition of the program characteristic information in relation to the 3D program, an explanation will be given on a case, for example, as is shown in FIG. 57, wherein the program characteristic information of the target event (the program), which that content descriptor transmits, is determined as "program characteristic information relating to 3D program" when the value of "first user nibble" bits is "0x3", and further the program characteristics are defined as "no 3D video is included in target event (program)" when the value of the "first user nibble" bits is "0x3" and the value of the "second user nibble" bits is "0x0", the program characteristics are defined as "3D video is included in target event (program), and 3D transmission method is Side-by-Side method" when the value of the "first user nibble" bits is "0x3" and the value of the "second user nibble" bits is "0x1", the program characteristics are defined as "3D video is included in target event (program), and 3D transmission method is Top-and-Bottom method" when the value of the "first user nibble" bits is "0x3" and the value of the "second user nibble" bits is "0x2", and the program characteristics are defined as "3D video is included in target event (program), and 3D transmission method is 3D 2-viewsports separate ES transmission method" when the value of the "first user nibble" bits is "0x3" and the value of the "second user nibble" bits is "0x3", respectively.

In this case, the receiver, it is possible to determine the program characteristics relating to the 3D program of the target event (the program), based on the combination of the value of "first user nibble" bits and the value of "second user nibble" bits, not only if the 3D video is included or not, in the target event (the program), but also to determine the 3D transmission method when the 3D video is included therein. If memorizing the information of the 3D transmission methods, with which the transmitter is enabled (e.g., 3D reproducible), in the memory portion equipped with the receiver, in advance, the receiver can display an explanation on the electronic program table (EPT) display, in relation to the program(s), which will be received in future or is received at present, that "no 3D video is included", or that "3D video is included, and can be reproduced in 3D on this receiver" or that "3D video is included, but cannot be reproduced in 3D on this receiver", or alternately display a diagram for indicating that fact.

Also, in the example mentioned above, although the program characteristics, when the "first user nibble" bits is "0x3" and the value of the "second user nibble" bits is "0x3", are defined as "3D video is included in target event (program), and 3D transmission method is 3D 2-viewsports separate ES transmission method"; however, there may be prepared values of the "second user nibble" bits for each detailed combination of the streams of "3D 2-viewsports separate ES transmission method", as is shown in FIG. 47. With doing so, for the receiver, it is possible to make further detailed identification thereof.

Or, the information of the 3D transmission method of the target event (the program) may be displayed.

Also, the receiver receiving the EIT, including that content descriptor therein, is able to make a search on the program(s) including no 3D video therein, a program(s) including the 3D video therein, and a program(s) including the 3D video and 2D program therein, etc., and thereby to display a list of said program(s), etc.

Also, it is possible to make a program search on each 3D transmission method, in relation to the program(s) including the 3D video therein, and thereby also enabling a list display for each 3D transmission method. However, the program search on the program, including the 3D video therein but unable to be reproduced on the present receiver, and/or the program search for each 3D transmission method are/is effective, for example, when it is reproducible on other 3D video program reproducing equipment, which the user has, even if it cannot be reproduced in 3D on the present receiver. This is because, even with the program including therein the 3D video, being irreproducible in 3D on the present receiver, if outputting that program, from the video output portion of the present receiver to the other 3D video program reproducing equipment, in the transport stream thereof as it is, the program of that transport stream format received can be reproduced in 3D, also, on that 3D video program reproducing equipment, or alternately, if the present receiver has a recording portion for recording the content into a removable medium, and if recording that program into the removable medium, then the above-mentioned program recorded in that removable medium can be reproduced in 3D on the 3D video program reproducing equipment mentioned above.

However, for the purpose of achieving that determining processing, in the memory portion equipped with the receiver may be memorized the program characteristic code table information for showing a corresponding relationship between the combination of the value of "first user nibble" bits and the value of "second user nibble" bits, and also the information of the 3D transmission methods, with which the receiver is enabled (reproducible in 3D), in advance.

An example of the operations of the receiving apparatus, for recording the information, if the video data to be recorded is the 3D or not, in addition thereto, when recording the broadcast data into the recording medium 26 by the record/reproduce portion 27, by referring to the drawings, FIGS. 58A and 58B in and following thereof.
FIGS. 58A and 58B show an internal block diagram of the recording/reproducing portion 27. In the multiplex/demultiplex portion 29 is selected a partial TS (or a full TS) to be recorded, and into the record/reproduce portion 27 is input the stream to be recorded. Also, multiplex/demultiplex portion 29 divides or demultiplexes the program information, such as, the EIT included in the broadcast stream, etc., thereby obtaining them. Among the program information obtained, recorded program information, which may be needed in display of a reproduction list, etc., is collected, and this data is also input therein.

In FIG. 58A, the stream divided in the multiplex/demultiplex portion is input into a demultiplexer 5801 and an information obtain portion 5802. In the demultiplexer 5801, the information is analyzed down to the ES level, and thereby obtains the 3D/2D identifier, which is written in the User Data area thereof, for example. The information obtained is transmitted to a program information manage portion 5806 through the CPU 21, to be recorded together with other program information. In the information obtain portion 5802 is obtained the information, which can be obtained on the TS level. For example, there is produced a position information for reading out the data, which is necessary when executing reproduction of the recorded program, in particular, the special reproduction (may be called “clip information”), and the details thereof will be mentioned later.

Next, in an encode portion 5803 is encoded the stream data, from a viewpoint of security thereof. An encoding method may be a unique or original one, or may be a method determined in accordance with any regulation. The data completed in encoding thereof is delivered to a file system 5804. In the file system 5804 is executed recording into the recording medium 26 in a unique or original format or predetermined one.

When executing the recording or reading out, processing is conducted on the data through a recording medium control portion 5805. Also, in relation to the program information mentioned previously, the program information manage portion 5806 receives it, so as to adjust it into data of a predetermined format. The program information completed is transmitted to the file system 5804, to be written into the recording medium 26.

A reference numeral depicts a common bus, which is connected with, continuing from the common bus 22, and it controls the signals between the CPU 21 and each block.

Timing to execute recording of the program information may be sufficient to be the timing, which the information seems to be fixed or decided, and there can be listed up the examples; for example, 10 seconds after starting the recording, or after all of the recording is completed, etc. Also, the demultiplexer 5801 may be stopped the operation thereof at the timing when the 2D/3D information seems to be decided.

FIG. 583 shows a variation of that shown in FIG. 58A, wherein the stream data selected in the multiplex/demultiplex portion 27 is inputted into the demultiplexer 5801. In the information obtain portion 5802, it is possible to obtain the 2D/3D information on the ES level from demuxed data. In a remux portion, it is reconstructed into the partial TS, and the recording thereafter is executed in the similar manner to that shown in FIG. 58A.

For example, a format conversion (being called, also “trans-code”) of the video signal/audio signal or a bit rate conversion (e.g., trans-rate) may be made between the demux and the remux. When executing the trans-code of the video signal, it is necessary to produce a flag indicating the 2D/3D format, depending on that, appropriately, so as to record it. An example of a method for reserving the 3D/2D information in the recording medium 26 will be shown, by referring to FIGS. 59 and 60. FIG. 59 shows an example of the structures of a folder and/or a file when it is recorded. In an entire information file is recorded information, such as, how many numbers of files are recorded, and recording positions and data sizes of management data of those (being called, also “program information file”), for example. In the case where the thumbnail file is recorded, such as, a number of pieces of all menu thumbnail pictures recorded, picture data to be used in the menu screen of displaying a list of the programs recorded and/or recording position information for reading out those picture data, etc.

In a chapter thumbnail file is recorded a number of pieces of thumbnail pictures recorded for use in a chapter, picture data to be displayed when displaying a list of chapter information, which will be mentioned later, for each recorded program, and/or recording position information for reading out those picture data, etc.

In FIG. 59 are shown examples of the folder and file configurations, each of which records a corresponding program information file (e.g., program information N), recording position of the video/audio data and a clip information file (e.g., clip information N) for binding a reproduction time, for each recorded program file (e.g., a program N (‘N’ is a natural number equal to or greater than ‘1’)) including the video/audio data therein, within a one folder separated respectively.

In this case, for example, when recording a further new program, then a program 3 file is produced in a directory equal to or lower than a playlist directory, a program information 3 file is produced in a directory equal to or lower than a clip information directory, and a clip information 3 file is produced in a directory equal to or lower than a clip information directory, for example. In case where an edition of data is allowed to the user, it is enough to record the information of plural numbers of the recorded program files into one (1) program information file or one (1) clip information file, or to record a certain part of the recorded program files therein.

For example, when the program information 1 presents the combination of information corresponding to the entire program 1 and a part of the program 2, it is possible to show those to the user as a one (1) reproduced program.

Also, when deleting the program data, which was already recorded, for example, when an instruction to edit is made by the user is to delete the content by a unit of the program information, then the program information file corresponding to that is deleted, and a search is made on whether it is referred only to that program information file or not, for all of the recorded program files (e.g., the program), which are associated with, thereby to delete it if referring to only the corresponding program file, but not delete if referring to the program information file(s) other than that.

Doing in this manner maintains a condition of coordinating or adjusting in the reference or association thereof, between the program information file and the recorded program file. With the menu thumbnail file and the chapter thumbnail file, the references therebetweents may be confirmed, in the similar manner, so as to maintain the condition coordinated or adjusted. Also, the entire information is
revised, appropriately, every time when data alternation is made within the same directory (e.g., within an AV directory shown in FIG. 59), so as to maintain the condition coordinated.

[0480] Examples of the data structure or configuration in an inside of the program information file, and of adding the 3D/2D determination information thereto are shown, by referring to FIG. 60.

[0481] Into program-common information is recorded, for example, the information to be held, not depending on a program referred to. “character set” designates, for example, a language code to record the following informing therein. “reproduction protect flag” means, when the value thereof is “1”, for example, that there is a restriction, such as, reproduction cannot be made if the user inputs a PIN code. When the value is “0”, it is assumed that there is no restriction and reproduction can be made.

[0482] When “write-in protect flag” is “1” in the value thereof, for example, it means that the user cannot make an edition and/or deletion. When the value is “0”, the user can make an operation of the edition/deletion, freely. The write-in protect flag may be settable by the user, with provision of an OSD (interface), such as, a setup menu, etc.

[0483] “non-reproduced flag” indicates that it is never reproduced by the user, yet, after recording thereof, if the value thereof is “1”, for example. If the value is “0”, it indicates that the reproduction is made at least once. “edition flag” means that no edition process is made ever, after recording thereof, such as, partial deletion and/or division/combining, for example, if the value thereof is “1”. If the value is “0”, it means that any kind of edition was made by the user.

[0484] “time zone” indicates a time zone of a land, for example, where this program information is recorded. “recording date/time” indicates a date and time, for example, when this program information is recorded. “reproduction time” indicates a total value by a unit of time, for example, recording time of each program, to which this program information is referred.

[0485] In “maker ID” is registered, for example, a numerical value, presenting an equipment manufacturing company, which is determined, uniquely and separately, when producing this program information. In “maker model code” is registered, for example, a model number of equipment, which is uniquely determined by the equipment manufacturing company, separately, when this program information is produced. In “broadcasting station number” is recorded, for example, that broadcasting station number when the program recorded is the data that is received on the air.

[0486] In “broadcasting station name” is recorded, for example, that broadcasting station name when the program recorded is the data that is received on the air. In “program name” is reserved, for example, a program title name of the program recorded. The program name may be edible by the user, freely, even after being recorded. In “program details” is reserved, for example, detailed information for presenting the content of the program recorded. For example, the cast of the program, which is included in the SI/PSI, or the program content, in which a brief explanation of story thereof is described, may be recorded as it is.

[0487] Into a reserve area or region of the program-common information is added the 3D/2D identification information. This means, for example, when the value is “1” upon one (1) bit information, that there is at least one (1) program including the 3D video signal therein, among the programs relating to the present playlist, and when the value is “0”, that no 3D video signal is included in the program relating thereto. In this case, no inquire is made of the 3D method of the 3D video signal.

[0488] If recording the information herein, it is possible to inform the user of whether the 3D video is included or not, within a certain program, for example, by referring to this information when she/he displays the list of the program(s) recorded.

[0489] In “program information” is recorded, for example, “play item number”. This “play item” means, for example, one (1) program, to which this program information is related or associated. Thus, the play item and the program are related or associated with, one by one (1:1). Accordingly, the “play item number” means a number of program(s), with which this program information is related or associated.

[0490] “play item information” is held by the number of pieces same to that of the number of the “play item”, and in an inside thereof is recorded the information unique to each program corresponding thereto. In “clip information fine name” is held a name of the clip information file corresponding thereto. “codec identification information” indicates an encoding method of the video/audio data of the program corresponding thereto. It is, for example, MPEG 2 or H.264, if being the video, or if being the audio, the audio encoding method, such as, MPEG 2-AC3 or MP3, or MPEG 1-Layer 2, etc.

[0491] “start time” indicates the starting position of the program corresponding, to which the position indicated by this “play item information” corresponds. A value to be designated may be recorded by time information, such as, PTS/DTS, etc. “end time” indicates the ending portion of the program, to which the position indicated by this “play item information” corresponds. A value to be designated thereto may be recorded by time information, such as PTS/DTS, etc.

[0492] In the example shown in FIG. 60, although only one play item information is described, however in case where there are plural numbers of programs related or associated therewith, plural numbers of the play item information are recorded, in the similar manner.

[0493] As a representative example thereof, though there is shown the example of adding the 3D/2D identification information into the program-common information, in FIG. 60; however, in case where there is provided the “reserve area” in the play item information, the 3D/2D identification information may be added therein, or may be recorded in both. For example, if being the information of 1 bit and having “1” in the value thereof, it indicates that the 3D video signal is included in that program, but if the value is “0”, it is indicated that no 3D video signal is included in that program. Recording it herein enables a management by a detailed unit much more. However, for the purpose of adding the 3D/2D identification information, it may be added into a vacant area or region for registering the information, within an area or region where the information for indicating the characteristics of the video signals, such as, codec, etc., are integrated.

[0494] In “chapter information” is recorded a number of pieces of “mark information” for indicating how many chapter(s) (may be called “chapter mark” or simply “mark”) is/are setup in the play list corresponding to this program information. In “mark information” is recorded one information, by each, as time information for uniquely identifying where that mark exists among the program files, for example, combining the information of a number of times of renewal of PTS and/or
STC, etc., therewith. For example, when a chapter is added in the program corresponding thereto through the user's operation of the function of registering the chapter automatically, the “mark information” is increased by one (1).

[0495] “mark invalid flag” means, when the value thereof is “1”, that said chapter is invalid, for example, it is not displayed even to the user. If the value is “0”, it means that said chapter is valid, and that the display thereof is also made. “mark type” means a type of the mark. It may be a mark for indicating a resume position or a mark for indicating a chapter portion, etc.

[0496] Assuming that a manufacturer of the receiving apparatus is also able to set the type, arbitrarily, it is possible to make an arbitrary classification, such as, a mark for indicating a chapter position indicative of separation between a main program and CM, a mark for indicating the chapter position, which is set up through the user operation, for example. In “maker ID” is registered a numerical value, presenting an equipment manufacturing company, which is determined, uniquely and separately, when producing that mark.

[0497] In “play item ID” is held an ID of the play item information corresponding thereto. “mark time” indicates a position on a program corresponding to this “mark information”. “entry ES PID” indicates to which ES the mark information is directed, among the programs corresponding thereto.

[0498] With this, it is possible to specify the target, uniquely, even if there are plural numbers of video ES on the corresponding program. “thumbnail reference”, though not shown in the present figure, but stores therein an ID for identifying that file, when holding a file of thumbnail still picture(s) located at the position of each mark.

[0499] “mark name” holds therein information when a name is given to the corresponding mark. In the example shown in FIG. 60, although only one mark information is described, but plural numbers of mark information may be recorded therein, in the similar manner, in case where there are plural numbers of marks, which are produced through the user operation, or produced automatically by program within the recording/reproducing device.

[0500] As was shown in the embodiment mentioned above, by recording the 3D/2D identification information in a place, which was used as the reserve area for the information recorded up to then, there an be obtained an effect of not causing an error, in the conventional apparatus, which cannot recognize the 3D information. Also, in case of recording it in the data format, different from that of the present embodiment, there can be obtained the similar effect, by using the reserve area or region.

[0501] Also, looking down to the information of the video ES level by the demultiplexer 5801 enables to grasp exchanging between 2D/3D by a unit of frame. With using this, if storing the position of the exchanging between 2D/3D as the mark information, for the receiving apparatus, it is possible to manage the position of the exchanging, more strictly, therefore there can be obtained an advantage that, for example, it is possible to control the timing, more accurately, when displaying a message for suggesting the user to wear the glasses when reproducing, as was mentioned above. The mark type may be held as a type (class) for indicating the exchange between 2D/3D.

[0502] The clip information file to be recorded in the clip information directory is a file corresponding to the program file, for example, one by one (1:1), and the data position information of the corresponding program file is recorded. For example, in the information obtain portion 5802, detection is made on a packet, in which the “1” picture top data of the stream to be recorded is included, and on the time information (for example, PTS thereof) and, in the file system 5804, they are recorded in the clip information file, as the data of format enabling to determine the top data position of the “1” picture, for example, combining the number of the packets from the top of the program and the time information.

[0503] Recording of this information enable a control, such as, not reading out all data, but reading out only data of the necessary “1” picture to display, when starting the reproduction or fast-forward/rewind reproduction from the position of an arbitrary “1” picture during the reproduction, etc.

[0504] Or alternately, when the “1” picture position cannot be detected in the information obtain portion 5802, for example, data obtained by combining a certain data size and time information (for example, PCR or PTS) may be recorded in the clip information file. With this, although not possible to obtain such a correct control as when recording the “1” picture position, it is possible to achieve starting of the reproduction from the display position recorded, or a special reproduction with an aid of partial display, in the similar manner.

[0505] In the embodiment explained in the above, although the recorded program file including the program information and the video/audio data therein, and the program information file and the clip information file are provided within the folders separated, but as a variation thereof, they may be recorded in a same folder, or the program information folder may be attached to the recorded program file in the form of stream directory.

[0506] Also, the data configuration within the program information file should not be limited to the example shown in FIG. 60; however it is enough that all of the files can be recorded in a certain format and information can be read out therefrom regularly when reproducing, and thereby the similar effect can be obtained.

[0507] In the example of the data configuration, which was explained in the above, description is made on only representative members; however there can be also considered to have a member other than this, to combine plural numbers of members, or to divide one (1) member into plural numbers of members.

[0508] FIG. 61 shows an example of a sequence for determining if the program to be recorded is a program or not, including such a 3D display video of SBS method, for example. In S6101, the multiplex/demultiplex portion 59 obtains an identifier for determining 3D/2D on such PSI or SI information as shown in FIG. 7. 10A or 56, from the stream to be recorded, and transmits it as data to the CPU 21, and then advances the process to S6102.

[0509] In S6102, the CPU 21 determines if there is the information or not, indicating 3D/2D in the information obtained. As a result of determination, if there is the identifier (e.g., if “Yes”), the process is shifted to S6103, on the other hand if nothing (e.g., if “No”) to S6104.

[0510] In S6103, the CPU 21 determines if the information obtained indicates the 3D program or not, and if it is the 3D program (e.g., if “Yes”), it advances to S6104, while if indicating the 2D program (e.g., if “No”) to S6105.

[0511] In S6104, an instruction is given from the CPU 21 to the program information management portion 5806, so that
"3D" is recorded into the program information in accordance with such regulated format as shown in FIG. 60, for example, and the process is completed.

[0512] In S6105, an instruction is given from the CPU 21 to the program information management portion 5806, so that "2D" is recorded into the program information in accordance with such regulated format as shown in FIG. 60, for example, and the process is completed.

[0513] FIG. 62 shows an example of another sequence for determining if the program is the 3D program or not. In S6201, the demultiplexer 5801 obtains the 3D identification information (for example, information in User Data of MPEG 2 video, or Frame Packing Arrangement SEI information of H.264 video) existing within the video ES or the stream to be recorded, to transmit it to the CPU 21, and advances the process to S6202.

[0514] In S6202, the CPU 21 determines of the information obtained is the 3D program or not, and if the information obtained indicates the 3D program (e.g., if "Yes"), it advances to S6104, or if it indicates the 2D program (e.g., if "No"), it advances to S6105.

[0515] In S6104, an instruction is given from the CPU 21 to the program information management portion 5806, so that "3D" is described in the program information in accordance with such regulated format as shown in FIG. 60, for example, and the process is completed. In S6105, an instruction is given from the CPU 21 to the program information management portion 5806, so that "2D" is described in the program information in accordance with such regulated format as shown in FIG. 60, for example, and the process is completed.

[0516] The information to be recorded in PSI or SI and the information to be recorded in "user_nibble" can exist within one (1) stream, at the same time. FIG. 63 shows an example of a sequence for determining if the program is the 3D program or not with using both of that information.

[0517] In S6010, the multiplexer/demultiplexer portion 29 obtains an identifier for determining 3D/2D on such PSI or SI information as shown in FIG. 7 or 10A, from the stream to be recorded, and transmits as data to the CPU 21, and then advances the process to S6301.

[0518] In S6021, the demultiplexer 5801 obtains such information as is described in the "user_nibble" shown in FIG. 56, to transmit it to the CPU 21, and advances the process to S6301.

[0519] In S6301, the CPU 21 determines if the stream to be recorded is the 3D or not, from two (2) pieces of information obtained, and if both information indicate 3D, it advances the process to S6104, on the other hand if either one information indicates 2D, it advances to S6105.

[0520] In S6104, an instruction is given from the CPU 21 to the program information management portion 5806, so that "3D" is recorded into the program information in accordance with such regulated format as shown in FIG. 60, for example, and the process is completed.

[0521] In S6105, an instruction is given from the CPU 21 to the program information management portion 5806, so that "2D" is recorded into the program information in accordance with such regulated format as shown in FIG. 60, for example, and the process is completed.

[0522] Although timings when executing the processes shown in FIGS. 61 to 63 are arbitrary, for example, in case where recording is programmed from a top of a certain program, the receiving apparatus 4 may record the program information attached therewith, responding to the timing when an establishing of recording (i.e., it means that the data is reserved into the recording medium 26) is settled, or may record the value, which is obtained after an elapse of certain time-period after when the recording is started. If it is a system recording one of the broadcasting programs in one (1) recording file, by each, the program information may be recorded after an elapse of certain time-period (for example, 10 seconds later) from detection of exchange of the broadcast program, etc.

[0523] The time-period from when determining 3D of the program to be recorded up to when actually recording the program information into the recording medium 26 by the CPU 21 may have an arbitrary time difference, for example, while obtaining and analyzing the information after elapsing a certain time-period from when the recording starts, the program information may be recorded into the recording medium 26 at the timing of completion of the recording.

[0524] FIG. 64A shows an example of adding method identification information of the 3D broadcasting, further to the example of the data configuration in an inside of the program information file shown in FIG. 60. "3D/2D identification information" and "3D method identification information" are added, where there is sufficient "reserve area" within the program-common information.

[0525] In this figure, apart(s), such as, the chapter information, for example, where no change is made, is/are omitted from displaying thereof. An example of bit-strings of "3D method identification information" and meanings presented by them is shown in FIG. 64B. If the bit value is "0x00", the corresponding program includes the 3D video signal of "Side-by-Side" method. If the bit value is "0x01", the corresponding program includes the 3D video signal of "Top-and-Bottom" method. If the bit value is "0x02", the corresponding program includes the 3D video signal of the frame sequential method. "0x03" is reserved for future extension.

[0526] With this, the receiving apparatus 4 is able to display the information, when recording plural numbers of 3D broadcasts different in the methods thereof upon receipt thereof, and also is able to reproduce them through an appropriate selection of the 3D display method when reproducing.

[0527] The sequence for obtaining the information when recording is similar to that of the example, which is shown in FIGS. 61 to 63; i.e., it is enough to record the 3D method identification information when recording the program information into the recording medium 26. With this, it is possible to provide the user, also the 3D method(s) together with, when displaying the list of the program(s) recorded. In case where there is no necessity of providing the 3D method, there may be displayed only that it contains the 3D video.

[0528] Also, the "3D/2D identification information" and the "3D method identification information" may be recorded in the "reserve area" within the play item information. With this, it is also possible to provide the user, the 3D method by more detailed unit thereof.

[0529] As further different variation, the "3D/2D identification information" may be recorded within the program-common information, while the "3D method identification information" within the play item information. With doing in this manner, it is possible to provide the user if the 3D video signal is contained or not, only by referring to the program-common information for her/him.

[0530] In FIG. 64, although there is shown the example of recording the "3D/2D identification information" and the "3D method identification information", separately, however
those may be combined into one (1) piece of information, such as, "3D identification information". For example, the bit value may be defined as follows: if the bit value of this information is "0x00", the corresponding program does not contain the 3D video signal therein; if being "0x01", the corresponding program contains the 3D video signal of the "Side-by-Side" method; if the bit value is "0x02", the corresponding program contains the 3D video signal of the "Top-and-Bottom" method; and if the bit value is "0x03", the corresponding program contains the 3D video signal of the frame sequential method, and also even in the case of using the 3D display other than the method(s) mentioned in the present embodiment, if they are defined, one by one, with assigning sufficient bits thereto, it is possible to obtain the similar effect to that of the embodiment mentioned above.

[0531] Example of Process for Displaying Information when Reproducing

[0532] As was explained in the above, if a 3D determination information is included in the program information, which is recorded in the recording medium 26, there can be obtained such an effect as will be mentioned below when reproducing.

[0533] FIG. 65 shows an example of a screen display when displaying a list of the program data, which is recorded in the recording medium 26. A reference numeral 6501 depicts a display for displaying 6502 depicts an area or region wherein a tag is displayed, indicating, recording data of which recording medium is displayed at present, for example, when the receiving apparatus is connectable with plural numbers of recoding media. 6503 depicts an area or region wherein a type information tag is displayed, which is selected by the user when he/she wishes to display the programs classified.

[0534] For example, when selection is made on a tab "not-viewed/listened" with using an up/down key of the remote controller, then in the display area 6504 is displayed only a program(s) corresponding thereto, which is/are never reproduced yet after being recorded. The tab displayed on this hierarchy may be displayed covering over plural numbers of the hierarchies. For example, when selecting "genre", it is possible to align the genre tabs, such as, "drama", "news" and "animation", with providing a tab display area one more in the area 6503.

[0535] For example, when the user selects "drama" among those, only the drama program(s) corresponding thereto is/are displayed in the display area 6504. For that purpose, there is necessity that the genre information is recorded in the program information. The area 6504 is an area for displaying the list of data of the recorded program(s) fitting to the classification selected by 6503. The user makes an operation, such as, selecting a program, which she/he wishes to reproduce, among from the program(s) displayed here.

[0536] If there are programs recorded, in a number of pieces equal to or greater than that acceptable on one screen (e.g., 5 pieces in the this example), they are displayed covering over plural numbers of pages. A scroll bar may be displayed in the horizontal direction. Although the information to be displayed within one data of the recorded program is arbitrary, but there are displayed, for example, a thumbnail picture, date and time when recoding is made, a program name, a recording mode when recording, etc. The thumbnail picture may be a still picture or a moving picture. A reference numeral 6505 depicts a guide display area for displaying a brief explanation of operations and/or contents of operations available on the remote controller to the user.

[0537] FIG. 65 shows an example of displaying a mark (also, may be called "icon") to the 3D program, for indicating that, by referring to the 3D determination information of the program information, when displaying the list of all the programs recorded in the recording medium 26. A program D and a program E are the 3D programs, but other than those are the 2D programs, therefore no display is made thereon.

[0538] With this, there can be obtained an effect that the user can find the 3D program(s) easily. Of course, not referring to the display with an aid of the icon, but there may be displayed a character string for indicating the 3D program, adding to the program title. Or, similarly, to the 2D program may be displayed a mark for indicating to be 2D. In that instance, display colors thereof may be changed so that the user can make distinction between them, further easily.

[0539] FIG. 65B shows an example when "3" is selected by a classification or type tab and there is displayed a list of the 3D programs, which are recorded in the recording medium 26. Such a display with applying the classification can be made also, by recoding the 3D determination information as the program information when recording. This can be achieved by means of the CPU 21, extracting only the 3D program to display, by referring to the 3D determination information of the program information for all the recorded programs.

[0540] With this, the user can find out the 3D program even from among, easily, if there are the recorded programs in a large number thereof. In the present example, although the mark for indicating to be the 3D program is displayed for each program in the list display area 6504, however since it is apparent that the 3D program(s) is/are displayed in the type tab area 6503, this mark may not be displayed.

[0541] The information shown in the display area 6504 should not be limited to the content as shown in FIG. 65. Thus, an order of displaying each of information, such as, the program names and/or the program recording times, etc., may be different from this example, and also as the information to be displayed, other than this example, information delivered from the program information may be displayed, for example, a mark for indicating the condition of not-viewed/listened and/or a mark for indicating that the chapter is registered, etc.

[0542] FIG. 66 shows an example of a list display differing in the method of displaying the programs in the list display area 6504 for each program. Although the display content for each program is simplified, a large number of the programs can be displayed one time. In this display example, too, the user can distinguish the 3D program, easily, if displaying the mark indicating the 3D program together with.

[0543] Also, in case where the program information is recorded, being combined with the 3D method identification information, as is shown in FIG. 67, the 3D method may be displayed when displaying the list. With displaying the marks catching the characteristics, such as, "Sid-by-Side", "Top-and-Bottom" and "frame sequential", there can be obtained an effect that the user can understand, easily, which 3D method it is.

[0544] With this, the user can obtain an effect that she/he can understand, easily, which program is the 3D broadcasting, including the transmission method thereof. In FIG. 67, although there is shown the example of the case where "3D" is selected by the type tag; however, also when selecting "all" or other tab, similarly, the method type information may be displayed.
[0545] Also, as the operations when recording, in case where the 3D program is detected along the sequence shown in FIGS. 61 to 63, with recording the character data, such as, “[3D]”, for example, at the top of the program name of the program information, which the CPU 21 records within the program information management portion 5806, in the operation of 56104, there can be a further effect.

[0546] Regarding a character string to be added, the recording position and/or the content thereof does not matter with, as far as it can be seen that it is the 3D program, and it may be a character string, such as, “[3D]” or “(3D)”, or may be a character string, such as, “being broadcasted as 3D program” at the last of the program name, for example. If there is an upper limit in the number of characters, which can be recorded in the program name, and if the number exceeds the upper limit when the character string, such as, “[3D]” is added, then only such an amount of data sufficient to add the data of the characters at the end (for example, 4 full-size characters in this example) are deleted, and the character data “[3D]” is added at the top thereof.

[0547] FIGS. 68A and 68B show examples of a list screen of the recorded programs, which are displayed when executing the control in such a manner. Because the character strings are added to a program 1 and a program 4, being the 3D program, at the top of the program name thereof, there can be obtained an effect that it can be determined, which one of the programs is the 3D broadcasting, at a glance, only from the program name thereof. In this instance, such mark for indicating the 3D program, as shown in FIG. 65, may be displayed together with. Even in case where the display is made in a list display format, the similar effect can be obtained with doing the similar display.

[0548] If considering the case where the receiving apparatus has a detachable recording medium, and the recording medium detached can be used, being connected with other equipment, then with this control, there can be obtained an effect that the user can determines, which one of the programs is the 3D when the information of the recorded programs is displayed, by reading out the program names, even if the equipment connected with cannot read out the 3D determination information of the program information.

[0549] An example of the display of the recorded program list at this time is shown in FIG. 68B. In a display area of the recording medium information 6502 and a display area of the program list 6504, similarly in FIG. 68A, “[3D]” is shown for the program 1 and the program 4. With this, the user can determine the 3D program on the list, easily, even when she/he is using the equipment, which cannot read out the 3D determination information.

[0550] In the present example, although no “3D” tab is displayed in the type tab display area 6503, but since there is regularity in the top of the program name, it is possible to produce a tab, such as, “[3D]”, for example, by detecting this.

[0551] Since the thumbnail pictures of the list display format shown in FIGS. 65A and 65B is small in the sizes thereof and are the still pictures, therefore they may be produced/displayed in 2D even if being the thumbnails of the 3D programs. For example, in the case of the program having the video signal of the “Side-by-Side”, data is read out from the recording medium 26, so as to decode the video on the left-hand side in the video decode portion 30, and a picture expanded by 2 times in the horizontal direction is captured, so as to be converted into the still picture of JPEG format, etc., thereby to be reserved in the corresponding portion of the recording medium 26. Also, in the data of the previous program information is recorded that fact, thereby doing a renewal thereof.

[0552] Reproduction content, which can be obtained by connecting or linking all or a part of the plural numbers of recorded programs, is presented as a play list, and the list display, which is exemplarily shown in FIGS. 65A and 65B, is exchanged to the list display of the play list through pushing-down of a blue button of the remote controller device by the user.

[0553] FIG. 69 shows an example for displaying a content list of the play lists. In this case, a reference numeral 6504 is a list display area of the play list(s) already produced. Confirming the program information of the respective programs included in each play list, if at least one of the values of the 3D/2D identification information has the value meaning to include the 3D therein, the mark for indicating the 3D is displayed together with that play list, at the display point thereof.

[0554] With this, there can be obtained an effect that the user can grasp the stream including the 3D program therein at a glance. Further, the information of at which position the 2D/3D is exchanged among those play lists can be dealt with, by recording the mark as the chapter information mentioned previously.

[0555] In the method for displaying when the user selects the 3D from the type tags as shown in FIG. 69 or when displaying the play list after she/he pushes down a green button of the remote controller, the display similar to that shown in FIG. 65B or 66 is executed. Also, if displaying the play list upon basis of the 3D/2D identification information, when she/he edits or newly produces, there can be brought about an merit for the user, that she/he can confirm into which position the 3D program enters.

[0556] FIG. 70 shows an example of a screen display for producing the play list, by extracting or cutting out a program or a scene from the recorded programs, which are memorized in the recording medium 26. A reference numeral 7001 depicts a display area for program data, which should be a source for producing the play list, wherein a thumbnail picture is displayed upon a unit of program or a unit of chapter of each program.

[0557] It is so configured that the user can add a scene of her/his wish into the play list if the user selects the thumbnail picture of that scene. A reference numeral 7002 depicts an area, in which the contents of the play list under the condition of production are displayed, as a line of thumbnail pictures of the respective scenes. For example, the user selects a desired scene in the area 7001, through the lest and the right keys of the remote controller, etc., and next in the area 7002, she/he inserts that scene at the position of her/his desire; thereby producing the play list.

[0558] Also, when a yellow button is pushed down in the area 7002, for example, one scene, on which the cursor is touching, is deleted from the play list. If there is chapter information for indicating an exchanging boundary between 3D/2D, it is possible to determine 3D/2D by referring to this chapter information, for each program or scene, which is displayed in 7001 and 7002, and a mark for indicating to be 3D is displayed on the program or the scene of 3D.

[0559] The mark may be displayed by analyzing the program or the video data of the scene or the program information. With this, the user can produce the play list while confirming in which position the 3D program is inserted.
[0560] <Example of List Displaying/Reproducing Process with Other System Configuration>

[0561] In the system configuration shown in FIG. 36, consideration is paid on the case where a video/audio output device 3601 (i.e., the receiving apparatus 4) holds the recording medium therein. As is shown in FIG. 60, if it holds the information indicating if each recorded program includes the 3D video or not by adding only information of 1 bit within the program information, for example, it is possible to display such a list screen on the display 3603, enabling the user to easily identify the 3D program thereon, as is shown in FIG. 65, via the transmission path 3602.

[0562] When viewing/listening the recorded program data including the 3D video data therein on the present system configuration, if it is possible to transmit 3D metadata in a format, which is regulated on the transmission path 3602 (for example, the format regulated according to the HDMI regulation), the video/audio output device 3601 (i.e., the receiving apparatus 4) notices the 3D method type information to the display 3603 with the aid of the metadata, as well as, the video output. If it is impossible to transmit the 3D metadata in the format, which is regulated on the transmission path 3602, the display 3603 may receive the recorded program data including the 3D video therein, and may decode it into the original video signal so as to determine the 3D method type.

[0563] If the video/audio output device 3601 further holds therein the 3D method identification information, as the program information, with assigning the plural numbers of bits thereto, as is shown in FIG. 64, it is possible to display such a list screen on the display 3603, that the user can easily identify even the 3D method thereof, as is shown in FIG. 67. In this instance, when viewing/listening the recorded program data including the 3D video data therein on the present system configuration, it is possible to notice the 3D method type information to the display 3603, by converting the 3D method identification information, which is held in the program information, into a predetermined format of the metadata, if the 3D metadata can be transmitted on the transmission path 3602 (for example, the format regulated according to the HDMI regulation).

[0564] <Example of Viewing/Listening Process Via Network>

[0565] The programs recorded on the receiving apparatus 4 according to the present invention can be reproduced on other reproducing apparatus, which is connected therewith through an in-house network, for example. FIG. 71 shows an example of connecting the receiving apparatus 4 and the reproducing apparatus 7102 and a recording/reproducing apparatus 7103. A control device 7101 is equipment having a logging function, such as, a modem or the like, for example, and transmits the data, which is inputted from the network 3, including the public network, with determining an appropriate one from among the devices or apparatuses connected with. Or, it controls the data transmission process between the equipments connected to the system control device 7101.

[0566] The reproducing apparatus 7102 is an apparatus, which can obtain/display the list information of the programs, which is recorded in the recording medium 26 within the receiving apparatus 4, via the network, or receive the data of the desired program via the network, to be viewed/listened. As a detailed method for controlling the content through the network, it may be based on a measured specification, such as, DLNA (Digital Living Network Alliance), for example.

[0567] The recording/reproducing apparatus 7103 has a recording medium, and is able to obtain/display the list information of the programs within the receiving apparatus 4, similar to the reproducing apparatus 7102, and to receive the data of the desired program via the network, to be viewed/listened, and further to copy the data of an arbitrary program the receiving apparatus 4, into recording medium so as to utilize it therein. As a process for outputting the data in the receiving apparatus 4, the CPU 21 converts the program information into a format appropriate for network transmission, and output it to the network 3 from the network I/F 25.

[0568] For outputting the video/audio data therefrom, the recording/reproducing portion 27 reads out the data of the program, which is recorded in the recording medium 26, and the CPU 21 treats an encryption process on it, appropriate for transmission on the network, and it is outputted from the network I/F 25.

[0569] Contrary to that, on the receiving apparatus 4, it is also possible to obtain/display the list information of the programs, which are recorded in the recording medium within the recording/reproducing apparatus 7103, to receive the data of the desired program jumping over the network, to be viewed/listened, and to copy the data of an arbitrary program into the recording medium 26 so as to utilize it.

[0570] In the connecting configuration of equipments shown in FIG. 71 mentioned above, FIG. 72 shows an example of displaying the list of the programs, which are recorded in the recording medium 26, on the reproducing apparatus 7102. A reference numeral 7201 depicts an area for display a list of an apparatuses connected with through the network. The user can call up the program information from a desired apparatus by operating the up/down keys, etc., of the remote controller.

[0571] A reference numeral 7202 depicts a select button for shifting to the hierarchy higher by one (1). 7203 depicts an area for displaying a list of programs, which are recorded within the folder selected in the apparatus selected. In the present example, in addition to the program name, the recording date/time, the recording time-length, in FIG. 72A, there is displayed an icon of indicating to be the 3D program for that.

[0572] When displaying the list of programs, which are recorded in the recording medium 26, it is possible to make an easily understandable display, such as, displaying an icon or the like, for example, together with the information of program name and the length of program, by obtaining the 3D/2D identification information of the program information data through the network, for example.

[0573] On the other hand, in case where the reproducing apparatus 7102 does not hold icon data therein because of not being enabled with the 3D reproduction, etc., it is impossible to do such display.

[0574] FIG. 72B shows an example of displaying the list of programs, which are recorded in the recording medium 26, on the reproducing apparatus 7102, when the receiving apparatus 4 records the character string, such as, “[3D]” by revising the program name when recording, as was explained by referring to FIG. 68. With this, even if the reproducing apparatus 7102 does not hold icon data for use of the 3D program therein, the user can identify which one is the 3D program.

[0575] A reference numeral 7204 depicts an area for displaying an operation guide for the user, similar to 6505. This may differs from 6505 in the setup content thereof, such as, no function is assigned to a “red” and “blue” buttons, but to
“yellow” one is assigned a function of turning the display screen back to the previous condition by one (1) time, etc.

[0576] It is similar to when displaying on the recording/reproducing apparatus 7103, or when displaying the list of the programs recorded within the recording/reproducing apparatus 7103 on the receiving apparatus 4.

[0577] Regarding connection of the apparatuses, as the configuration for accomplishing the embodiment mentioned above, it can be also achieved by connecting the reproducing apparatus 7102 and the receiving apparatus 4 directly. Or, there may be connected plural numbers of sets of the reproducing apparatuses and/or the recording/reproducing apparatuses, or the receiving apparatuses, much more than those shown in FIG. 71, or the connect control devices may be combined in multi-stages. Even with such configuration different in the connection, it is possible to look the recorded program(s) of the receiving apparatus 4 from the reproducing equipment(s), which is/are connected in the similar manner to that of the reproducing apparatus 7201. And, it is also possible to look the recorded program(s) of other recording device or apparatus from the receiving apparatus 4.

[0578] In case where the reproducing apparatus 7102 is an apparatus unable to display the 3D, the receiver 4 may recognize the characteristics of the reproducing apparatus 7102 in advance, so as not to transmit the information of the 3D content thereto. In FIG. 73 is shown a sequence of

[0579] In 7301, the reproducing apparatus 7102 inquires about the list of contents to the receiving apparatus 4 via the network. In 7302, it is determined if the 3D program can be reproduced or not, by the CPU 21 of the receiving apparatus 4, for example, through obtaining model information of the reproducing apparatus 7102, etc. If determining it is irreproducible, the sequence moves into 7304, while if reproducible or unknown, then it moves into 7303.

[0580] In 7303, the list of the recorded program(s) is transmitted, including the information of 3D program therein, and then the process is completed. In 7304, the list of the recorded program(s) is transmitted, but not including the information of 3D program therein, and then the process is completed. With doing this, in case where the reproducing apparatus 7102 cannot reproduce the 3D program, since it goes without showing gash or superficial information (e.g., information of the 3D program, which cannot be reproduced) when displaying the list of the recorded program(s) within the recording medium 26 of the receiving apparatus 4, therefore the usability can be improved.

[0581] Or alternately, in case where the reproducing apparatus 7102 is unable to display the 3D, the usability for the user may be improved, by transmitting the recorded program information, including the 3D program therein, so that the user can select the 3D program on the reproducing apparatus 7102, to convert it from the 3D program into the 2D within the receiving apparatus 4, and thereby outputting the video data therefrom, when reproducing.

[0582] <Example of Copying/Moving Process of Data Via Network>

[0583] In such configuration as shown in FIG. 71, it is also possible to copy/move the data, for example, which is recorded in the recording medium of the receiving apparatus 4, via the network, to the recording medium of the recording/reproducing apparatus 7103. The CPU 21 of the receiving apparatus 4 converts the program data and/or the recorded program data into the transmission signals of a format suited to the format regulated on the network (for example, the format regulated by DLNA), and then transmits the data in accordance with the method adapted to the sequence, which is regulated on the network transmission path.

[0584] For example, it is the sequence as follows: such as, first of all, an equipment authentication is executed, for confirming on whether copying/moving can be made or not, without any trouble, between the equipment at the origin of transmission and the equipment at the destination of transmission; when the authentication is established, the data at the origin of transmission is invalidated, so that it cannot be reproduced, if it is movement of the data; the program information is transmitted in a predetermined format (for example, XML format); the recorded program data is transmitted in a predetermined format (for example, MPEG-2TS format, on which DTCP-IP encryption is treated); and if the transmission is completed up to the end, the session is closed, for example. The recording/reproducing apparatus 7103 converts the data transmitted, appropriately, into a data format and/or an encryption method, which is/are regulated for recording it within the apparatus, and then records the data into the recording medium.

[0585] If the 3D/2D identification information is regulated by a data format on the transmission path, and also by a data format applied when being recorded in the recording/reproducing apparatus 7103, as a result of executing the copying/moving of the data, equivalent information can be held, as the program information of the recording/reproducing apparatus 7103, and therefore the usability for the user is improved. Or, the 3D method identification information may be transmitted in the similar manner.

[0586] <Example of Dubbing Process Between Recording Media>

[0587] As a scene of using the 3D/2D determination information, there are cases when copying and moving the data between the recording media (being called “dubbing”, collectively). Thus, it is the case where plural numbers of the recording media can be connected to the receiving apparatus 4 through the recording/reproducing portion 27, or where the reproducing can be made from one (1) recording medium to another recording medium.

[0588] Also, if the recording medium has portability, such as, an optical disc or the like, for example, the user can reproduce the data, which is obtained through the dubbing, on further other reproducing apparatus. FIG. 74A shows a display screen when the user selects the data of a dubbing target from among the recorded program(s) recorded in the recording medium 26.

[0589] In a program list display area 6504 is displayed; if it can be copied or not, or an allowable number of times of copying, as the information relating to the dubbing. For example, the following indications are made; i.e., for the program indicated as “copy inhibited”, it cannot be copied nor moved, for the program indicated as “move”, it can be moved (but, the original data is deleted when the data is moved to other equipment), and for the program indicated as “copy N times”, it can be copied (N−1) times (i.e., the last time is “move”), for example.

[0590] Among of those, in the similar manner to that of the example of displaying the recorded program list, there may be made a display of an icon or the like, enabling easy determination of the 3D program therewith. With this, the user can determine the 3D program, easily, even when the user executes the dubbing.
Upon executing the dubbing, there are cases where the folder and/or folder configuration differs from, depending on a kind thereof, between the recording medium at the origin of movement and the recording medium at the destination of movement. Accordingly, the CPU 21 understands or grasps the data format, recording the origin of movement and the destination of movement therein, in advance, to convert the information to be recorded (i.e., the program information, the thumbnail file, the recorded video/audio data) into a format of the destination of transmission, appropriately, and thereby executing the dubbing. However, it is not necessary to move all the information.

For example, in case where no 2D/3D identification information is defined, in accordance with the regulation of the program information having the data format, to which the recording medium at the destination of movement follows, the CPU 21 cannot record the 3D/2D identification information to the destination of movement. Or, in case where the thumbnail picture is large the data thereof, and where not defined as an essential matter to be recorded, according to the regulation, to which the recording medium at the destination of movement follows, there can be also made such an implementation that no dubbing is made on the thumbnail pictures, by taking the time-period necessary for completing a dubbing operation into the consideration thereof.

As was mentioned above, in case where no dubbing is made of the 2D/3D identification information, because of convenience of the data format of the recording medium at the destination of movement, or the like, as was mentioned in the embodiment mentioned previously, if adding the character string, such as, “[3D]”, to the program name, for example, since the user can understand if the program is the 3D or not, by seeing the program name thereof; therefore an improvement of the convenience can be achieved.

FIG. 74B shows an example of displaying a list of the program(s) recorded within the optical disc, when executing the dubbing from the recording medium 26 to the optical disc after treading a process for chaining the program name, in particular, when after completing the dubbing. Although there is no such the icon display as is shown in FIG. 74A, however the user can determine the 3D program, easily, with an aid of the program name. If the dubbing is executed, also including the 2D/3D identification information therein, the icon display may be made in FIG. 74B. With the 3D method identification information, if it can succeeded when making the dubbing, in the similar manner, then that information may be displayed in FIG. 74B.

When the user selects one (1) program from the program list display screen, shown in FIG. 65, reproduction is started of the selected program from among the program data reserved in the recording medium 26. In general, there is equipped with a function for enabling to adjust a reproduce speed, a reproduce direction and/or a reproduce position, arbitrarily (herein, reproduction in a positive direction and at 1× speed is called “normal reproduction”, on the contrary to that, methods of reproducing at other speed and in the reverse direction may be sometimes called “special reproduction”, collectively), through the remote controller operations by the user, during the reproducing. As an example can be listed up, for example, a high-speed search, such as, in the positive direction and at 2× speeds or 10× speeds, a high-speed search in the reverse direction, reproduction of executing output/display at 1.3× speeds accompanying the audio output (may be called “quick reproduction”, too), etc.

In the high-speed search, not decoding/displaying all of the videos included in a stream, but by repeating decoding/displaying upon only a predetermined “I” picture(s), it is possible to adjust the reproduction double-speed at an arbitrary one. It should not limited to the “I” picture, for example, but may be a picture, only with which a video display can be made. In FIG. 75 is shown a diagram of an example of the process when executing the high-speed search at 2× speeds.

An example of the configuration when extracting the video data from the stream is shown in an upper portion of FIG. 75. In this FIG. 75 is shown an example of 3D video data, which is stored in one (1) piece of the picture, being divided into the video for use of the left-side eye and the video for use of the right-side eye, like the “Side-by-Side” method or the “Top-and-Bottom” method, (this may be also called “2-view-points same ES method”, for example.

The video data is made up with a series of G0D structures; wherein in one (1) G0D contains a line of still pictures for 0.5 second, for example. Also, it is assumed that one (1) piece of the “I” picture is contained in one (1) GOP. When reproducing such video data at the 2× speeds, in a display example 1, the high-speed search at 2× speeds is executed, by displaying the “I” pictures of all GOP at time-interval two (2) times faster to the original one, such like, after displaying the “I” picture of GOP 1, by displaying the “I” picture of GOP 2 after elapsing 0.25 second, the “I” picture of GOP 3 after elapsing 0.5 second . . .

On the other hand, in a display example 2, after displaying the “I” pictures of GOP 1, the time-period for displaying one (1) piece of the “I” picture is elongated, in the place of removing the display pictures at every two pieces, such like, displaying the “I” picture of GOP 3 after elapsing 0.5 second, the “I” picture of GOP 5 after elapsing 1 second, and with this, the 2× speeds display can be achieved.

Namely, the high-speed search can be achieved, arbitrarily, by adjusting the number of pieces of the still pictures to be displayed and/or the time-period for displaying per one (1) piece thereof. Not limiting to the example of the 2× speeds display shown in FIG. 75, the double-speed can be achieved at an arbitrary number thereof, in the similar manner, by adjusting the number of pieces of the still pictures to be displayed and/or the time-period for displaying per one (1) piece thereof. This is also true to the high-speed search, but in the reverse direction. Also, there is no necessity for the time-period for displaying one (1) piece of the still picture to be constant.

In the high-speed search, since the input data to the decoder portion, as well as the video data outputted therefrom, come to be discontinuous, a control, such as, treating a mute process or the like, may be executed on the output of the decoder portion, in particular, on the audio output, not to be outputted; thereby preventing from becoming an unnatural output not synchronized between the video and the audio.

The explanation given in the above is also applicable in case when reproducing the 3D program of the 2-viewpoints separate ES method, wherein there are two (2) pieces of data, each corresponding to the video data shown in FIG. 75, and the respective “I” pictures at the same displaying timing are read out, so as to execute such display as shown in FIG. 37, alternately, thereby enabling the high-speed search of the 3D programs, in the similar manner.
The stream reproduction time and the data readout position on the recording medium are determined, uniquely, depending on the position information to be referred when reading out the data, which will be explained next. By referring to the position information when reproducing, since a reproduction time-interval at the data readout position can be grasped, it is possible to adjust the number of pieces of the still pictures and the time-period for displaying per one (1) piece thereof; even if the time-interval of each GOP is not unique, like 0.5 second, as is shown in FIG. 75, in the GOP configuration, or plural numbers of “I” pictures (or, a picture, which can be displayed alone) are included in one (1) GOP, and therefore it is possible to achieve the high-speed reproduction at the arbitrary double-speed. In FIG. 76 is shown an example of the clip information data and the data readout position information.

In FIG. 76A is shown an example of the data configuration of a clip information file. “Stream format information” indicates a format of the stream, such as, MPEG2-1TS, for example. “Version information” indicates a version of the regulation at the time this clip information file is recorded. By referring to this, the format of information lines or strings thereafter can be determined, uniquely, and it is possible to keep compatibility between the equipments if the recording medium is portable.

“Sequence information start address” indicates a starting position of “sequence information” which will be mentioned later. In the similar manner, “Program information start address”, “characteristic information start address”, “clip mark information start address” and “maker unique information start address” indicate the starting positions of those information, respectively.

“Clip information” indicates the characteristic of the program corresponding to this clip information, such as, how it is encode, if conversion is made or not when receiving the broadcasting, at which number the byte rate is, etc., for example.

“Sequence information” includes the information of how many sequences are included in the program corresponding to this clip information if defining a portion continuous in SLC values of the stream as one (1) sequence, PCR values of those sequences and PST values at the starting position and the ending position, etc.

“Program information” records a number of program(s) included by the program corresponding to this clip information, and holds therein, an ID of stream at the time when each program is broadcasted, and further detailed information of all ES included in that program (e.g., video format, frame rate, aspect ratio, if being the video ES, while sampling frequency thereof if being the audio ES).

In “clip mark information” information of chapter(s) included by the program corresponding to this clip information, and the content thereof is analogous to the chapter information shown in FIG. 60. “Maker unique information” is a data area, which can be used for a maker manufacturing the receiving apparatus to input unique information therein.

“Characteristic information” are recorded the following: i.e., “stream number” for indicating a number of video ES, “stream PID” for indicating PID for each of that video ES, “video stream format information” for determining the data format at the top of GOP (for example, the data of MPEG 2 format, wherein a GOP header and a sequence header are provided before the “I” picture, etc.), a number of pieces of data of the position information (e.g., an abstract), which will be mentioned later, and “position information start address” for indicating the starting position of the position information, and thereafter is recorded a substance of the position information for each vide ES.

FIG. 76B shows an example of the data configuration of the position information. In this example, the position information for indicating the readout position is managed by two (2) sets of tables of position information (details) and the position information (abstract). For example, in the position information (abstract) table are held data position information on the recording medium and an abstract PTS value, which records therein upper bits (for example, 14 bits) of the PTS value applicable in calculation for reproduction time of that data.

Also, each data holds a reference value for showing a relationship between the data of the position information (details) table. The data of the position information (details) table corresponds to an actual readout position (for example, a packet at the top of the “I” picture, etc.), and the table holds therein the data position information (for example, upper 17 bits) and a detailed PTS value applicable in calculation for the reproduction time of that data. The detailed PTS value may not include down to the lower bit(s), completely, but may be enough in a format of reserving the middle 11 bits thereof, for example, if sufficient time resolution can be maintained with it.

With holding those information, it is possible to determine an arbitrary data position and the PTS value corresponding thereto, uniquely. The position, at which data of the reference value of the position information (abstract) refers to the position information (details), depends on data size presentable by each.

For example, when the data position information turns back to “0”, again, after starting from “0” and exceeding the size presentable, new data is added to the position information table (abstract), and the data of the position information (details) table, which is produced at the same time to this, is the reference value. Recording of those two (2) arrangement information into one (1) file, such as, the characteristic data, aligning in an order the position information (details) next to the position information (abstract), for example, enables management thereof.

However, the configuration of the data should not be limited to that of the present embodiment, and into the position information (details) may be recorded additional information, for example, PID or the data size of “I” picture of the corresponding video ES, the format of the video data (e.g., being MPEG 2 format or H.264 format, etc.) together with. With doing in this manner, since a background of that stream can be determined for each data managed by the position information (details), control can be made in more details thereof, when reproducing it.

Also, though the explanation was given on the method of managing with using two (2) tables, i.e., the position information (details) and the position information (abstract), in the present embodiment; however, since an advantage of the method of managing two (2) tables lies, since the data volume is reduced by collecting the information of an upper level(s) into the abstract table, comparing to the case of managing with using a table, in that a search can be made at high-speed when making the search from a large volume of...
information. Of course, this may be achieved by managing with using only one (1) table, on which the PTS value and the data recording position on the recording medium are corresponded one by one (1:1).

[0619] <Processing Steps when Recording>

[0620] Next, explanation will be given on a recording process of the position information. During when recording the data received into the recording medium 26, if detecting the “I” picture within the information obtained portion 5802, the position thereof is recognized by a value of number of the packets from the top of data, so as to be used as the data position information. Also, if there is the PTS value in the packet at the top of the “I” picture, an abstract PTS value and a detail PTD value are produced and recorded. Correct positions of the PTS values can be deiced, uniquely, when the stream formats thereof are determined.

[0621] Also, there is not always necessity of producing/recording the position information for all of the “I” pictures, and the position information of a “P” picture or a “B” picture can be recorded together with the information of the “I” picture, in the similar manner.

[0622] In case where the recorded program is the 3D of the 2-viewpoints separate ES transmission method, it is possible to record all of the arrangement information aligning those in one (1) file, while producing such a table for each ES. Thus, the “stream number” of “characteristic information” is “2”, and this means a condition that the position information of a main viewpoint video and the position information of a sub-viewpoint video are recorded in series.

[0623] However, in general, recording of the position information mentioned above generates necessity of processing by hardware of exclusive use or an addition of software processing, for detecting the position information for each picture. By taking a situation of being unable to implement those processing into the consideration, there may be cases of determining methods more much easy, for recording the characteristic information.

[0624] There are the followings: such as, a method of recording a packet recording position at that time, together with a value of a time counter or an arrival time, while managing the arrival time of an input stream by the time counter operating upon basis of a clock in synchronization with that of transmission equipment provided within the apparatus (in general, driving at 27 MHz), and providing a periodical punctuation, such as, every 1 second, for example, and a method of recording the value of the time counter or the arrival time, together with the packet recording position at that time, every time when data of a certain volume size is inputted, etc.

[0625] With those methods, although the recording position cannot be determined, correctly, binding can be made between the stream readout position and the time information, therefore, upon basis of this information, there can be achieved the high-speed reproduction. When conducting the reproduction at N× speeds, for example, there is an implementing method, wherein data is read out from a packet position corresponding thereto, by referring a time count value or information of the arrival time, which are recorded, in the similar manner to that shown in FIG. 75, and the video decoder portion 30 executes the decoding thereon when detecting a picture decodable, while proceeding analysis on the input data sequentially, for example.

[0626] In case of executing such high-speed search as was explained in the above, since the scene is exchanged for each one (1) display picture, the faster the speed, the higher the possibility that completely different pictures are displayed, continuously. When reproducing the 3D display video, in particular, since it takes a time from when the picture for use of the left-side eye and the picture for use of the right-side eye are displayed until when the user combines the two (2) pieces of pictures in her/his brain, so as to recognize to be the 3D video, then there is a problem that she/he cannot normally view/listen the video displayed, if shortening the time-period for displaying per one (1) piece thereof.

[0627] For solving this problem, a displaying method for use when executing the high-speed search, being fitted to that when displaying the 3D video, is applied.

[0628] <Embodiment of Control when High-Speed Search>

[0629] In FIG. 77 is shown an example of high-speed search processing of the 3D video, in a manner for the user to view/listen easily, with respect to the configuration of the 2-viewpoints same ES video data shown in FIG. 75.

[0630] In a display example 1 is shown a case where the high-speed search at 2× speeds is achieved by conducting a skip (i.e., change of the reproduction position, and may be also called “jump”), after conducting the normal reproduction for “1” second. The skip can be made with using the clip information mentioned above.

[0631] Although the normal reproduction is determined to be “1” seconds in the time-period thereof; in FIG. 77, but it may be executed for a period of an arbitrary number of second(s). The high-speed search of 2× speeds can be obtained, for example, if determining the time-period of the normal reproduction at “2” seconds and skipping to GOP 9, “2” seconds later. The longer the time-period of the normal reproduction, the easier 3D recognition for the user, but since it also bring a time-interval of skipping by one (1) time to be large; therefore, there is a probability of deteriorating an accuracy of finding out a scene desired.

[0632] In a display example 2 is shown a case of achieving the high-speed search of 2× speeds by executing the skip after displaying the still picture for “1” second. The skip can be made with using the clip information mentioned above. Herein, although the time-period is determined at “1” second for displaying the still picture, by one (1) piece thereof, but it does not matter if it be executed for a period of an arbitrary number(s) of second(s). For example, with determining the time-period for displaying the still picture at “2” seconds, processing is made, such as, displaying the “I” picture, which is contained in GOP, “2” seconds later, . . . , and thereby can be achieved the high-speed search of 2× speeds.

[0633] With such processing as was given in the above, for the user, it is possible to execute the search of the 3D video while recognizing it in 3D.

[0634] On the other hand, when executing the high-speed search, not executing the display by the 3D video, but it may executed by displaying the 2D video. Since the user can recognize the picture easily, then the time-interval for one (1) time of skipping can be shorten, so as to increase a number of pieces of the pictures to be displayed; therefore, it is possible to improve or increase the accuracy of finding out the scene desired, and thereby improving or increasing the usability thereof.

[0635] The plural numbers of processing shown in the above may be made selectable for the user from a setup menu, etc. It may be achieved by selecting the format of the display example 1 or the format of the display example 2, as the method for displaying on the scene of 3D video, or by desig-
nating the time, such as, how much second(s), for one (1) time of the normal reproduction, when applying the format of the display example 1.

[0636] Or, the display may be made selectable, between the display of 2D picture or the display of 3D video, in the high-speed search of the video data including the 3D video therein.

[0637] In this manner, bringing them to be selectable enables to make the display suitable to viewing/listening characteristics or ability of the user, individually, or to change the displaying method suitable to the characteristics of the picture to be displayed, etc., i.e., improving or increasing the usability.

[0638] However, with such high-speed reproduction, as 1.5x speeds or 1.5x speeds, for example, the video output is controlled in such a manner that the picture data, accompanying the “I” picture or the “P” picture therewith, to be decoded will not be outputted, appropriately, depending on the speed. Since the video can be seen continuous, then the audio data is also controlled, not to be outputted, partially, at an interval depending on the speed, for example, and thereby outputting the audio fitting to the video. With this, for the user, since it is possible to view/listen the scene to be continuous, then it is enough, not executing such processing as was mentioned above.

[0639] <Processing in Apparatus>

[0640] An example is shown in FIG. 78, of the processing for executing the high-speed search on the content, including an adequate 3D scene therein, by treating different process therein depending on whether the scene to be reproduced is 2D or 3D, in the apparatus. Hereinafter, explanation will be given on the example of the receiving apparatus shown in FIG. 25.

[0641] When the high-speed search is designated through operation of the remote controller, etc., from the user, in S7801, detection is made on the encoded 3D program details descriptor, which is stored user data area and/or the additional information area, and the process advances into S7802. However, this detection may be executed within the multiplex/demultiplex portion 29 or the program information analyze portion 54, and the data to be detected may be the program characteristics, which are included in the content descriptor shown in FIG. 54.

[0642] In S7802, from the information obtained in S7801 within the system control portion 51, it is determined if the scene, on which the decoding is executed at present, is 2D or 3D. If the result determined is 3D, the process advances into S7803, on the contrary if 2D, it advances into S7804. Determination if it is 2D or 3D may be made by other method(s) than that.

[0643] In S7803, the system control portion 51 instructs a processing block(s) relating thereto, to set up the special reproduction depending on the 3D display, and each processing block executes necessary processed, and thereby completing the processing. In S7804, the system control portion 51 instructs a processing block(s) relating thereto, to set up the special reproduction depending on the 2D display, and each processing block executes necessary processed, and thereby completing the processing.

[0644] The process to be executed in S7803 differs depending on determination of the display format. FIG. 79 is a sequence block diagram for showing an example of setting up the special reproduction, to be executed in S7803, when displaying moving pictures continuing for a time-period of several seconds, in the format thereof, as is shown by the display example 1 in FIG. 77.

[0645] In S7901, while the system control portion 51 keeping the decoding method in the video decode portion 30 to the setup for executing the decoding process, which is same to that for the normal reproduction, as it is, the process advances into S7902. In S7902, the system control portion 51 instructs the recording/reproducing control portion 58, to readout/change the transmission method of the recorded program data, and output data including the continuous video data for a time period of several seconds (for example, for 1 second), by one (1) time.

[0646] In more details, the recording/reproducing control portion 58 is able to determine the readout position of the desired data for a time-period of several seconds, by referring to the GOP information shown in FIG. 79. The process is completed with provision that a setup is made to repeat the processing, such as, determining the next coming readout position depending on the double-speed, after reading out the necessary data sequentially, and outputting it to the video decode portion 30.

[0647] A number of seconds of the continuous data by one (1) time is arbitrary. Timing for transmitting each data may be achieved by, for example, while managing it by the recording/reproducing control portion 58, by referring to an operation clock not shown in the figure, executing the sequential decoding processes of the input data within the video decode portion 30, or may be a process, in which the recording/reproducing control portion 58 transmits data at high speed when a vacancy is generated, depending on the data remaining volume in the video decoder portion 30 before being decoded (being also called “flow control”), while managing the display timing by the video decoder portion 30. In case of the present sequence, since the moving picture is displayed even during the high-speed search, the audio output may be executed together with.

[0648] FIG. 80 is a sequence block diagram for showing an example of setting up the special reproduction to be executed in S7803 when displaying one (1) piece of still picture for a time-period of several seconds, as is shown by the display example 2 in FIG. 77. In S8001, the system control portion 51 changes the decoding process method in the video decoder portion 30 to decode only the “I” picture, and advance the process into S8002.

[0649] In S8002, the system control portion 51 instructs the recording/reproducing control portion 58 to change the read/out/transmission method of the recorded program data, so that one (1) piece of the “I” picture data is outputted at one (1) time. However, since the video decoder portion is set to process only the “I” picture data in S8001, transmission of data other than that “I” picture data does not matter with the operation thereof.

[0650] Processing only the “I” picture data enables to reduce a processing load. The recording/reproducing control portion 58 can determine the starting position and the ending position of reading out of the “I” picture desired by referring to the position information shown in FIG. 78. The process is completed with provision that a setup is made to repeat the processing, such as, determine the next coming readout position depending on the double-speed and the time-period of displaying one (1) piece of the “I” picture, after reading out
the “I” picture and transmitting it to the video decoder portion 30. The time interval for displaying one (1) piece of the “I” picture is arbitrary.

[0651] Also, when changing the display format of the 3D scene under the special reproduction, the sequence set up for the special reproduction to be executed in S7803 differs in the content of the process depending on the video format recorded. When the recorded video is a program of the 2-viewpoint separate ES transmission method, it is enough to execute the process similar to that shown in FIG. 80; however, in S8002, the recording/reproducing control portion 58 selects only a main 1 ES to output it, and completes the process after make a setup to provide the “I”’s picture data at a necessary time interval.

[0652] In this case, if processing the display time interval of the “I” picture at a fine display interval, similar to that when reproducing the 2D, such as, 100 milliseconds, etc., for example, there can be obtained an advantage that the user can grasp the reproduction position much more detailed, easily.

[0653] An example of a processing sequence when the recording video is the 2-viewpoints same ES transmission method is shown in FIG. 81. After conducting the process similar to S8001, in S8101 is made a setup in the video conversion process portion 32, to convert the video into that for 1-viewpoint display if it is the video for 2-viewpoints, for example, the “Side-by-Side” method, etc., and the process advances into S8102.

[0654] In S8102 is made a setup similar to S8002, and the process is completed. However, the processing may be executed in such a manner that the interval for displaying the “I” picture comes to be a fine display interval similar to that when reproducing the 2D, such as, 100 milliseconds, etc., for example. Or, in case of either format, a control is executed; i.e., stopping the 3D viewing/listening function of the 3D view/listen assisting device 3502, or showing the same picture for the right-side eye and the left-side eye (e.g., displaying “M” picture, again, at the timing for displaying “S” picture shown in FIG. 37A, and displaying “L” picture, again, at the timing for displaying “R” picture shown in FIG. 39A) while keeping the 3D viewing/listening function of the 3D view/listen assisting device 3502 as it is.

[0655] With the processing mentioned above, there is obtained an effect of achieving the high-speed search, which the user can view/listen easily on the 3D video scene, when reproducing the program including the 3D video data therein, receiving from the recording medium of the receiving apparatus 4 having such structure as shown in FIG. 25.

[0656] <Process When Connecting Plural Numbers of Apparatuses>

[0657] The receiving apparatus 4 shown in FIG. 25 can cooperate with the recording/reproducing apparatus including the recording medium and having the recording function and/or the reproducing apparatus having the production function, via the high-speed digital I/F 46, or a digital I/F not shown in the figure, for example. A block diagram of an example of the structure thereof is shown in FIG. 82.

[0658] A recording/reproducing apparatus 8201 is connectable with the receiving apparatus, and has the recording function by itself. Accordingly, there can be considered a case where the program recorded by the recording/reproducing apparatus 8201 is outputted in the digital form, and it is inputted to the receiving apparatus to be viewed/listened. (Hereinafter, although explanation will be made on an example of connection with the recording/reproducing apparatus 8201, but even with the reproducing apparatus, it is possible to obtain an equivalent effect through the processing equivalent thereto.

[0659] Also, with the digital I/F, such as, HDMI (being a trademark registered; an abbreviation of High-Definition Multimedia Interface) connection, for example, since transmitting/receiving of command can be made, it is the receiving apparatus 4 that receives an instruction from the user, and it is possible to control the recording/reproducing apparatus 8201 by transmitting a control command from the receiving apparatus 4 to the recording/reproducing apparatus 8201.

[0660] In case of the present configuration, since the video data is outputted.

[0661] In the present configuration, explanation will be given on an example of a process for executing the high-speed search on the content including the 3D scene therein. The processing sequences follow those shown in FIGS. 78 to 81. When designation is made on the high-speed search, through an operation on the remote controller from the user, etc., the system control portion 51 produces a control signal, and transmits it to the recording/reproducing apparatus 8201 from the digital I/F not shown in the figure. The content of each of the processes, which will be given hereinafter, since it is equal to that of the embodiments mentioned above, and since it is executed in a place, not within the receiving apparatus 4, but within the recording/reproducing apparatus 8201; therefore, the explanation thereof will be omitted here.

[0662] With the processing mentioned above, there is obtained an effect of achieving the high-speed search, which the user can view/listen easily on the 3D video scene, when reproducing the program including the 3D video data therein, upon receipt of the signal, which is outputted from the recording/reproducing apparatus 8201 or the reproducing apparatus, within the receiving apparatus 4 having such structure or configuration as shown in FIG. 82.

[0663] <Process in Reproduction Via Network>

[0664] The receiving apparatus 4 shown in FIG. 25 can cooperate with different receiving apparatuses, the recording/reproducing apparatus, and the reproducing apparatus, etc., via the network I/F 25, like the example of the configuration shown in FIG. 71 (for example, viewing/listening of content via the network, which is regulated by DLNA (being a trademark registered; an abbreviation of Digital Living Network Alliance) guideline and/or viewing/listening of content on VOD (e.g., an abbreviation of Video On Demand)). With connection between the recording/reproducing apparatus 7103 and the broadcast receiving apparatus 4 via the connection control device 7101 with using a network cable, the program data recorded in the recording/reproducing apparatus 7103 can be displayed and viewed/listened on the broadcast receiving apparatus 4, by transmitting it.

[0665] Explanation will be given in a sequence for executing the high-speed search on the content, including the 3D scene therein, within the present configuration. (The explanation, which will be given hereinafter, is made on an example of a data output from the recording/reproducing apparatus 7103; however an equivalent effect can be obtained with the equivalent process if applying it into the reproducing apparatus 7102 in the place thereof.)

[0666] In case of the present configuration, the control of an output of data is executed within the recording/reproducing apparatus 7103, while decoding/video conversion process
within the receiving apparatus 4. Fundamental steps of processing follow a series of controls, which are described in FIGS. 78 to 81.

[0667] If the high-speed search is designated through an operation on the remote controller from the user, for example, during the normal reproduction, then the process moves into S7801. Also, fitting to this, a communication command is transmitted to the recording/reproducing apparatus 7103 via the network. In S7801, the video decoder portion 30 detects the encoded 3D program details descriptor, which is stored in the user data area or the additional information area, and the process advances into S7802. However, this detection may be executed in the multiplexer/demultiplexer portion 29 or the program information analyze portion 54, and the data to be detected may be the program characteristics included within the content descriptor shown in FIG. 54.

[0668] In S7802, it is determined if the scene, being decoded at present, is the 2D or the 3D, from the information obtained in S7801 within the system control portion 51. If the result of the determination is the 3D, the process advances into S7803, while if it is 2D, the process advances into S7804. However, the determination if being the 2D or the 3D may be conducted by the methods other than that.

[0669] In S7803, the system control portion 51 instructs the setup of the special reproduction depending on the 3D display to the processing blocks relating thereto, while each processing block executes the necessary processing therein, and the sequence is completed. In S7804, the system control portion 51 instructs the setup of the special reproduction depending on the 2D display to the processing blocks relating thereto, while each processing block executes the necessary processing therein, and the sequence is completed.

[0670] When displaying moving pictures continuing for a time-period of several seconds, as is shown by the display example 1 in FIG. 77, in S7901, the video decoder portion 30 is keeps the setup of executing the process equivalent to that for the normal reproduction, and the process advances into S7902. In S7902, the readout/transmission method for the recorded program data is changed within the recording/reproducing apparatus 7103, so as to output the data including the video data, for a continuous time-period of a number of second(s), by one (1) time. However, the number of the second(s) of the continuous data to be read out is arbitrary.

[0671] Within the recording/reproducing apparatus 7103, if the position information is recorded in the format shown in FIGS. 75 and 76, since it is also possible to determine the readout position of the data continuing for a time-period of several seconds desired, by referring to that data, therefore the process is completed with provision that a setup is made to repeat the processing, such as, determining the next coming readout position depending on the double-speed.

[0672] In the receiving apparatus 4, a series of processes is executed, in an equivalent manner when receiving the broadcasting, such as, from division of the data received on the network IF 25 into the video/audio, etc., sequentially, within the multiplexer/demultiplexer portion 29, up to deciding process within the video decoder portion 30, the video conversion process within the video conversion process portion 32, and displaying on the display 47.

[0673] As the display format thereof, when displaying one (1) piece of still picture for a time-period of several seconds, as shown by the display example 2 in FIG. 77, in S8001 the system control portion 51 changes the decoding process method of the video decoder portion 30 to decode only the “I” picture, and the process advances into S8002.

[0674] In S8002, the recording/reproducing apparatus 7103 changes the readout/transmission method for the recorded program data, and thereby outputs the “I” picture data for one (1) piece by one (1) time. However, since the video decoder portion is set up to process the “I” picture only in S8001, it does not matter with, in the operation thereof, if transmitting data other than the “I” picture. Processing only the “I” picture data enables reduction of the processing load. If the recording/reproducing apparatus 7103 records the position information when recording, as was shown in FIGS. 75 and 76, then by referring to this, it is possible to determine starting position and the ending portion for reading out the “I” picture.

[0675] After reading out the “I” picture and outputting it to the network, the process is completed with provision of a setup for repeating a process to determine the next coming readout position depending on the double-speed and the time-period for displaying one (1) piece of the “I” picture.

[0676] Also, when changing the display format of the 3D scene under the special reproduction into the 2D, a sequence set up for the special reproduction to be executed in S7803 differs from in the content of processing depending on the video format recorded. If the recorded video is the program of the 2-viewpoints separate ES transmission method, it is enough to execute the processes similar to those shown in FIG. 80. However, in S8002, the recording/reproducing apparatus 58 selects only the main 1 ES, so as to output it, and after making a setup to provide the “I” picture at a necessary time-interval, completes the process. If processing in such a manner, in this instance, that the interval for displaying the “I” picture comes to be a fine display interval equivalent to that when reproducing the 2D, such as, 100 milliseconds, etc., there is obtained an effect that the user can grasp the more detailed reproduction position easily.

[0677] An example of a processing sequence when the recorded video is the 2-viewpoints same ES transmission method is shown in FIG. 81. After conducting the process similar to that in S8001, in S8101 is made a setup to convert the video, if being for two (2) viewpoints, such as, the “Side-by-Side” method, etc., for example, into that for displaying one (1) viewpoint for use of the 2D view/listen, within the video conversion process portion 32, and the process advances into S8102. In S8102 is made a setup similar to that in S8002, and thereafter is completed the process.

[0678] However, the processing may be done, so that the interval for displaying the “I” picture comes to be a fine display interval equivalent to that when reproducing the 2D, such as, 100 milliseconds, etc. Or, in case of either format, a control is executed; i.e., stopping the 3D viewing/listening function of the 3D view/listen assisting device 3502, or showing the same picture for the right-side eye and the left-side eye (e.g., displaying “M” picture, again, at the timing for displaying “S” picture shown in FIG. 37A, and displaying “I” picture, again, at the timing for displaying “R” picture shown in FIG. 39A) while keeping the 3D viewing/listening function of the 3D view/listen assisting device 3502 as it is.

[0679] For the purpose of supporting the receiving apparatus 4 and the recording/reproducing apparatus 7103 to operate mutually without discrepancy therebetween, it is important to control the processing on the transmitting side and processing on the receiving side independently, respectively, in accordance with a predetermined method, and it can be
achieved. Or, there may be provided a scheme of instructing an output controlling method from the receiving apparatus \textit{4} to the recording/reproducing apparatus \textit{7103} by executing transmitting/receiving of a command on the network when exchanging the operation, or a scheme of noticing a control method before actual data is transmitted from the recording/reproducing apparatus \textit{7103}.

[0680] With the processing mentioned above, within the receiving apparatus \textit{4} having such structure as shown in FIG. 71, there is obtained the effect of achieving the high-speed search, which the user can view/listen easily on the 3D video scene, when receiving and reproducing the program including the 3D video data therein, which is outputted from the recording/reproducing apparatus \textit{7103} or the reproducing apparatus \textit{7102}.

[0681] <Exchange Process when 2D Video and 3D Video are Mixed Up Within Program>

[0682] In the above, although the explanation was given on the process by means of the 3D program details descriptor; however, explanation will be given on a control for improving usability of the user when reproducing/displaying a program mixing up the 2D video data and the 3D video data therein, in particular, if it has such 3D/2D identification information as was shown in FIG. 64A.

[0683] In FIG. 83 is shown an example of a sequence of the processing. In \textit{S8301}, if it indicates to have the 3D video data by referring to the 3D identification information of the corresponding reproduction content, the process advances into \textit{S8302}, on the contrary if not have the 3D video data into \textit{S8303}. Regarding the method for referring to the identification information, rather than accessing to the file every time, if making an access to the file only one (1) time before starting the reproduction, so as to record it as a local variable, herein after the value of the 3D/2D identification information can be determined by referring to the corresponding variable when determining; there is an advantage of lightening the processing load.

[0684] In \textit{S8302}, a setup is made to execute the process for the 3D video data, which was explained in FIGS. 79 to 81 mentioned above, irrespective of that the reproduction display position is the 3D video data or the 2D video data, and then the process is completed. However, about the process mentioned in \textit{S8101}, the process is executed for converting the input video into the 2D video, if it is the 3D video of, such as, the "Side-by-Side" method or the "Top-and-Bottom" method, as was explained in FIG. 40, for example, in the video conversion process portion \textit{32}, but no conversion process is done if the input video is 2D video.

[0685] In \textit{S8303} is conducted such process as was shown in FIG. 78, so as to make a setup of executing the process depending on if the video data at the reproduction position is the 3D video data or the 2D video data, and the process is completed. However, regarding a sequence set up for the special reproduction to be executed in \textit{S7803}, the process is executed for converting the input video into the 2D video, if it is the 3D video of, such as, the "Side-by-Side" method or the "Top-and-Bottom" method, as was explained in FIG. 40, for example, in the video conversion process portion \textit{32}, but no conversion process is done if the input video is 2D video.

[0686] By referring to the 3D/2D identification information through the processing mentioned above, it is possible to uniform appearances of the videos, in common between the 2D video scene and the 3D video scene, under the high-speed search, within the contents mixing up the 2D video data and the 3D video data therein, and also to reduce a funny feeling upon exchanging the scene 2D/3D; there is obtained an advantage that the user can view/listen the 3D video under the high-speed reproduction, easily.

[0687] In the place of the determination of the 3D/2D identification information to be executed in \textit{S8301}, the determination may be made if the program name (or may be called a "program title"), which is included in the program-common information, is a title or not, having a meaning to include the 3D video. With this, it is possible to determine if there is included the 3D video scene or not, even in case where there is no 3D/2D identification information, and thereby enabling to improve the usability, much more. Also, the determination of if including the 3D video scene or not may be made with methods other than that.

[0688] <Process when there is No Flag of ES Level>

[0689] In case where the reproduction content of the 2-viewpoints same ES transmission method does not hold the 3D program details descriptor in the user data area or the addition information area thereof, for the receiving apparatus \textit{4}, sometimes, it is difficult to determine of 2D/3D of the reproduction scene. Then, a possibility can be considered that the 2D video is displayed in the 3D format, in particular, when such exchange generates between the 2D video and the 3D video, during the high-speed search.

[0690] For preventing from this, if it is difficult to make the determination of 2D/3D on the reproduction scene, for example, the user exchanges to the special reproduction, the display format during the special reproduction may be treated as the 2D. With doing this, a possibility of showing an uncomfortable video to the user upon an erroneous display format, and there is obtained an effect of achieving the special reproduction view/listenable easily.

[0691] The present invention may be embodied in other specific forms without departing from the spirit or essential feature or characteristics thereof. The present embodiment(s) is/are therefore to be considered in all respects as illustrative and not restrictive, the scope of the invention being indicated by the appended claims rather than by the foregoing description and range of equivalency of the claims are therefore to be embraces therein.

What is claimed is:

1. A recording/reproducing apparatus, for recording/reproducing video content, comprising:

   a recording/reproducing portion, which is configured to record the video content into a recording medium, and to reproduce the video content recorded in the recording medium, wherein
determination is made if video content to be reproduced at high-speed includes video content or not, which can be displayed in 3D, when reproducing the video content recorded in said recording medium at the high-speed, and upon basis of that determination, a method of high-speed reproduction is changed.

2. The recording/reproducing apparatus, as is described in the claim 1, wherein

   the high-speed reproduction of the video content including the video therein, which can be displayed in 3D, includes reproduction of 1x speed for a predetermined time-period.

3. The recording/reproducing apparatus, as is described in the claim 1, wherein

   a time-period for displaying a still picture in the high-speed reproduction of the video content including the video
therein, which can be displayed in 3D, is longer than a
time-period for displaying a still picture in the high-
speed reproduction of the video content including no
video therein, which can be displayed in 3D.
4. The recording/reproducing apparatus, as is described in
the claim 1, wherein
the determination if the video content recorded in said
recording medium includes the video or not, which can
be displayed in 3D, is made upon basis of identification
information for identifying if including the video or not,
which can be displayed in 3D, being included in the
video content.
5. The recording/reproducing apparatus, as is described in
the claim 2, wherein
the determination if the video content recorded in said
recording medium includes the video or not, which can
be displayed in 3D, is made upon basis of identification
information for identifying if including the video or not,
which can be displayed in 3D, being included in the
video content.
6. The recording/reproducing apparatus, as is described in
the claim 3, wherein
the determination if the video content recorded in said
recording medium includes the video or not, which can
be displayed in 3D, is made upon basis of identification
information for identifying if including the video or not,
which can be displayed in 3D, being included in the
video content.
7. The recording/reproducing apparatus, as is described in
the claim 1, wherein
said recording/reproducing portion records the video con-
tent, and identification information, as well, for identi-
fying if said video content includes the video or not,
which can be displayed in 3D, and the determination if
the video content recorded in said recording medium
includes the video or not, which can be displayed in 3D,
is made upon basis of said identification information
recorded.
8. The recording/reproducing apparatus, as is described in
the claim 2, wherein
said recording/reproducing portion records the video con-
tent, and identification information, as well, for identi-
fying if said video content includes the video or not,
which can be displayed in 3D, and the determination if
the video content recorded in said recording medium
includes the video or not, which can be displayed in 3D,
is made upon basis of said identification information
recorded.
9. The recording/reproducing apparatus, as is described in
the claim 3, wherein
said recording/reproducing portion records the video con-
tent, and identification information, as well, for identi-
fying if said video content includes the video or not,
which can be displayed in 3D, and the determination if
the video content recorded in said recording medium
includes the video or not, which can be displayed in 3D,
is made upon basis of said identification information
recorded.

* * * * *