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AIRLINE RESOURCE MANAGEMENT

BACKGRQUND

10601} in the airline industry, flight plans are made several months before
the actual day of operation. The principal resources taken into account when
making flight plans are the aircraft, the crew and the passengers. During the
planning process, these principal resources are generally considered as separale
entities, which are scheduled o a large exient independently with the aim of
maximizing revenue.

{00062} There are various reasons why scheduled flight plans may need to
be changed. For example, bad weather, aircraft matiunctions and crew absence
may each resull in a scheduled flight plan needing to be changed. Such flight plan

changes often occur right up o the actual day of operation.

BRIEF DESCRIPTION OF THE DRAWINGS

(8003} Various features of the present disclosure will be apparent from the
detailed description which follows, taken in conjunction with the accompanying
drawings, which together liustrate, by way of example, features of the present
disclosure, and wherein:

16004} Figure 1 is a schematic diagram showing the main components of an
apparatus for managing airline resources according o an example;

10005} Figure ¢ is a schematic diagram showing data processing operations
according o an example;

16006} Figure 3 shows a passenger flow solution for an instance of a flight
management slate space graph according to an exampie;

10607} Figure 4 is a flow diagram showing a method of determining a
passenger flow solution according to another example;

160068} Figure 5 is a flow diagram showing in more detail a method of calculating
a passenger flow solution using residual networks according to a further example;
and

100609] Figure 8 is a schematic diagram showing a computing device for airling

resource management according to an example.
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DETAILED DESCRIPTION

10610} Changing a planned flight schedule is challenging due to the complexity
of the re-planning involved. Changing a planned flight schedule on the day of
operation is further challenging as a solution may be desired within a few minutes.
6011} Previous approaches to changing a planned flight schedule have
generally involved seguentially addressing the principal resources in the ordern:
aircraft, crew and passenger. This ordering inherently ranks the resources by
importance, which can have a negative impact on the resulting solution.

6012} Certain technigues will now be described in which airling resource
management is modelled as a stale space, L.e. a set of stales that a system can
be in, with two states being interconnected i there is an operation that can be
performed to transform the first state into the second state. By considering all
systemn states, no hierarchy of importance is imposed on the principal resources.
This state space can be represenied by a graph in which each node corresponds
to a full system solution for which each flight is assigned with a specific plane and
specific crew meambers, and that supplies the requirements of passengers. The
resultant state space graph ends up with a iarge number of states, where each
state corresponds to a different instance of the resource assignment.

18013} Certain examples of the present invention may utilize non-volatile
random access memory (NVREAM) technology, for example memristor technology,
to handie and maintain the state space graph. In this way, operations on the state
space graph can be exacuted efficiently and guickly.

(0014} Certain examples of the present invention may exploit the fact that
adjacent nodes in the siate space graph are similar 10 each other by employing
technigues that use the solution for one node when determining the solution for an
adjacent node. Such processing allows for efficient computation of the state space
graph.

0015} Figure 1 shows an example of an apparatus 100 for managing airline
resources. As shown, the apparatus 100 has a processor 110, memory 120, input
devices 130 and output devices 140 inferconnected by a data bus system 150.
The processor 110 is formed by at least one processing device. The input devices
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130, although schematically represented as a single component in Figure 1, may
include muitiple devices, €.g. a network inlerface, a keyboard, a touchscreen and
a reader for a computer-readable storage medium such as a CD-ROM. Similarly,
the output devices 140, although schematically represented as a single component
in Figure 1, may include multiple devices, @.g. a display or a network interface.
(0016} In this example, the memory 120 is formed of non-volatile random
access memory (NVRAM) and includes program memory 180 storing program
code and data memory 170 storing a state space graph for a plurality of flights.
The state space graph has a plurality of nodes with each node having a
corresponding assignment of aircraft, crew and passengers o each of a plurality
of flights. The program code includes a set of instructions that, when executed by
the processor 110, determing a passenger flow solution for a node of the state
space graph.

16017} In an example, the state space graph makes use of constraint
satisfaction technigues to identify solutions for assigning aircraft and crew (o a
flight, and then applies 8 combinatorial approach, based on a minimum cost
techniques, o identify passenger flow solutions.  As shown in Figure 2 for an
axample instance, aircraft constraints 200, aircraft resources 210, crew resources
220 and crew constraints 230 are input to consiraint salisfaction processing code
240. Aircraft resources 210 provides details of aircraft available for scheduling, for
gxample passenger capacity, and aircraft constrainis 200 provides details on
resirictions on use of the aircraft, which can include, for example, maintenance
requirements. Crew resources 220 provides details of available crew, for example
job descriplion {e.g. pilot, steward etc.} while crew constraints 230 can include, for
gxarmple, maximum hours that a crew member can work in a period of tims.
16018} The consiraint satisfaction processing code 240 outputs a time-space
network of flights 260 specifying a schedule of flighis between a source destination
and an end destination. The time-space network of flights 260 slores data for each
flight, in which a flight n has a capacity u, and is scheduled to depart from location
Xiattime 7, and to arrive at location Xy at time Tn. The locations Xy and X, can,
for example, correspond o airporis. The time-space network of flighis 260 forms
an input for minimum cost flow analysis code 280, Also forming inputs for the
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minimum cost flow analysis code 280 are passenger dats, in the form of a time-
space network of passenger requirements 250, and cost data 270. The time-space
network of passenger requirements 250 indicates the passenger travel itineraries
that are 1o be serviced by the scheduled aircraft as specified in the time-space
network of flights 260. In the time-space network of passenger reguireaments 250,
a requirement k& specifies that Gk passengers al location X; at time T need {0 arrive
atlocation Xjat time 7. The costdata 270 is used o determine airline cost. Inthis
example, the cost data 270 has two factors: a cost ¢, for each passenger on flight
i1 and a cost ¢, for each unit of delay for each passenger.

6019} The minimum cost flow analysis code 280 delermines how to assign
passengers (o aircraft, as detailed in the time-space network of flights 250, in such
a manner that the passenger requiremaents, as detailed in the time-space netwaork
of passenger requirements, are met without incurring undue cost, as determined
using the cost data 270. The minimum cost flow analysis code 280 oulputs data,
referred 10 as a passenger flow solution 280, giving passenger numbers for
different flights for the instance.

{6020} The manner in which the minimum cost flow analysis code 280
constructs the passenger flow solution 280 from the input data is as follows. For
gach flight k = {ux, X, 71, Xim, Ti} In the time-space network of flights 260, the arrival
and depariure time-space events (X, T and Gn, T} are respectively modelled by
nodes (X, 7, 0), (X0, T+ 1, 1) . (X, T+ d, d) .. (X, T+ D, D) and the nodes (G,
T, 03, {¥m, T+ 1, 1) o (X, T+ d, d) ... (G, T+ B, D), where d is the number
of units of delay and D is the maximum number of units of delay for a passenger.
For each delay d in [0, D], an edge is formed between the node (X, Trd, d} and
the node G, Trtd, d) with a cost ¢, and a passenger capacity u,. in addition, for
each timea-space event (X, 7)) an edge is formed belweaen consecutive delay time
stamps {L.e. between the node (X, 7 + d, d} and the node (X, T+d+1, d+1) for
gvery delay in [0, D-11) with a cost of ¢, and unbounded passenger capacity. For
gach passenger requirement k in the tlime-space network of passenger
requirements, a flow demand O is assigned for the node (X, T;, 0). Finally, a sink
node (2G, 7)) is formed and edges are added between (X, T;+ d, dyand (X, 7} with
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zero cost for every d in [0,D]. Minimum cost flow technigues can then be applied
to determine a passenger flow solution 280.

{0021} A simple illustrative example is shown in Figure 3, in which flight 1 is
scheduled to depart from location X at time 3 and to arrive al location Z at time 14,
fight 2 is scheduled to depart from location Y at time 10 and also arrive at location
Z al time 14, and the maximum delay is four time units. Each of the nodes 305_1
to 305 15 (collectively referred 1o as the nodes 305) in Figure 3 represents a
combination of a location and a time. For flight 1, the aircraft can be at location X
at time 3, represented by node 305 1. As the maximum delay is Tour time units,
the aircraft can also be at location X attimes 4, 5, 8 and 7, respectively represented
14, 15, 16, 17 and 18, respeactively represented by nodes 305 6 t0 305 _10. For
flight 2, the aircraft can be atlocation Y at times 10, 11, 12, 13 and 14, represented
by nodes 305 11 to 305 15, and at locatlion £ at times 14, 15, 16, 17 and 18,
respectively represented by nodes 305 6 to 305 10, A sink node 310 is also
provided representing an end state in which no further cost is incurred.

{6022} The possible transitions belween the nodes 305 and also between the
nodes 305 and the sink node 310, cumulatively the edges for the minimum cost
flow analysis, are indicated by arrows in Figure 3. As discussed above, thereg s a
cost and a passenger capacity associated with each transition. For transitions in
which the location changes, e.¢g. between node 305 _1 and node 3056, the costis
Cn per passenger and the passenger capacity is un, where n is the flight index {i.e.
n=1 for flight 1 and n=2 for flight 2). For transition where the location does not
change, for example betwsen node 305 1 and node 305 2, the passenger
capacity is unbounded and the cost is ¢p. For transitions between a node 305 and
the sink node 310, the passenger capacity is unbounded and the cost is zero.
160623} If the passenger requirements specify that Qs passengers wish to depart
location X at time 3 for deslination £ and Q2 passengers wish to depart location Y
at time 10 for destination £, then the minimum cost flow analysis code identifies a
passenger flow solution for Qy passengers between the node 305 _1 and the sink
node 310 and (2 passengers between the node 305 11 and the sink node 310. |
is straightforward to see that a minimum cost flow solution is for the Qr passengers
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to flow’ from node 305 1 to node 305 6 and subsequently from node 305 6 io
sink node 310, and for Q2 passengers to Tlow' from node 305 11 {o node 305 6
and subsequently from node 305 _6 to sink node 310. This passenger flow solution
correspends to flight 1 leaving location X at time 3 and arriving at location Z at time
14, and flight 2 leaving location Y at time 10 and arriving at location £ at time 14
{i.e. flights 1 and 2 operate at their scheduled times). For other insiances, the
passenger flow solution is not so straightforward.

10024} Returning to Figure 2, the minimum cost flow analysis code computes a
passenger flow solution for each node in the state space graph. In some
applications, the computation time for computing a passenger flow solution for
egach node in the state space graph independently of any other node in the state
space graph is longer than the available time in some applications. A technigue
for reducing the computation time for determining a first passenger flow solution
for a first time-space network of flights using a second passenger flow solution for
a second time-space network of flights will now be described. This technique takes
advantage of two different technigues used when determining minimum cost flow,
namely the successive shortest path technigue and the cycle-cancelling technique,
which make use of residual networks.

[6025] A residual network represents the residual flow capacity between nodes
in a network. I G is a network and x is a feasible flow solution for the network G,
then if an edge (i, |) has a flow capacity uy and under the feasible flow solution x
carries x; units of flow, then the residual capacity ry of the edge xjis given by ry =
uj — . In other words, the residual capacity rj of an edge xj represenis the
additional unifs of flow that are able o be sent over the edge xj. In contrast, the
fiow »; can be reduced by sending up to x; units of flow from | to | over the edge
{i,1). Sending a unit of flow from i {o | along the edge {i,§) increases the cost function
by ¢ij, whereas sending a unit of flow from | 1o 1 on the same edge reduces the cost
function by ¢j. Based on these concepts, the residual network for the network G
with respect to a flow solution X corresponds fo replacing each edge {1} in G with
two edges (i,i} and (i} the edge (i)} having a cost ¢y and a residual capacity ry =
ui — Xij, and the edge (J,i} having a cost —¢y and a residual capacity rji = x.
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(6026} The successive shortest path technigue simultaneously searches for a
maximum flow and reduces the cost funclion. Instead of searching for the classical
maximum fiow, the successive shortest path technigue sends flow from a source
node to a sink node along the shortest path with respect to link costs. The
successive shortest path technigue then determines the residual network for that
solution, identifies an augmenting path and augmenis the flow along the
augmenting path in the residual network. The successive shortest path technigue
then finds a new shortest path with respect 1o link costs, updates the residual
network and augments the flow in the residual network. This process continues
fteratively until the flow requirement is satisfied.

100271 The cycle cancelling technigue is based on a different approach o
determining minimum cost flow.  In the following, negative cycle optimality
conditions, and as a consequence the cycle cancelling lechnique, will be explained.
A theorem states that it X* is a feasible solution in a minimum cost flow analysis,
then x* is an optimal solution if the residual network G{X*) contains no negative
cost directed cycle. Accordingly, an approach 1o minimum cost flow analysis is {o
use any maximum flow technique o establish a feasible solution, and then use the
cycle cancelling technigue to find negative cost cycles in the residual network and
then augment the flow along those negative cycles until no negative cost directed
cycle exists.

10628} Figure 4 illustrates a minimum cost flow technique that can be
implemented by the apparatus shown in Figure 1. The operations dlustrated in
Figure 4 can be performed by the minimum cost flow analysis code 280 illustrated
in Figure 2, which forms part of the program code 180 Hiustrated in Figure 1. As
shown in Figure 4, a method of minimum cost flow analysis involves providing, at
410, a first time-space network of flights and providing, at 420, a first passenger
fiow solution corresponding to the first time-space network of flights. The first time-
space network of flights is then modified, at 430, to generate a second time-space
network of flights and the a second passenger flow solution is calculated, at 440,
for the second time-space network of flights using the first passenger flow solution
corresponding to the first time-space network of flighis.
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(66291 Figure 5 shows in more detail the calculation of the second passenger
flow solution as represented by 440 in Figure 4. As shown in Figure 5, the
calculation of the second passenger flow solution involves determining, at 510, a
residual network associated with the first passenger flow solution and establishing,
at 520, s feasible flow in the second time-space network of flights. The feasible
flow in the second passenger flow solution is calculated by taking each maodification
one edge at a time, so that the two instances of the minimum cost flow technigue
differ from each other by a single edge {i,j}. In other words, the two instances of
the minimum cost flow technigue can differ either by virtue of the absence of a link
in the second instance {corresponding to deleting an edge interconneacting a first
node and a second node in the time-space network of flights associated with the
first passenger flow solution, or by virtue of the presence of an additional link in the
second instance, {corresponding to adding an edge interconnecting a first node
and a second node in the time-space network of flights associated with the first
passenger flow solution) .

10636} If the second time-space network of flights misses a link {i,j) with respect
to the first time-space network of flights, then the residual network for the first
passenger flow solution must be updated to cancel the flow over the edge {i,j} fo
form a feasible passenger flow solution for the second time-space network of
flights. This is achieved by sending flow from the node i to the source node s over
the shortest available path in the residual network and sending flow from the node
i o the sink node t over the shoriest available path in the residual network. In
contrast, if the second time-space network of flights includes an additional link (i,j}
then the first passenger flow solution forms a feasible passenger flow solution for
the second time-space network of flights.

[0031] After establishing a feasible passenger flow, the flow in the residual
network for the time-space network of flights is augmented, at 530, and the residual
network is revised, at 540, accordingly. It is then checked if there is any negative
cost directed cycie in the residual network {(at 550}, if there is, then the passenger
flow is further augmentaed along negative cost directed cycles in the residual
network, and the residual network revised accordingly in an iterative manner, i

there are no negative cost directed cycles in the residual network, then a
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passenger flow solution for the second time-space network of flighis has been
reached.

10032} In certain examples, the crew and aircraft assignment changes with the
transition from state to stale in the state space graph and a passenger flow
assignment is determined as a solution for each state. The combinatorial approach
using minimum cost flow analysis is well suited o the flow dynamics and non-
specitic properties of the passenger travel requirements.

16033} Certain system componenis and methods described herein may be
implemented by way of non-transitory computer program code that is storable on
a non-transitory storage medium. Figure & shows an example 600 of a system 600
comprising at least one processor 610 arranged to retrieve data from a computer
readable storage medium 620, The computer-readable storage medium 620
comprises a set of compuler-readable instructions 630 stored thereon. The set of
computer readable instructions are arranged 1o cause the at least one processor
to perform a series of actions. Instruction 640 is arranged to determine a
passenger flow solution corresponding o a first time-space network of flights, the
first time-space network of flights comprising a plurality of nodes and a plurality of
adges, wherein each node has an associsted location and an associated time and
wherein each edge interconnects two nodes and has an associated cost and an
associated passenger capacily. Instruction 850 is arranged to determine a second
passenger flow solution corresponding to a second time-space network of flighis
using the first passenger flow solution for the first time-space network of tlights.
16634} The non-transifory storage medium can be any media that can contain,
store, or maintain programs and data for use by or in connection with an instruction
execution system. Machine-readable media can comprise any one of many
physical media such as, for example, electronic, magnelic, optical,
electromagnetic, or semiconducior media. More specific examples of suitable
machine-readable media include, but are not limited o, a hard drive, a random
access memory (RAM), a read-only memory (ROM), an erasable programmable
read-only memaory, or a portable disc.

10035} The preceding description has been presented (o illustrate and describe
examples of the principles described. This description is not inlended to be
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exhaustive or to limil these principles 0 any precise form disclosed. Many
maodifications  and variations are possible in light of the above teaching.
Techniques, functions and approaches described in relation to one example may
be used in other described examples, e.g. by applying relevant portions of that

disclosure.
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What is claimed is;

1. A computer-implemented method for managing airline resources, the
method comprising:

providing a first time-space network of flights, the time-space network
comprising a plurality of nodes and a plurality of edges, whergin each node has an
associated location and an associated time and wherein each edge interconnects
two nodes and has an associated cost and an associated passenger capacity;

providing a first passenger fiow solution corresponding to the first time
space network of flights;

modifying the first ime-space network of flights {o generate a second time
space natwork of flights; and

caicuiating a second passenger flow solution corresponding o the second
time space network of flights using the first passenger flow solution for the first time
space network of flights.

2. A computer-implemented method according to claim 1, wherein the
calculation of the second passenger flow solution comprises:

determining a residual network associated with the first passenger flow
solution;

establishing a feasible flow in the second time space network of flights and
revising the residual network accordingly; and

iteratively augmenting flow in the time space network of flights and revising
the residual network accordingly.

3. The computer implemented method of claim 2, wherein the iterative
augmenting of flow in the time space network of flights and the revising of the
residual network accordingly terminates when the residual network containg no

negative cost directed cycle.

4. The computer-implemented method of claim 2, wherein:
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the modification of an edge of the time space network of flights comprises
deleting an edge interconnecling a first node and a second node; and

the establishing of a feasible flow comprising cancelling flow over the
deleted edge by sending flow from the first node o the source node and by sending
flow from the second node o a sink node along the respective shortest paths.

5. The computer-implemented method of claim 2, wherein:

the modification of an edge of the time space network of flights comprises
adding an edge interconnecting a first node and a second node; and

the establishing of a feasible flow comprises adopting the solution for flow
between the source node and the sink node determined for the lime space network
of flights before modification.

6. The method of claim 1, wherein providing the first time-space network
of flights comprises:

receiving aircraft data for at least one aircraft, the aircraft data specifying at
least one constraint;

receiving crew data for crew members, the crew data specifying at least one
constraint; and

processing the aircraft data and the crew data using a constraint satisfaction
technique {0 generate the first time-space network of flights.

7. The method of claim 6, wherein providing the first passenger flow
solution comprises:

receiving passenger data specifving passenger travel itineraries; and

caicuiating the first passenger flow solution in accordance with the first time-

apace network of flights and the passenger data using a minimum cost technique.

8. Apparatus for managing airline resources, the apparatus comprising:

& Processar;
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data memary storing a state space graph for a plurality of flights, each node
of the stale space graph corresponding to an  assignment of aircraft, crew and
passengers o sach of the plurality of flights; and

program memory storing a set of instructions which, when executed by the
processor, determing a passenger flow solution for a first node of the state space
graph using a passenger flow solulion for a second node of the state space graph.

g. Apparatus according to claim 8, wherein the non-volatile random

access memory comprises a plurality of memristors.

10, Apparatus according to claim 8, wherein the set of instructions is
arranged io:

determine a residual nelwork associated with the passenger flow solution
for the second node;

esiablish a feasible passenger flow solution for the first node and revise the
residual network accordingly; and

iteratively augment passenger flow for the first node and revise the residual

network accordingly.

11, Apparatus according to claim 10, wherein the first node of the state
space graph differs from the second node of the state space graph by a single
adge within a time-space nelwork of flights.

12, Apparatus according to claim 11, wherein the first node of the state
space graph differs from the second node of the state space graph by the absence
of an edge within the lime-space network of flights, and wherein the set of
instructions is arranged to establish the feasible passenger flow solution by
cancelling flow over the absent edge in the passenger How solution for the second

node.

13, Apparatus according to claim 11, wherein the difference between the
first node of the state space graph and the second node of the stale space graph
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corresponds {o the presence of an additional edge, wherein the feasible passenger

flow solution corresponds o the passenger flow seiution for the second node.

14. A non-ransitory computer-readable storage medium comprising a
set of computer-readable instructions stored thereon, which, when executed by a
processor, cause the processor o

determine a passenger flow solution corresponding o a first time-space
network of flights, the first time-space network of flights comprising a plurality of
nodes and a plurality of edges, wherein each node has an associated location and
an associated time and wherein each edge interconnects two nodes and has an
associated cost and an associated passenger capacily; and

determine a second passenger flow solulion corresponding to 2 second
time-space network of flights using the first passenger flow solution for the first lime

space network of tlights.
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of flights using the first
passenger flow solution
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Determine a passenger flow solution
corresponding to a first time-space network
of flights, the first time-space network of
flights comprising a plurality of nodes and a
plurality of edges, wherein each node has an
associated location and an associated time
and wherein each edge interconnects two
nodes and has an associated cost and an
associated capacity

v

Determine a second passenger flow solution
corresponding to a second time-space
network of flights using the first passenger
flow solution for the first time-space
network of flights
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