(54) Title: SYSTEM AND METHOD FOR GENERATING AN ULTRASONIC IMAGE

(57) Abstract: An ultrasonic imaging system comprising a first receiving unit for receiving image data from the region of interest a second receiving unit for receiving an acoustic signal from an acoustic source and generating acoustic data from said acoustic signal, wherein said acoustic source is located within a region of interest, a processing unit configured to determine the location of the acoustic source of the acoustic data relative to the region of interest, thereby generating located acoustic data; and wherein the processing unit is further configured to register the image data and the located acoustic data so as to generate the enriched ultrasound data based on the image data and the located acoustic data.
System and method for generating an ultrasonic image

FIELD OF THE INVENTION

The invention relates to an ultrasonic imaging comprising a first receiving unit for receiving image data from a region of interest.

The invention further relates to ultrasound probe for use in an ultrasonic imaging system according to the present invention, the ultrasound probe comprising an ultrasonic transducer for receiving image data of a region of interest.

The invention also relates to a method comprising the steps of receiving image data from the region of interest.

BACKGROUND OF THE INVENTION

Ultrasonography is commonly used for generating an image so as to visualize internal structures of the human body, such as tendons, muscles, joints, vessels and internal organs. This imaging technique has number of known advantages, such as providing a real-time image enabling a healthcare professional, or otherwise any person to see a representation of the internal structure imaged without any lengthy processing delay.

Ultrasonic imaging is commonly generated in three steps which may be summarized as i) producing a sound wave (for instance via a piezoelectric transducer), ii) receiving the echoes of the produced sound wave, and iii) forming the image based on each received echoes. In more details, the image is based on the time elapsed between the generated sound wave and the received echo and the strength of said received echo. From a plurality of received echoes, determination of the location of the pixel(s) (or image element(s)) is achieved, thereby allowing generation of an ultrasonic image. Following generation of the (either a 2D image or a 3D image), said image is displayed for visualization, using for instance DICOM standard.

A system for use in imaging a subject and determining a position of the imaging probe relative to a body of said subject is known from US 6,678,545 B2. Said system comprises an imaging probe configured to scan the subject and provide scan images of the subject. An array of receivers is in communication with the base and the imaging probe. A first plurality of reference points is fixed in relation to the base and in communication with
the array. A second plurality of reference points is fixed in relation to the imaging probe and in communication with the array. A processor in communication with the imaging probe and the array calculates the position in the scan images corresponding to the position of the imaging probe relative to the subject.

It is known from US 8372006 B a method for detecting and locating a target using phase information obtained from an array of microphones or other sensors. The invention therein disclosed is based the introduction of a device that includes a transmitting and stimulating ultrasound transducer (probe) and a multiplicity of sensors at given locations around or adjacent to a human breast. An ultrasound transducer generates certain stimulating signals which are transmitted to the breast and which, in presence of a microcalcification or other target, will result in reflected, demodulated, reradiated and scattered signals. These signals will travel away from the microcalcification and toward a location or locations whereby the various sensors are located.

It is a drawback of known ultrasonic imaging apparatuses that further relevant information associated to the region undergoing an ultrasound scan (for instance a region of interest) is not adequately assessed relative to the image information of said region. Consequently, the healthcare professional lacks valuable information which he/she could benefit to take a decision, or to make a diagnostic, or to prepare a therapy plan.

SUMMARY OF THE INVENTION

It is an object of the invention to provide an ultrasonic imaging system of the kind set forth in the opening paragraphs which enables an association between acoustic information associated to the region undergoing an ultrasound scan relative to the image information of said region

According to a first aspect of the invention, this object is realized by an ultrasonic imaging system as defined in the opening paragraph characterized in that the ultrasonic imaging system further comprises a second receiving unit for receiving an acoustic signal of a frequency within the human hearing range from an acoustic source and generating acoustic data from said acoustic signal, wherein said acoustic source is located within a region of interest, a processing unit configured to determine the location of the acoustic source of the acoustic data relative to the region of interest, thereby generating located acoustic data, and wherein the processing unit is further configured to register the image data and the located acoustic data so as to generate the enriched ultrasound data based on the image data and the located acoustic data.
The invention is advantageous in that it enables generation of an enriched ultrasound data based on located acoustic data and image data; an association between the received acoustic data and the received image data is registered in such enriched ultrasound data, therefore enabling a user (such as a healthcare professional, a physician, a caregiver) to perceive an internal structure (for instance an organ, or a blood vessel, or a tissue) by at least two senses (sight and hearing). In addition to the foregoing, a superposition of image data and acoustic data enables a further assessment on the internal structure of a subject (for instance a patient) such that more information of potential relevance are provided to the healthcare user so as to strengthen his/her assessment of the condition of such internal structure (for instance for diagnostic purposes).

The invention is further advantageous in that it enables a faster scanning time of the region of interest by an ultrasonic imaging system. For instance, the invention speeds the analysis process of an ultrasonic imaging system as a region of interest or a feature of interest may be quickly identified based on its acoustic emissions, which are captured by the second receiving unit. Alternatively, such region of interest or a feature of interest may be automatically identified by a processing unit. Localization of a region of interest or area of interest within the ultrasound image is therefore eased, and the image interpretation by the healthcare user is improved.

The invention is further advantageous in that it enables an ultrasonic imaging system which is easier to use, allowing lay users, additionally and/or alternatively user undergoing a training, additionally and/or alternatively users with limited skills, additionally and/or alternatively less experienced healthcare professionals, additionally and/or alternatively any person and or robot who would benefits in ease of use to operate an ultrasonic imaging system so that conclusion(s), assessment(s) or otherwise information are engendered.

The invention is further advantageous in that it enables the ultrasonic imaging system parameters (for instance the frequency, the mode) to be modified, or changed, or optimized based on the received acoustic data, so as to ensure that the scanned image represents data relevant to the issue highlighted by acoustic analysis. Consequently, the present invention enables for an optimization of the tradeoff between spatial resolution of the image and imaging depth into the body.

In another embodiment, the processing unit is further configured to generate an ultrasonic image based on the enriched ultrasound data. This embodiment is advantageous
in that it enables visual representation, when presented on a display means, of the image data captured by the first receiving unit.

In another embodiment, the second receiving unit of the ultrasonic imaging system comprises an array of microphones. According to the present invention, an array of microphones (or microphone array) comprises a plurality of microphones (i.e. two or more) that are distributed over a certain space and are operating in tandem. Said embodiment is advantageous in that it enables adequate location of the acoustic source of the acoustic signal (therefore the acoustic data) following the processing of the received acoustic data. For instance, based on a fixed physical relationship in space between different individual microphone transducer array elements, simultaneous digital signal processing of the received signals from each of the individual microphone array elements by a suitable algorithm is configured to create one or more virtual microphones so that further processing is made possible.

In another embodiment, the first receiving unit of the ultrasonic imaging system comprises an ultrasound probe. Said embodiment is advantageous in that it enables digital capture of image data, therefore obviating the need of any converting means, such as an Analogue-to-Digital converter (ADC). This embodiment is further advantageous in that it enables the ultrasonic imaging system according to the present invention to use elements, and/or features, and/or aspect of known ultrasonic imaging systems, thereby limiting modifications for upgrading towards an ultrasonic imaging system according to the present invention.

In another embodiment, the processing unit of the ultrasonic imaging system further comprises a beamforming (or spatial filtering) algorithm configured to processes the acoustic data so as to determine the location of the acoustic source relative to the region of interest. Said embodiment is advantageous in that, together with the acoustic data received by a second receiving unit, such as a microphone array, a robust processing technique to locate the acoustic source (of the acoustic data) is provided. As it will be further elucidated hereunder, beamforming is namely achieved by combining elements in a phased array (for instance received from the array of microphones) in such a way that signals at particular angles experience constructive interference while others experience destructive interference. From such processing of acoustic data received by a microphone array digitalization of such acoustic data (for instance by an Analogue-to-Digital converter (ADC, or any other acoustic processing techniques), enabling conception of digital virtual microphone(s). From such
digital virtual microphone(s), a 2D or 3D space coordinates can be derived (for instance Cartesian coordinates) such that the location of the acoustic source is made possible.

In another embodiment, the processing unit of the ultrasonic imaging system further comprises an image segmentation algorithm such that one or more features of interest in the enriched ultrasound data are identified. Non limiting examples of image segmentation algorithm suitable for the present invention are, for instance a shape-constrained deformable model, and/or an active shape model. This embodiment is advantageous in that it enables a region of interest from image data to be identified, particularly a contour of the region of interest is enforced (for instance highlighted, or otherwise made prominent when displayed), thereby allowing an easier identification of an arrangement, or an element of the imaged structure (for instance an organ, or a blood vessel, or a tissue) when visualized.

In another embodiment, the ultrasonic imaging system further comprises a display configured to display an ultrasonic image based on enriched ultrasound data, and an audio generator (such as a loudspeaker) configured to generate an audible signal from the acoustic data and/or the located acoustic data registered with the ultrasonic image and/or the one or more feature of interest when one or more picture elements of the ultrasonic image are selected. Said embodiment is advantageous in that it enables the healthcare user, or any person to hear the sound (or a frequency associated with this sound) as captured by the second receiving unit (alternatively by an array of microphones) following selection or identification of a picture element (or a pixel, or a group of pixels, or a frame of the image) or more than one picture elements, or a group of picture elements within the ultrasonic image. By said selection or identification of such picture element(s), or more than one picture elements, or a group of picture elements, in addition of viewing the image generated based on the internal structure (for instance an organ, or a blood vessel, or a tissue), the sound generated by said internal structure, or more precisely by a specific area within said internal structure may be made audible (for instance played by a loudspeaker). Consequently, said embodiment enables, for instance, a better assessment of said internal structure.

In another embodiment, the ultrasonic imaging system further comprises a first memory for storing at least one of the acoustic data and/or the located acoustic data so that the audible signal can be replayed at a further moment, or the located acoustic data be re-registered with further image data generated at another further moment. Said embodiment is advantageous in that the captured acoustic data (or located acoustic data) may be replayed at a future consultation such as, for instance, to be compared with the newly gathered acoustic data (or located acoustic data). As a result, a modification, or a changed, or a difference of
the acoustic data generated by the internal structure may be assessed, such as to help, support or otherwise provide valuable information to the user in his assessment, for instance an improvement following an intervention, or degradation of an existing condition monitored over time.

In another embodiment, the ultrasonic imaging system further comprises a second memory for storing a reference acoustic signal for the region of interest, or the feature of interest, wherein the processing unit is further configured to compare the acoustic data and/or the located acoustic data with the reference acoustic signal. Said embodiment is advantageous in that an abnormal acoustic data (for instance acoustic signal) from the region of interest (or the feature of interest) can be easily assessable by the healthcare user (such as a healthcare professional, a physician, a caregiver). A reference acoustic signal may be, for instance, an acoustic signal which has been scientifically demonstrated and validated in a so-called normal range, (for instance ground truth, or golden standard). Such embodiment enables quicker assessment, diagnostic or conclusion of the situation of the internal structure (for instance an organ, or a blood vessel, or a tissue) from which the acoustic data and image data are captured.

In another embodiment, the display is further configured to display the one or more picture elements and/or the ultrasonic image at an improved resolution when the located acoustic data registered with the one or more picture elements of the ultrasound image differ from, or are outside the range of the stored reference acoustic signal; and/or display the one or more picture elements and/or the ultrasonic image at an increased size when located acoustic data registered with the one or more picture elements of the ultrasound image differ from, or are outside the range of the stored reference acoustic signal. Said embodiment is advantageous in that it enables emphasis of the representation of the image data associated with the acoustic data. Such emphasis may enable a diagnostic by a healthcare professional, or an assessment by a user which could have been missed without the superposition of the acoustic data and the image data. Alternatively or additionally, this embodiment may provide information on an internal structure, that appears abnormal, if it works normally, thereby alleviating the need for further examination by the healthcare professional, such a minimally invasive surgery, or an invasive surgery.

According to a second aspect of the invention, the foregoing object is realized by an ultrasound probe as defined in one of the opening paragraph configured for receiving acoustic data of a frequency within human hearing range and ultrasound data characterized in that that the ultrasound probe further comprises an array of microphones for receiving
acoustic data from an acoustic source, wherein said acoustic source is located within a region of interest.

Said embodiment is advantageous in that it enables reception of the acoustic data and the image data from one device, or apparatus. The use of one device comparable to a plurality of device enables easier manipulation by a user (such as a healthcare professional, a physician, a caregiver) which consequently provides for a more robust system for generating an ultrasound image registered with acoustic data. In addition to the easiness of use, this embodiment enables diminution of the processing needs of data, thereby enabling faster processing time. Moreover, via said embodiment, as the position of an array of microphones relative to the ultrasound probe remains constant, manipulation of the system according to the present invention by un-skilled users, or otherwise any user that have not received extensive training is made possible.

According to a third aspect of the invention, the foregoing object is realized by a method characterized in receiving acoustic data of a frequency within human hearing range from an acoustic source, wherein said acoustic source is located within a region of interest, processing the acoustic data to determine the location of the acoustic source of the acoustic data relative to the region of interest, thereby generating located acoustic data, registering the image data and the located acoustic data, and generating the enriched ultrasound data based on the registered image data and the located acoustic data.

The method according to the present invention is advantageous for analogous reasons as the corresponding features of the system according to present invention. For instance, the method is advantageous in that it enables superposition of acoustic data and image captured data from a source, said source being within a region of interest, which is for instance an internal structure (for instance an organ, or a blood vessel, or a tissue). Such superposition of acoustic data and image data provides for the possibility to generate an audible signal indicative of the acoustic data emitted from the source with a visual signal (e.g. display of an ultrasonic image) indicative of the image data. The latter advantage enables a user (such as a healthcare professional, a physician, a caregiver) to see a representation of the region of interest and hear the sound (acoustic signal) generated by the structure, or otherwise a source within said region of interest.

In another embodiment, the method further comprises displaying an ultrasonic image based on the enriched ultrasound data, and generating an audible signal from the acoustic data and/or the located acoustic data registered with the ultrasonic image and/or the one or more feature of interest when one or more picture elements of the ultrasonic image are
selected. Said embodiment is advantageous for analogous reasons as the corresponding embodiment of the system according to the present invention.

In another embodiment, the method further comprises displaying the one or more picture elements and/or the ultrasonic image at an improved resolution when the located acoustic data registered with the one or more picture elements of the ultrasound image differ from, or are outside the range of the stored reference acoustic signal, and/or displaying the one or more picture elements and/or the ultrasonic image at an increased size when located acoustic data registered with the one or more picture elements of the ultrasound image differ from, or are outside the range of the stored reference acoustic signal. Said embodiment is advantageous for analogous reasons as the corresponding embodiment of the system according to the present invention.

These and other aspects of the invention are apparent from and will be elucidated with reference to the embodiments described hereinafter.

It will be appreciated by those skilled in the art that two or more of the above-mentioned options, implementations, and/or aspects of the invention may be combined in any way deemed useful.

BRIEF DESCRIPTION OF THE DRAWINGS

These and other aspects of the applicator device, the system and the method according to the invention will be further elucidated and described with reference to the drawing, in which:

Fig.1 schematically represents an embodiment of the ultrasonic system according to the present invention.

Fig.2 schematically represents another embodiment of the ultrasonic system according to the present invention.

Fig.3a schematically represents an embodiment of the device for use in a system according to the present invention.

Fig.3b schematically represents an alternative embodiment of the device for use in a system according to the present invention.

Fig.4a graphically represent the image data received according to the present invention.

Fig.4b graphically represent the located acoustic data generated according to the present
Fig. 4c graphically represent the registration of the image data and the located acoustic data according to the present invention.

Fig. 5 represent an embodiment of the ultrasonic image displayed by an ultrasonic system according to the present invention.

Fig. 6 schematically represents an embodiment of the method according to the present invention.

DETAILED DESCRIPTION OF EMBODIMENTS

Certain embodiments will now be described in greater detail with reference to the accompanying drawings. In the following description, like drawing reference numerals are used for like elements, even in different drawings. The matters defined in the description, such as detailed construction and elements, are provided to assist in a comprehensive understanding of the exemplary embodiments. Also, well known functions or constructions are not described in detail since they would obscure the embodiments with unnecessary detail.

Moreover, expressions such as “at least one of”, when preceding a list of elements, modify the entire list of elements and do not modify the individual elements of the list.

Within the scope of the present invention, a region of interest may be an internal structure (for instance an organ, or a blood vessel, or a tissue), or part of such internal structure. Additionally or alternatively, a region of interest may comprise a plurality of internal structures, or a plurality of parts of such plurality of internal structures. A feature of interest corresponds to an image of a part of an internal structure (or a plurality of internal structures), which may have been processed by an imaging segmentation algorithm for example. For illustration purposes, a region of interest may be the aortic valve in the heart of a subject, where the feature of interest is the representation of the posterior cusp.

Within the scope of the present invention, a microphone is a device that convert an acoustic signal into an electric signal. A microphone array (or array of microphones) comprises a plurality of microphones arranged to operate in tandem. Generally, a microphone array comprises solely omnidirectional (or non-directional) microphones, alternatively it comprises solely unidirectional (or directional) microphones, alternatively it comprises a mixture of omnidirectional and unidirectional microphones distributed over a perimeter of a given space. A microphone array may consist of two (2) or more microphones, where examples of number of microphones could be four (4) microphones, alternatively six (6) microphones, alternatively (9) microphones. In an embodiment according to the present
invention, the microphone array comprises, as an example, eight (8) microphones (further
detailed hereunder under Figure 5).

A planar microphone array comprises all microphones in one single plane. The
skilled in the art will know that a planar array provides a large aperture and may be used for
directional beam control by varying the relative phase of each element. A 3D microphone
array comprises all microphones in a three-dimensional space. Such microphone arrays are
usually, but not limited to a spherical configuration relative to each other. An advantage of a
3D microphone array resides in an increased accuracy of sound pressure levels and a more
accurate (virtual) positioning of sound sources (for instance the region of interest).

Additionally or alternatively, a 3D microphone array enables to capture an increased amount
of the emitted sound by the region of interest, increasing the sensitivity relative to a planar
microphone array. Additionally or alternatively, a 3D array enables limitation of the air gap
(or air pouch) between the body surface and the microphones, thereby increasing the quality
of the sound capture.

Within the scope of the present invention, an ultrasonic transducer is a device
capable of converting energy into an ultrasound wave. An ultrasonic transducer may
comprise a piezoelectric element (such as a crystal, alternatively a plurality of crystals)
capable of changing dimension when a voltage is applied. Alternatively, it comprises a
magnetostrictive materials may be used as such material changes size in response to a
magnetic field. Alternatively, a capacitor microphone using a plate which moves in response
to the ultrasound wave may be used. Alternatively the system may comprise a Capacitive
Micromachined Ultrasonic Transducer (CMUT) transducer cell. Such cell comprises a cavity
with a movable mechanical part also called a membrane and a pair of electrodes separated by
the cavity. When receiving ultrasound waves, ultrasound waves cause the membrane to move
or vibrate and change the capacitance between the electrodes which can be detected. Thereby
the ultrasound waves are transformed into a corresponding electrical signal. Conversely, an
electrical signal applied to the electrodes causes the membrane to move or vibrate, thereby
transmitting ultrasound waves.

Fig.1 schematically represents an ultrasonic system 100 according to the
present invention. Said ultrasonic system 100 comprises a second receiving unit 110
configured to receiving an acoustic signal (for instance sound waves) from an acoustic source
and generating acoustic data from said acoustic signal from a region of interest 150. Said
region of interest 150 may be an organ, alternatively may be a tissue, alternatively may be a
blood vessel, alternatively may be a region of an organ, alternatively may be a region of a
tissue, alternatively may be a region of a blood vessel, or alternatively any structure that emits an acoustic wave. The skilled person will easily understand that the heart would be a suitable structure so as to carry the present invention, where heart murmurs could be captured by the second receiving unit. However, numerous other structures of the human or animal body emit an acoustic signal (e.g. a noise, a subaudible signal, an ultrasonic signal), such as for example the kidneys, the liver, or tissues such as the aorta, or a tissue such as a ventricular valve.

The skilled person will understand that in a preferred embodiment, said region of interest 150 may correspond to one or more internal structures, within the human or animal body. A region of interest 150 may be, as mentioned above, a region of a structure, for instance an organ, but could also represent a plurality of structures, for instance the origin area of the aorta at the periphery of the left ventricle of the heart. Additionally or alternatively, said region of interest could represent the origin of the urethra at the periphery of the urinary bladder. Additionally or alternatively, the region of interest may represent a region covering the liver, the gallbladder, the pancreas and the stomach.

The ultrasonic system of Fig.1 further comprises a first receiving unit 120 (for instance an ultrasonic transducer) for receiving image data from the region of interest 150. Such image data may be generated by any modality configured to get image of an internal structure (for instance an organ, or a blood vessel, or a tissue) of a subject 160 (for instance a patient). Even if the present invention mainly discloses ultrasound imaging (US), image data may be gather by alternative modalities, such as for example computer tomography (CT), Magnetic resonance imaging (MRI), Positron emission tomography (PET). With all the foregoing modality, the image data are digitalized, such that a map within space coordinates (for instance a 2D representation, or a 3D representation) of the imaged region of interest 150 is generated following treatment via one or more adequate image processing techniques for instance a shape-constrained deformable model, for instance an active shape model.

The ultrasonic system 100 further comprises a processing unit 130. Said processing unit 130 can be, as illustrated in Fig. 1 as a single unit, but may alternatively be a plurality of units. Additionally, or alternatively, the processing unit 130 may be at the same location that the second receiving unit 110 and the first receiving unit 120, but may alternatively be at a remote location, within a server room for instance, or alternatively in the cloud.

The processing unit 130 may host means, such as ultrasound image computation processes, that will be known to the skilled in the art to transposed image data
captured from a transducer array (or alternatively any other means capable of receiving an echo signal) into data capable of being displayed for visualization. Such processed image data capable of being represented on a display means is also called ultrasonic images, which may be generated, for instance, from A-Mode data, additionally or alternatively from B-Mode data.

The processing unit 130 is configured to host at least one signal processing algorithm configured to process the acoustic data. Said signal processing algorithm may receive digitized audio data. As most microphone arrays are configured to generate an analogue acoustic signal, the audio data may need to be pre-processed by an Analogue-to-Digital converter (ADC) (not shown). Alternatively, the microphone array may output a digital acoustic signal, such that such signal is ready to be processed by the processing unit 130.

The signal processing algorithm may be a beamforming algorithm. A beamforming algorithm comprise computer readable s code that when executed on a suitable computer (for instance a PC, for instance a tablet, for instance a mobile phone), enable such suitable computer to process acoustic data (for instance audio data) to determine (or assess, or locate) the source of such acoustic data. This is possible when acoustic data are received from a plurality of microphones (for instance microphone arrays) at a known positions relative to each other (fixed physical distance between each or the individual microphones) such that a virtual digital map of the received sound is created. Based on the beamforming signal processing techniques on the reception of the acoustic signal by the microphone array, location of the source of the acoustic signal may be determined with accuracy following digitalization of the acoustic signal (further detailed hereunder under Fig.4).

The skilled person will understand that the task of locating a sound source (for instance acoustic source) may be seen as the process of acoustic source localization. Different methods have are known to achieved such task, for instance the so called “particle velocity or intensity vector”, the “time difference of arrival” and the “triangulation”.

In an embodiment, the signal processing algorithm is based on the steered beamformer approach so as to identify the location of the source of the acoustic data. Said method makes use of an array of microphones combined with a steered beamformer which enhanced by the Reliability Weighted Phase Transform (RWPHAT).

Additionally, or alternatively, the signal processing algorithm is based on collocated microphone arrays approach so as to identify the location of the source of the acoustic data. Said approach enables real-time sound localization uses a collocated array
named Acoustic Vector Sensor (AVS) array. By such approach, the output is represented by a horizontal angle and a vertical angle of the sound sources which is found by the peak in the combined 3D spatial spectrum.

Additionally, or alternatively, the signal processing algorithm is based on time delay estimates (TDE) methods. Said methods use the fact that the sound reaches the microphones with slightly different times. The delays are computed using cross-correlation function between the signals from different microphones.

Additionally, or alternatively, any signal processing algorithm suitable for the present invention may be based on any other techniques that would be known to the skilled person such that the location of the acoustic source of the acoustic data is identified.

Based on the output of the signal processing algorithm, located acoustic data are generated, thereby combining the acoustic data and the acoustic source in a 2D Cartesian plan (for instance X,Y), alternatively in a 3D Cartesian plan (for instance X, Y, Z) so that the located acoustic data may be further process as it will be further detailed hereunder.

Additionally, or alternatively, the acoustic data can be filtered and localized following creation of an acoustic intensity map highlighting different sound signals, which are segregated, based on their source locations. In order to consider the errors introduced due to scattering or reflection of acoustic waves propagating through the subject (for instance the patient), a sound propagation model can be generated. Accordingly, an adaptive beamforming algorithm can be selected to compensate for the sound speed delay through biological structure (for instance an organ, or a blood vessel, or a tissue).

The processing unit 130 is further configured to register the located acoustic data and the image data (both data being into a digital format) so as to generate enriched ultrasound data from which an ultrasonic image can be displayed on a display 140. This registration may is achieved following image registration process such that different set of data (i.e. located acoustic data and image data) are transformed into one coordinate system (either 2D or 3D). In an exemplary embodiment, based on the difference between the resolution of the located acoustic data and the resolution of the image data, the registration and/or the spatial correspondence of such acoustic data and such image data could, for instance, be established via a phantom (including structures visible in ultrasound and something generating noise, possibly at different positions) with state of the art geometry and a calibration process. Such registration enable integration of those different set of data, into an integrated data set which corresponds to the enriched ultrasound data.
Numerous means are available to the skilled person so as to make the registration effective. For instance, a registration algorithm based on known registration method would enable the registration of the located acoustic data and the image data so that the enriched ultrasound data is generated. For instance, transformation models (for instance linear transformation, non-rigid transformation) are capable of generating the enriched ultrasound data based on the located acoustic data and the image data.

The processing unit 130 may also host an image segmentation algorithm configured to process the image data. Said image segmentation algorithm may comprise one or more mathematical models, for instance a shape-constrained deformable model, for instance an active shape model such that a feature of interest (not shown) is identified into the enriched ultrasound data or alternatively onto the ultrasonic image (alternatively onto the image data), more particularly a contour of the feature of interest is enforced, said contour of the feature of interest being the schematic visual representation of the contour of the region of interest 150.

The ultrasonic system 100 may further comprise a display 140 for representing the region of interest 150 in a manner that is intelligible to a person.

The ultrasonic system 100 may further comprise an acoustic generator 170 (for instance a loudspeaker) configured to generate an audible signal. Additionally, the ultrasonic system 100 may comprise more than one acoustic generator 170 (for instance a loudspeaker).

In an embodiment, said audible signal represents from the acoustic data (additionally or alternatively the located acoustic data) registered with the ultrasonic image and/or the one or more feature of interest when one or more picture elements of the ultrasonic image are selected, as it will be further detailed in Fig.5.

Fig.2 schematically represents another embodiment of the ultrasonic system 200 according to the present invention. Within this alternative system, the first receiving unit 220 and the second receiving unit 210 are embedded within a single unit 290 (for instance an ultrasound probe). Embodiments of such single unit 290 will be further detailed in Fig.5. However, the skilled in the art will understand that such an embodiment limits the number of devices in contact with the subject (for instance the patient). Additionally, such embodiment has the benefit that the relative position of microphone array and the ultrasound transducer is constant. One of the advantage of such constant relative position is the limitation of potential mistakes in determination of the position of the second receiving unit relative to the second relative unit which permits registration as detailed above.
Exemplary embodiments of the single unit 290 (for instance an ultrasound probe) will be further detailed with the help of Fig.3.

All the other features, or elements, or functions, or advantages discussed with the use of Fig.1 apply mutatis mutandis to Fig.2.

Fig.3a schematically represents an exemplary embodiment of an ultrasound probe 370 for use in an ultrasonic imaging system, for instance according to the present invention. Said ultrasound probe 370 comprises a microphone array 310 (a plurality of microphones) so as to create a microphone array and an ultrasound transducer 320 (for instance a piezoelectric element, for instance a CMUT transducer (as defined above). The ultrasound probe further comprises a means 370 for connection with an ultrasonic imaging system, said means 373 being either a wire (so as to transmit an electric or optical signal), but may also be a wireless means, such as a Bluetooth, Wi-Fi or otherwise any wireless elements arranged to transmit a signal (for instance data) from the probe to an ultrasonic imaging system, or alternatively to a server, or alternatively to a cloud, so that such wirelessly transmitted data can be used by an ultrasonic imaging system.

The emitting frequency of the ultrasound transducer 320 is chosen in dependence of the required image resolution and required wave penetration. For instance, a low resolution and good penetration transducer is usually within the frequency range of 1 MHz to 10 MHz (megahertz). For a high resolution and low penetration transducer, the frequency range may be between 10 MHz to 20 MHz.

Audio data (or sound) generated by a structure varies in frequencies. Numerous internal structures (for instance the heart) emit sounds at a low frequency, below the 12 Hz (hertz) which is often determined of the lowest frequency audible for the human ear in ideal laboratory conditions. The commonly stated range of human hearing has been commonly assessed as between 20 Hz to 20 kHz (kilohertz), where human are most sensitive to (i.e. able to discern at lowest intensity) frequencies between 2,000 and 5,000 Hz. For instance, heart sound S2 (i.e. closure of the semilunar valves) has a component within 10 Hz to 400 Hz.

In an exemplary embodiment, each microphone constituting the microphone array 310 may be arranged so as to form a circle, or alternatively a square, or otherwise any polygonal form such that it surrounds the ultrasound transducer 320. Within this embodiment, that the ultrasound transducer 320 is positioned at the center, or near the center of the circle (the center otherwise named origin), or alternatively the square, or alternatively the any polygonal form formed by each of the microphones constituting the microphone array 310.
For clarity, with the exemplary embodiment depicted in Fig.3a, each microphone constituting the microphone array 310 is arranged so as to form a circle (for instance where each microphone is at an equidistance from each other, for instance where the distance between each microphone is not consistent) around the ultrasound transducer 320, but the skilled in the art will find numerous embodiments wherein the ultrasound transducer 320 is surrounded by such a microphone array 310.

Fig.3b schematically represents a further exemplary embodiment of an ultrasound probe 370 for use in an ultrasonic imaging system according to the present invention. The exemplary embodiment of Fig.3b differs from the one of Fig.3a in the positioning of the ultrasound array 310 relative to the ultrasound transducer 320. In this further embodiment, each microphone constituting the microphone array 310 is positioned in a plan, said plan being adjacent to a further plan formed by the ultrasound transducer 320.

The skilled in the art will understand that the number of microphones constituting the microphone array 310 depicted in Fig.3a and 3b should not be seen in any event as a limiting number. A microphone array 310 for use in the present invention may consists of 3 microphones, or alternatively 5 microphones, or alternatively 10 microphones, or alternatively 20 microphones, or alternatively 50 microphones. However, each microphone constituting the microphone array 310 must be separate by each other by a minimal distance (for instance 0.5 mm, for instance 1 mm, for instance 1.4 mm) and positioned such that they can receive an acoustic signal from an internal structure (for instance an organ, or a blood vessel, or a tissue) of the subject (for instance the patient), where the maximal number of microphones will be limited by the shape and the surface of the ultrasound probe 370.

Fig.4a represents the 3D outcome of the image data from the region of interest as captured by the first receiving unit, for instance an ultrasound transducer. As mentioned above, the image data are within a digital format, where following capture, may be, for instance, represented into a 3D Cartesian plan (for instance within the X and Y axis, for instance within the X, Y and Z axis). Following generation of such Cartesian plan, a graphical represent the image data, and where each points of said region of interest is associated a coordinate data which as a source in the region of interest.

Fig.4b represents the 3D outcome of the located acoustic data from the region of interest as captured by the second receiving unit, for instance an array of microphones. As detailed above, the processing unit according to the present invention is configured to digitalize the analogue acoustic data captured by the second receiving unit and to process such digitalized acoustic data so as to generate located acoustic data. Such located acoustic
data may be, for instance, represented into a 3D Cartesian plan (for instance within the X and Y axis, for instance within the X, Y and Z axis). Following generation of such Cartesian plan, a graphical represent the located acoustic data, and where each points of said region of interest is associated a coordinate data which as a source in the region of interest.

Fig. 4c graphically represents the 3D outcome of the registration of the image data and located acoustic data according to the present invention, thereby graphically representing the enriched ultrasound data as an ultrasonic image. Within said ultrasonic image, each coordinate data (for instance in X and Y, or alternatively X, Y and Z) of the image data is associated with a coordinate data of the located acoustic data whereby each coordinates of the ultrasonic image represent a point of the region of interest together with the acoustic data from said point of the region of interest. Consequently, to the extent a single point of said ultrasonic image is selected by a user for instance (such as a healthcare professional, a physician, a caregiver), a representation of the image data and the acoustic data of said point within the region of interest may be identified and represented to the user (visually and audibly).

Additionally or alternatively, each coordinate of the ultrasonic image, either within the 2D plane (X and Y), or the 3D representation (X, Y and Z) may correspond to a picture element (for instance a pixel) of said ultrasonic image. As each picture element is associated with located acoustic data, as explained above, the selection of a picture element on an image may enable acoustic data associated with the image data selected to become audible to the user (such as a healthcare professional, a physician, a caregiver, a patient).

Fig. 5 represents an ultrasonic image displayed on a display 440 (for instance a computer screen, for instance a user interface of a tablet or a mobile phone), where one or more picture elements and/or the ultrasonic image are displayed at an increased size 405. Moreover, such embodiment may comprise an audio generator means 470, such as a loudspeaker, to make the acoustic data (or the located acoustic data) associated with one or more of the enhanced picture element audible.

The image enhancement 405 of the region of interest, via one or more picture elements and/or the ultrasonic image, may manually requested by the user (such as a healthcare professional, a physician, a caregiver). Additionally, or alternatively, such image enhancement 405 may be automatically displayed to the extent that the located acoustic data (or the acoustic data) from an area, or a point of the region of interest is outside the range (below or above a given threshold) of reference acoustic signal as found in a memory (for instance a database, for instance a look-up table, or otherwise stored).
Additionally or alternatively, the ultrasonic image could have an image portion corresponding to one or more picture elements that is at an improved resolution when the located acoustic data registered with the one or more picture elements of the ultrasound image differ from, or are outside the range of the reference acoustic signal. As for the foregoing embodiment, said reference acoustic signal can be found in a memory (for instance a database, for instance a look-up table, or otherwise stored).

The reference acoustic signal accordingly can be taken from general guidelines, or alternatively from the subject health record data following a scan at a moment where the subject (for instance the patient) was in a healthy condition, or alternatively from an average of number of similar subject (same age, same sex). Such reference acoustic signal can be a precise signal, but should preferably comprise a range bordered by a minimum threshold and maximum threshold.

When the acoustic data, or located acoustic data registered with the one or more picture elements of the ultrasound image are within the range of the minimum threshold and maximum threshold, or alternatively correspond to the reference acoustic signal, the system (for instance the processor) will assess the acoustic data, or located acoustic data as being normal, or acceptable, or healthy. Inversely, when the acoustic data, or located acoustic data registered with the one or more picture elements of the ultrasound image are outside the range of the minimum threshold and maximum threshold, or alternatively do not correspond to the reference acoustic signal, the system (for instance the processor) will assess the acoustic data, or located acoustic data as being abnormal, or unacceptable, or unhealthy. In an embodiment according to the present invention, in the latter case the one or more picture elements and/or the ultrasonic image will be displayed at either an improved resolution or at an increased size.

Fig. 6 schematically represents a method according to the present invention. According to this method, step S1 corresponds to receiving image data from the region of interest. Said step is achieved, for instance via a first receiving unit (for instance an ultrasound transducer).

Step S2 corresponds to receiving acoustic data from an acoustic source, wherein said acoustic source is located within a region of interest. Said step is achieved, for instance, via a second receiving unit (for instance an array of microphones).

Step S3 corresponds to processing the acoustic data to determine the location of the acoustic source of the acoustic data relative to the region of interest, thereby generating located acoustic data. Said step is achieved, for instance, via a processor comprising one or
more algorithms so that the location of the acoustic data is determined. A beamforming algorithm for example can generated such located acoustic data when run a suitable computer.

Step S4 corresponds to registering the image data and the located acoustic data. This step is achieved, for instance, via the processor which further comprises one or more further algorithm configured to register image data and the located acoustic data such that step S5 is made available.

Step S5 corresponds to generating enriched ultrasound data based on the registered image data and the located acoustic data.

In order to provide an exemplary use case of the present invention, the inventors propose the following use case, where the following steps are subsequently carried:

A scan of an internal organ is performed and an image data are obtained. Simultaneously, acoustic data from the region are captured using a microphone array.

Via beamforming techniques, the location where the acoustic signals originated from is determined.

Subsequently, an acoustic map of the scanned region is created such that signals are isolated based on their source location.

Captured acoustic signals are analyzed and compared with a pre-identified sound (for example, a heart murmur) to detect a sound of interest.

The area which emits the “sound-of-interest” is classified as an “area-of-interest” for the “image-scan”.

One or more image segmentation algorithms are used to detect an anatomical object or feature of interest (for example, an aortic valve) from the region of interest identified in the image data.

While the invention has been illustrated and described in detail in the drawings and foregoing description, such illustration and description are to be considered illustrative or exemplary and not restrictive; the invention is not limited to the disclosed embodiments. Other variations to the disclosed embodiments can be understood and effected by those skilled in the art in practicing the claimed invention, from a study of the drawings, the disclosure, and the appended claims. In the claims, the word "comprising" does not exclude other elements or steps, and the indefinite article "a" or "an" does not exclude a plurality. The mere fact that certain measures are recited in mutually different dependent claims does not indicate that a combination of these measures cannot be used to advantage. A computer program may be stored/distributed on a suitable medium, such as an optical storage medium
or a solid-state medium supplied together with or as part of other hardware, but may also be
distributed in other forms, such as via the Internet or other wired or wireless
telecommunication systems. Any reference signs in the claims should not be construed as
limiting the scope.
CLAIMS:

1. An ultrasonic imaging system (100, 200) comprising:
   a first receiving unit (120, 220) for receiving image data from a region of
   interest, wherein the image data are based on ultrasound data;
   characterized in that, the ultrasonic imaging system further comprises:
   a second receiving unit (110, 210) for receiving an acoustic signal of a
   frequency within human hearing range from an acoustic source and generating acoustic data
   from said acoustic signal, wherein said acoustic source is located within the region of interest;
   a processing unit (130, 230) configured to determine the location of the
   acoustic source of the acoustic data relative to the region of interest, thereby generating
   located acoustic data; and
   wherein the processing unit (130, 230) is further configured to register the
   image data and the located acoustic data so as to generate enriched ultrasound data based on
   the image data and the located acoustic data.

2. The ultrasonic imaging system (100, 200) according to claim 1, wherein the
   processing unit is further configured to generate an ultrasonic image based on the enriched
   ultrasound data.

3. The ultrasonic imaging system (100, 200) according to claim 1 or 2, wherein
   the second receiving unit (110, 210) comprises an array of microphones.

4. The ultrasonic imaging system (100, 200) according to any of the preceding
   claims, wherein the first receiving unit (120, 220) comprises an ultrasound probe.

5. The ultrasonic imaging system (100, 200) according to any of the preceding
   claims, wherein the processing unit (130, 230) further comprises a beamforming algorithm
   configured to processes the acoustic data so as to determine the location of the acoustic
   source relative to the region of interest.
6. The ultrasonic imaging system (100, 200) according to any of the preceding claims, wherein the processing unit (130, 230) further comprises an image segmentation algorithm such that one or more features of interest in the ultrasonic image are identified.

7. The ultrasonic imaging system (100, 200) according to any of the preceding claims, wherein said ultrasonic imaging system further comprises:
   a display (140, 240) configured to display the ultrasonic image, and
   an audio generator (170, 270) configured to generate an audible signal from the acoustic data and/or the located acoustic data registered with the ultrasonic image and/or the one or more feature of interest when one or more picture elements of the ultrasonic image are selected.

8. The ultrasonic imaging system (100, 200) according to claim 7, wherein said ultrasonic imaging system further comprises a first memory for storing at least one of the acoustic data and/or the located acoustic data so that the audible signal can be replayed at a further moment, or the located acoustic data be re-registered with further image data generated at another further moment.

9. The ultrasonic imaging system (100, 200) according to claim 7, wherein said ultrasonic imaging system further comprises a second memory for storing a reference acoustic signal for the region of interest, or the feature of interest,
   wherein the processing unit (130, 230) is further configured to compare the acoustic data and/or the located acoustic data with the reference acoustic signal.

10. The ultrasonic imaging system (100, 200) according to any of the preceding claims, wherein said ultrasonic imaging system further comprises an alarm generator to generate an alarm signal when the acoustic data and/or the located acoustic data differ from, or are outside the range of the stored reference acoustic signal.

11. The ultrasonic imaging system (100, 200) according to claim 6 to 9, wherein the display (140, 240) is further configured to:
   display the one or more picture elements and/or the ultrasonic image at an improved resolution when the located acoustic data registered with the one or more picture elements of the ultrasound image differ from, or are outside the range of the stored reference
acoustic signal; and/or

display the one or more picture elements and/or the ultrasonic image at an
increased size when located acoustic data registered with the one or more picture elements of
the ultrasound image differ from, or are outside the range of the stored reference acoustic
signal.

12. An ultrasound probe (370) for use in an ultrasonic imaging system according
to any of the preceding claims, the ultrasound probe (370) configured for receiving acoustic
data of a frequency within human hearing range and ultrasound data, the ultrasound probe
(370) comprising:

an ultrasonic transducer (320) for receiving the image data of a region of
interest, and

an array of microphones (310) for receiving the acoustic data from an acoustic
source, wherein said acoustic source is located within a region of interest.

13. The ultrasound probe (370) according to claim 11, wherein the array of
microphones (310) is a planar microphone array, or a 3D microphone array.

14. A method comprising the steps of:

receiving image data from the region of interest, wherein the image data
comprising ultrasound data;

the method being characterized in:

receiving acoustic data of a frequency within human hearing range from an
acoustic source, wherein said acoustic source is located within a region of interest;

processing the acoustic data to determine the location of the acoustic source of
the acoustic data relative to the region of interest, thereby generating located acoustic data;

registering the image data and the located acoustic data; and

generating the enriched ultrasound data based on the registered image data and

the located acoustic data.

15. The method according to claim 14, the method further comprising:

generating an ultrasonic image based on the enriched ultrasound data.
16. The method according to claim 15, the method further comprising:
displaying an ultrasonic image based on the enriched ultrasound data; and
generating an audible signal from the acoustic data and/or the located acoustic
data registered with the ultrasonic image and/or the one or more feature of interest when one
or more picture elements of the ultrasonic image are selected.

17. The method according to claim 15 or 16, the method further comprising:
displaying the one or more picture elements and/or the ultrasonic image at an
improved resolution when the located acoustic data registered with the one or more picture
elements of the ultrasound image differ from, or are outside the range of the stored reference
acoustic signal; and/or
displaying the one or more picture elements and/or the ultrasonic image at an
increased size when located acoustic data registered with the one or more picture elements of
the ultrasound image differ from, or are outside the range of the stored reference acoustic
signal.
Representation of acoustic data and image data following registration.

FIG. 4c

Representation of located acoustic data.

FIG. 4b

Representation of image data.
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