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THREE DIMENSIONAL SENSOR-BASED INTERACTIVE
PAIN MAPS FOR LOCALIZING PAIN

CROSS-REFERENCE TO RELATED APPLICATIONS
[0001] This application claims priority to, and the benefit of, U.S. provisional
patent application serial number 62/028,804 filed on July 25, 2014,
incorporated herein by reference in its entirety.

STATEMENT REGARDING FEDERALLY SPONSORED
RESEARCH OR DEVELOPMENT
[0002] Not Applicable

INCORPORATION-BY-REFERENCE OF
COMPUTER PROGRAM APPENDIX
[0003] Not Applicable

NOTICE OF MATERIAL SUBJECT TO
COPYRIGHT PROTECTION

[0004] A portion of the material in this patent document is subject to
copyright protection under the copyright laws of the United States and of
other countries. The owner of the copyright rights has no objection to the
facsimile reproduction by anyone of the patent document or the patent
disclosure, as it appears in the United States Patent and Trademark Office
publicly available file or records, but otherwise reserves all copyright rights
whatsoever. The copyright owner does not hereby waive any of its rights to
have this patent document maintained in secrecy, including without
limitation its rights pursuant to 37 C.F.R. § 1.14.

BACKGROUND
[0005] 1. Technical Field
[0006] This description pertains generally to pain management, and more

particularly to sensor -based interactive pain mapping.
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[0007] 2. Background Discussion
[0008] Musculoskeletal pain complaints (including neck, back and shoulder

joints) represent three of the most common reasons for doctor visits. More
U.S. health care dollars are spent treating back and neck pain than almost
any other medical condition, but a recent study suggests much of that
money may be wasted with little improvement in overall health outcomes
and function.

[0009] Shoulder pain complaints are also very prevalent, with estimates that
half of the population will experience shoulder pain annually. Moreover,
prevalence of severe shoulder pain increases with age, and one study
shows a prevalence of 21% in a population survey of adults over 70 years
old. Shoulder disorders are a significant source of morbidity and directly
impacts a person’s ability to perform basic activities of daily living (ADLs,
self-care such as: feeding, grooming, dressing and bowel/bladder care).
Together, the combined economic impact and lost worker productivity of the
spinal and upper extremity musculoskeletal complaints are significant at the
societal level. Better diagnosis and appropriate therapeutic intervention
based on accurate assessment may hold the key to reducing cost and
improving health outcomes.

[0010] Currently, and as it has been for decades, the main method of
documenting and tracking musculoskeletal pain is the “paper-and-pen” pain
diagram or similar methods. This two-dimensional static picture can offer
basic information on general location, extent and type of pain. However, it
fails to provide accurate annotation and a detailed spatial and temporal
mapping/characterization of pain. This situation limits the quality of the data
collected and the perception of the intrinsic 3D information that is
associated with joint pain location, such as range-of-motion or insight into
the limitation in function that is associated with pain.

[0011] Several variations of such diagram-based pain representations can
be found in the literature, each being developed for a specific type of study
or purpose. Currently most of the methods are paper-based but computers
and tablet devices have already been used to allow the user to digitally
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paint the 2D drawings. However all of the approaches remain based on 2D
diagrams and remain based on asking the user to mark the pain locations
on the diagram while they try to remember/recall where the pain is felt,
which renders this method a highly imprecise approach. Furthermore, pain
at the joints with multiple degrees of freedom and joint motion are
especially difficult to characterize via a 2D pain diagram.

Accordingly, an objective of the present description is a system and
method to characterize pain at these complex joints is needed and

represents the motivation for the inventors.

BRIEF SUMMARY

An aspect of the present disclosure is a system for graphical and
quantitative representation for allowing users to localize and visualize
musculoskeletal pain felt during articulation movement. The system of the
present disclosure produces a 3D pain map representation with the use of
an interactive application where the patient selects the postures that
produce pain as he or she moves in front of a depth-sensing camera such
as the Microsoft Kinect. The representation provides a way to describe,
quantify and to track pain reduction during treatment. In addition,
developing a digital data for 3D pain mapping allows reconstruction via 3D
printing for medical and health applications.

In one embodiment, the technology described herein allows users to
locate and "paint” pain interactively in a graphical representation as they
hold or move in front of a sensor. The representation is also unigue given
that it is created automatically from a 3D sensor, and that minimizes
imprecision and provides standardization. The methodology allows a better
way to diagnose, track therapy progress and medication effectiveness,
visualize for patient education, and plan for intervention such as surgery.
Such a solution has the potential to be widely adopted for various
healthcare, telemedicine, and fitness applications.

Further aspects of the technology will be brought out in the following
portions of the specification, wherein the detailed description is for the
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purpose of fully disclosing preferred embodiments of the technology without

placing limitations thereon.

BRIEF DESCRIPTION OF THE SEVERAL VIEWS
OF THE DRAWING(S)

[0016] The technology described herein will be more fully understood by
reference to the following drawings which are for illustrative purposes only:

[0017] FIG. 1 shows a schematic diagram of an exemplary real-time
interactive pain mapping system in accordance with the present description.

[0018] FIG. 2 illustrates a schematic diagram of an exemplary interactive
3D articulation pain mapping system that may be incorporated with the
mapping system of FIG. 1, or similar system.

[0019] FIG. 3 shows a digital representation of a patient and representative
coordinate system.

[0020] FIG. 4A through FIG. 4C illustrate how different s vectors correspond
to the shoulder orientations for patient 3D model.

[0021] FIG. 5A defines a 2D space where each axis represents Euler
angles.

[0022] FIG. 5B through FIG. 5D show the obtained 3D curves
corresponding to circles in the 2D diagram of FIG. 5A observed from three
different points of view (front view in FIG. 5B, perspective view in FIG. 5C,
top view in FIG. 8D).

[0023] FIG. 6A, FIG. 6B, and FIG. 6C show perspective, front, and top
views of 3D trajectory model produced by axis-angle parameterization in
accordance with the present description.

[0024] FIG. 7 and FIG. 8 show screen shots of front and perspective views
of a patient through various shoulder orientations and corresponding 3D
pain map.

[0025] FIG. 9 shows a corresponding 2D map wherein each point in the
pain diagram has precise coordinates indicating the corresponding arm
orientation for the marked pain level or type.

[0026] FIG. 10A and FIG. 10B show images configured to represent pain
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with respect to different spine movements.

DETAILED DESCRIPTION

[0027] The present description includes a method for spatial and temporal
mapping of musculoskeletal pain unobtrusively and efficiently using a
scalable 3D depth-ranging camera sensor system. The system and
methodology is independent of the sensor used, and can be directly
integrated with any other sensor able to track body motions.

[0028] The system of the present description allows the user to interactively
“paint” pain locations as he or she moves while being tracked by a motion
sensor. Several pain marking methods are possible based on customizable
color schemes and interactive interfaces (e.g. either by pressing a simple
button every time the user wants to notify a pain location or also
verbalization while undergoing painful motion).

[0029] The systems and methods disclosed herein not only provide 3D
visualization and a 2D diagram visualization suitable for forms and
documents, but also provide the unique ability of temporally recording, as in
a video, the entire movement performed by the user while the user is
building a pain map. This provides a unique capability for helping to
understand the motions causing pain, any regions being avoided, velocity
vectors etc.; and also provides the capability to extract additional data
analysis from the full original data that was collected and stored.

[0030] The systems and methods provide rich information that assists in
better characterization and tracking of musculoskeletal pain, providing
unprecedented insight into kinematics of pain-causing joint motion
disorders.

[0031] The capability to digitally record, analyze, and 3D-graphically
visualize joint pain while dynamically moving the body region of interest
provides previously unavailable clinical information to the practitioners.

[0032] The systems and methods improve the diagnostic capability of
practitioners and also improve the efficiency of workflow by recording,
tracking, and providing comparisons of digitalized pain maps that can
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readily be incorporated into electronic medical records (EMR). Furthermore,
the systems and methods can be coordinated with affordable 3D printing for
visualization, patient education, therapy/intervention tracking, or for surgical
planning purposes. Prior 2D based pain mapping methods do not allow this
capability, whereas the systems and methods described herein allow for
interaction with 3D printing methods to reconstruct a 3D model of pain for
medical/health applications. For example, the 3D pain reconstruction can
be overlaid onto an individual’s 3D model of shoulder anatomical structures
reconstructed from imaging data (e.g. MRI) to provide additional information
about potential pain generator or etiology.

FIG. 1 shows an exemplary real-time interactive pain mapping
system 10 using a user input device 30 (e.g. an off-the-shelf wireless
device/controller) that comprises one or more buttons to be used during the
interactive painting procedure simultaneously with dynamic motion of the
limb. FIG. 2 illustrates an exemplary interactive 3D articulation pain
mapping system 50 that may be incorporated with mapping system 10, or
similar system. As shown in FIG. 2, motion capture device 20 preferably
comprises an optical sensor providing 3 degree-of-freedom (DOF) rotation
tracking of target articulation. For the patient digital representation 52
shown in FIG. 3, the pain map representation is designed for a generic 3
degrees of freedom (DOFs) joint 54. FIG. 4A through FIG. 4C illustrate 3D
90 of how different s vectors correspond to the shoulder orientations for
patient 3D model 60. FIG. 5A defines a 2D space where each axis
represents Euler angles. The obtained 3D curves 92, 94, and 96,
corresponding to circles 82, 84, and 86 in the 2D diagram 80 are observed
from three different points of view (front view in FIG. 5B, perspective view in
FIG. 5C, top view in FIG. 5D). FIG. 6A, FIG. 6B, and FIG. 6C show
perspective, front, and top views of 3D trajectory model 100 produced by
axis-angle parameterization in accordance with the present description.

In system 10, the patient stands in front of a computing device 12
equipped with a motion tracking sensor 20, and by holding a remote
controller 32 with button 36, which the user may variably press to mark pain
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locations interactively.

Computing device 12 comprises a processor 14 and non-transitory
memory 16 for storing application programming (instructions) 18 executable
on the processor 14 for interpreting data acquired from a capture volume of
motion sensor 20 and user input device 30. In one embodiment shown in
FIG. 1, the pain mapping system 10 comprises a computer 12 having a
USB input (not shown) allowing input of a USB receiver 34 for receiving
user input data from controller 32.

In another embodiment (see FIG. 2), the user input device 30 may
input the pain location data via verbalization (e.g. via a controller
comprising a microphone) in combination with voice recognition software
(as part of application software 18) for automated pain mapping (e.g. via a
3D pain map 36) during dynamic movement of the body part. The painted
colored regions may be directly mapped to the 2D swing plane
representation 38, and the result constitutes the proposed pain map.

As shown in FIG. 2, motion capture device 20 preferably comprises
an optical sensor providing 3 degree-of-freedom (DOF) rotation tracking of
target articulation. In one embodiment, motion capture device 20 may
comprise a Microsoft Kinect sensor, or a similar motion capture device
available in the art. In such embodiment, the motion capture device 20 is
coupled to computer 12 via USB or like input. While such a 3D depth-
ranging camera sensor is suitable as a fixed installation in many settings,
an implementation suitable for home use may incorporate data from a user
holding a smart phone equipped with motion tracking capabilities. In such
embodiments, the smart phone would act to include the functionality of
computing device 12 (including an installed app as application software 18),
motion tracking/capture device 20, and/or user input device 30 (e.g. via a
microphone on the phone). New motion tracking technologies based on
feature tracking from the phone’s video input may be used to provide
translation and orientation information to reconstruct the desired articulation
movement.

While motion capture device 20 preferably comprises an optical
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sensor, it is appreciated that other embodiments may be employed using
other technologies, e.g. magnetic, mechanical, or inertial sensors.

In another embodiment, a smart phone may also be used to
augment the tracking ability of a depth-ranging camera 20, by providing
tracking information when the depth-range sensor 20 cannot distinguish
motion. For example, one typical difficult situation for depth-range sensors
is when the axis of the user’'s arm is orthogonal to the sensor’s plane and
the user twists his or her arm.

In addition, a smart phone may be used to notify the pain locations
collected by the system 10, 50, instead of relying on a dedicated controller
held by the user. In other words, the pain mapping system 10, 50 has the
flexibility to use other scalable and wireless devices, such as hand-held
smart phone or wearable wireless wrist device in combination with the
presently illustrated components shown in FIG. 1 and FIG. 2 (e.g. beyond
just a hand-held wireless remote controller). Also, the system 10, 50 may
utilize sensor capabilities that come with a smart phone, not only by using
the typical built-in accelerometer and gyroscope functions, but also by using
the camera/video function of the smart phone in an innovative way (for
example using panoramic picture/video function) to provide information
about arm motion and/or augment reconstruction of the arm motion.

Referring to FIG. 2, application software 18 may comprise two
primary components. A conversion module 22 may be employed for
conversion of sensed articulation/rotation to the used representation in the
adopted local frame system (described in further detail below and illustrated
further in FIG. 4A through 6C). Further, application software 18 may include
an interactive component 24 for painting a current selected color into a 3D
spherical representation whenever the corresponding controller button 36
or voice command is detected (illustrated further in FIG. 7 through FIG. 9).

Referring to the patient digital representation 52 shown in FIG. 3, the
pain map representation is designed for a generic 3 degrees of freedom
(DOFs) joint 54. Although the majority of embodiments disclosed herein
are directed to addressing pain related to the shoulder joint, it is also
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appreciated the methodology of the present technology may be applied to
back and neck (spinal) joints, or any joint articulation.

The shoulder orientation is decomposed in the twist and swing
rotations of the upper-arm according to axis 56. The swing orientation is
defined as a vector s=(sy,sy) defined in a local 2D frame on the sagittal
frame centered at the shoulder, with the X axis parallel to the ground and
pointing forward, and the Y axis pointing up. The neutral swing orientation
is defined as the arm point outwards on the coronal plane, along the local
shoulder Z axis. Vector s is explained in further detail below.

Detailed shoulder kinematic studies demonstrate antero-posterior,
medio-lateral as well as elevation/depression translational motion of the
shoulder joint as part of a stereotypical coordinated motion of the shoulder
joint contributing to the cardinal motions of the shoulder (shoulder flexion,
extension, adduction, abduction, rotation, humeral internal and external
rotation, and scaption); however, the simplification of only considering the
shoulder joint motion under the described single-joint framework can still
offer a reasonable account of the component underlying motions.

An initial calibration motion protocol can also be implemented in
application software 18 to identify a relative correction vector to be applied
to the considered origin of the shoulder joint (0,0,0), in case improved
measurement precision is needed for special applications. The procedure
works as follows: the user is asked to perform a motion protocol that allows
the system to compute an estimated joint center of rotation, and the
difference from that location and the location of the joint center given by the
sensor 20 results in correction vectors to be applied during the pain map
construction. The protocol motion starts at the resting position with the arm
at the side of the body with palm facing forward, then abduction of the
humerus to 90 degrees at horizontal level with palm facing forward, and
forward flexion of the shoulder to 90 degrees at horizontal level with fingers
pointing forward. The estimated center of rotation for each protocol motion
is the average shoulder joint center measured during the performance of

each motion.
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Considering that the inherent biological variability is relatively large
and since the spatial resolution of pain location will not be clinically
significant for small changes (for example less than cm’s range), it is
envisioned that the described framework strikes a balanced approach to
providing a practical, adequate, and efficient methodology for “mapping”
pain.

For a given swing rotation s, if s is the null vector, then it represents
the neutral arm posture (along the local shoulder Z axis). If s is not null,
then it defines the 2D axis of rotation on the local XY shoulder frame to
rotate the upper arm from its neutral position by the angle of ||s|| degrees.
This representation is known as the axis-angle representation. FIG. 4A
through FIG. 4C illustrate how different s vectors correspond to the
shoulder orientations for patient 3D model 60. For each posture shown in
FIG. 4A through FIG. 4C, the top-left diagram 70 locates the respective
orientation s in a 2D axis displayed after a clockwise 90 degrees rotation
(e.g. in the X axis and Y axis, which may be color coded). Additional color-
coded axes 62 may be depicted for each joint. The diagrams are rotated
because in this way the correspondence between the s location and the
shoulder orientation becomes more intuitive.

In FIG. 4A, the shoulder is shown in its neutral orientation s=(0,0).
Center: In FIG. 4B, the shoulder is shown in orientation s=(-29.8,41.0),
which represents a rotation around the s axis of ||s||=50.7 degrees. In FIG.
4C, the shoulder is shown shoulder in orientation s=(-65.9,94.5), which
represents a rotation around the s axis of ||s||=115.3 degrees. The ellipse
72 shown in the diagram 70 is used to provide a reference of the expected
swing range of motion limit for a healthy adult.

The used axis-angle representation is important for achieving a joint
orientation representation that is intuitive and efficient for the pain map to
be represented both in 3D and as a 2D diagram. For example, a popular
approach for orientation representation is to rely on independent Euler
angles. Referring now to FIG. 5A through FIG. 5D, the 2D diagram 80
shown in FIG. 5A defines a 2D space where each axis represents Euler
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angles, and the corresponding swing rotation of each point in the diagram is
achieved by one rotation around Y and then another rotation around X. The
red axis is X and the green axis is Y. The points in the trajectories of the
three concentric circles 82, 84, and 86 in the 2D diagram 80 are converted
to their respective swing orientations, each orientation is then applied to the
shoulder joint, and then the arm intersection with a 3D sphere centered at
the joint is computed in order to achieve the 3D visualization of the
trajectories. The obtained 3D curves 92, 94, and 96, corresponding to
circles 82, 84, and 86 in the 2D diagram 80 are observed from three
different points of view (front view in FIG. 5B, perspective view in FIG. 5C,
top view in FIG. 8D).

Deformation effects of the singularities in the Euler angle
parameterization are noticeable, making this method unsuitable for a pain
map representation. The circles 82, 84, and 86 have 45, 75, and 105
degrees respectively as radii in the 2D diagram 80 of FIG. 5A. Thus, FIG.
5A through FIG. 5D illustrate that Euler angles do not provide an
acceptable mapping due its high mapping deformation and the two
singularities that exist inside the reachable range of motion of the joint
being measured.

FIG. 6A, FIG. 6B, and FIG. 6C show perspective, front, and top
views of 3D trajectory model 100 produced by axis-angle parameterization
in accordance with the present description. Curves 102, 104, and 106
correspond to circles 82, 84, and 86 in the 2D diagram 80 of FIG. 5A. As
seen in FIG. 6A, FIG. 6B, and FIG. 6C, the adopted swing-twist
parameterization produces a high quality 3D mapping without distortions,
achieving a suitable mapping between 3D and 2D pain map
representations. The above described axis-angle representation shown in
FIG. 6A, FIG. 6B, and FIG. 6C has only one singularity, which is carefully
placed in an unreachable location that is along the —Z axis of the chosen
local axis frame.

Given a system 10, 50 where a patient or user stands in front of the
motion tracking system coupled to a computer 12, the user’s shoulder 54
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orientation can be then constantly tracked in order to automatically create a
3D pain map 36 on the described swing 2D plane representation illustrated
in FIG. 4A through FIG. 4C. In this way, the patient will be painting and
‘mapping’ with operation of controller 30 where pain is felt across the swing
rotation space of the shoulder joint 54. The history of all painted swing
orientations represents the pain map representation.

At every tracked frame i, the respective swing orientation s; is
measured, and the intersection point p; of the upper-arm skeleton segment
at orientation s; and a sphere centered at the shoulder joint is computed.
For any given point that the patient feels pain while moving the shoulder,
the patient presses a button 36 in the controller 30 (which is held by the
patient), or verbalizes a command, in order to indicate pain at the current
swing orientation. It is appreciated that the controller may also comprise a
multiple button configuration for indicating varying pain intensity. For
Example, two button combinations may be incorporated wherein a first
button 38 selects the current color to be painted and which corresponds to
a given intensity or type of pain to be painted; the and a second button 36
serves to actually paint the active color at location p; on the sphere. The
user may hold the button 36 pressed while moving the arm in order to
continuously paint regions of pain. In an alternative embodiment, button 36
may also incorporate pressure sensing such that varying levels of applied
pressure represent varying levels of pain.

The screen shots 110 and 120 of FIG. 7 and FIG. 8 show front and
perspective views of a patient through various shoulder orientations and
corresponding 3D pain map 114. For each posture that the user feels pain,
a button is pressed in order to paint the current swing location with the
current color. For clarity purposes, the pain map 114 in FIG. 7 and FIG. 8 is
shown with a first hatch pattern corresponding to high pain, and a second
hatch pattern corresponding to low pain, with shades of grey representing
intermediate pain. It is appreciated, however, that the actual visual output is
color coded, with e.g. a dark blue color reserved to notify no pain, red
reserved to show high pain, and other colors (e.g. light blue, yellow, etc.)
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specified to show intermediate levels of pain. For purposes of this
disclosure, pain mapping will be described with reference to different color-
coding, even though the drawings show various patterns to represent
differing levels of pain. In such a representation, the dark blue regions in
the 3D map 114 are always painted while the user moves his/her arm. In
this way the dark blue color is designated to represent the shoulder range
of motion explored during the pain map construction.

A color coded ring 118 disposed around the user’s arm may also be
employed showing a varying color that represents the current selected color
by the user 112. Window 116 may be used to show additional information
to the user.

As mentioned above, the dark blue color is ideally reserved to
represent no pain within a region, and is always painted while the user
moves his/her arm to represent the shoulder range of motion explored
during the pain map construction.

The three other colors are then used in the shown examples to
represent varying levels of pain as selected by the user: e.g. light blue,
yellow and red. These colors can represent increasing levels of pain (e.g.
light (light blue), moderate or intense (yellow), and severe (red)), or different
types of pain (e.g. dull, sharp, burning). The meaning of the colors is given
by the therapist/doctor according to the application, and additional colors
can be easily added or modified to give increased flexibility as needed.

The current selected color is preferably shown as a colored ring 118
around the user’s arm, so that the user 112 maintains focus on its arm
movement and does not need to look at other locations in the computer
screen. Each time one button in the controller 30 is pressed, the current
color cycles through the available colors, including the dark blue color
indicating no pain. This allows the user to paint a dark blue color on top of a
pain color if he/she desires to change a previously painted pain color. This
overall procedure allows the user to intuitively paint his/her pain map until
the obtained results look accurate. Figure 9 illustrates one map diagram

produced by our prototype application.
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FIG. 9 shows a corresponding 2D map 130, wherein each point 132
in the pain diagram has precise coordinates indicating the corresponding
arm orientation for the marked pain level or type. The marked ellipse 134
(of variable dimensions) may be used to indicate the expected range of
motion to be explored by the patient.

The colors on the pain maps shown in FIG. 7 through FIG. 9 may be
stored in a texture image that is initially fully transparent. For every painted
point p;, its position in the texture is determined and the corresponding
texture pixel has its color changed to reflect the selected color. Each time a
position is painted, a radial basis function is preferably used to distribute the
color to a region around the marked point. The radius of the region is a
parameter of the system, and it allows definition of how coarse or fine each
marked location should be painted at the current color. Normally this radius
is fixed by the therapist. However, the system may allow for the patient to
specify painting a more precise variation of colors such that the therapist
may then fine-tune the painting radius.

Referring back to FIG. 2, an export module 40 may be implemented
in executable application software for display or transfer of acquired data.
The module 40 may include an option 42 for the full 3D collected map (e.g.
similar to map 114 shown in FIG. 7 ad FIG. 8) to be reloaded and/or
visualized by the physician/and or patient as a .jpg or like image. Temporal
data may also be included so that the 3D map is presented as a video
showing pain regions through the patient’s articulation of the joint. In
addition, for improved visualization, a 3D printing module 44 may be
included such that the acquired digital data of the pain map 114 is
reproduced into a 3D model (not shown) using 3D printing. A 2D module 46
may also be included for generating a 2D map (similar to map 130 shown in
FIG. 9) that is suitable for paper documents.

The above- described pain mapping system 10/50 can also be used
in combination with clinically useful predefined movement protocols to elicit
pain (provocative maneuvers). For example, with selection of these

provocative maneuvers under a menu of pain mapping, specific protocols
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and characterization of pain will provide easily recognized patterns of pain
that can be correlated to known biomechanics and pathologic processes.

It is appreciated that the systems and methods detailed above for
shoulder pain may also be extended to other regions of the body. FIG. 10A
and FIG. 10B show images 140 and 150 respectively configured to
represent pain with respect to different spine movements. In such
configuration, while the user moves his or her spine, a pain map 146 can be
colored and displayed together with a skeleton representation 142 in order
to reduce occlusion of the pain map being painted. While a simple cylinder-
based skeleton representation is shown in FIG. 10A and FIG. 10B, the
system can also display a realistic human skeleton including all cervical,
thoracic, and lumbar spine joints in order to better assist the therapist’s
analysis.

A generic way to extend the solution to other joints is to display the
user’'s character representation as a simple skeleton as shown in FIG. 10A
and FIG. 10B (or use of respective spinal vertebral bone models) to
minimize occlusion, and then to display the spherical pain map being
painted centered at the joint of interest. It is envisioned that specifying the
pain at different levels of the vertebrae can be controlled by the patient
again using either buttons (remote control) or through verbalization. The
pain map representation can therefore be applied to a generic 3 degrees of
freedom (DOFs) motion centered around any selected joint.

For representing back pain, we consider the vector from the base
lumbar joint of the spine to the top thoracic vertebra. Twist rotations that are
sensed on the spine joints are also applied to this representative vector.
Such a vector augmented with a twist rotation simplifies the spine
configuration to a single 3-DOF rotation that can then be directly mapped to
our pain map representation. For example, the lumbar region back pain can
be mapped in regards to cardinal motions (flexion, extension, side bending,
and rotation as well as certain combination of movements that are clinically
useful, provocative maneuvers).

The same approach can be extended to neck joints, such that similar
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cervical region neck pain can be mapped in regards to cardinal motions and
available provocative maneuvers). In such configurations, mapping is
constructed by considering the vector from the base/lower cervical
vertebrae to the rostral cranio-cervical joint.

In another embodiment (not shown) the system 10, 50 may be
configured to represent pain for different arm twist rotations (pronation or
supination). For example, the system 10, 50 may allow for painting three
different pain maps at the same time: one to represent the pain in the
neutral arm, another for the pronated arm, and another for the supinated
arm. Options may be provided allowing for the therapist at any point to
change the current pain map being painted and instruct the patient to
explore sensations in the corresponding neutral, supinated or pronated
arm; or the twist orientation of the user arm can be tracked and used to
automatically switch between the current pain maps being painted. The
second option, although automatic, may be confusing for some patients and
it also depends on how well the sensor can detect arm twist rotations.
Therefore both options are provided by the system 10, 50 for the therapist
to decide the most suitable solution.

The same pain map representation and painting procedure can be
extended to represent pain for any 3 degrees of freedom joint articulation. It
can therefore be extended to represent lower-body, spine and neck motion
pain. The shoulder joint is in a location that is suitable for visualization of
the spherical pain map interactively while painting it; but for other joints, the
representation can easily occlude the pain map being painted.

Embodiments of the present technology may be described with
reference to flowchart illustrations of methods and systems according to
embodiments of the technology, and/or algorithms, formulae, or other
computational depictions, which may also be implemented as computer
program products. In this regard, each block or step of a flowchart, and
combinations of blocks (and/or steps) in a flowchart, algorithm, formula, or
computational depiction can be implemented by various means, such as

hardware, firmware, and/or software including one or more computer
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program instructions embodied in computer-readable program code logic.
As will be appreciated, any such computer program instructions may be
loaded onto a computer, including without limitation a general purpose
computer or special purpose computer, or other programmable processing
apparatus to produce a machine, such that the computer program
instructions which execute on the computer or other programmable
processing apparatus create means for implementing the functions
specified in the block(s) of the flowchart(s).

Accordingly, blocks of the flowcharts, algorithms, formulae, or
computational depictions support combinations of means for performing the
specified functions, combinations of steps for performing the specified
functions, and computer program instructions, such as embodied in
computer-readable program code logic means, for performing the specified
functions. It will also be understood that each block of the flowchart
illustrations, algorithms, formulae, or computational depictions and
combinations thereof described herein, can be implemented by special
purpose hardware-based computer systems which perform the specified
functions or steps, or combinations of special purpose hardware and
computer-readable program code logic means.

Furthermore, these computer program instructions, such as
embodied in computer-readable program code logic, may also be stored in
a computer-readable memory that can direct a computer or other
programmable processing apparatus to function in a particular manner,
such that the instructions stored in the computer-readable memory produce
an article of manufacture including instruction means which implement the
function specified in the block(s) of the flowchart(s). The computer program
instructions may also be loaded onto a computer or other programmable
processing apparatus to cause a series of operational steps to be
performed on the computer or other programmable processing apparatus to
produce a computer-implemented process such that the instructions which
execute on the computer or other programmable processing apparatus
provide steps for implementing the functions specified in the block(s) of the
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flowchart(s), algorithm(s), formula(e), or computational depiction(s).

It will further be appreciated that the terms "programming" or
"program executable" as used herein refer to one or more instructions that
can be executed by a processor to perform a function as described herein.
The instructions can be embodied in software, in firmware, or in a
combination of software and firmware. The instructions can be stored local
to the device in non-transitory media, or can be stored remotely such as on
a server, or all or a portion of the instructions can be stored locally and
remotely. Instructions stored remotely can be downloaded (pushed) to the
device by user initiation, or automatically based on one or more factors. It
will further be appreciated that as used herein, that the terms processor,
computer processor, central processing unit (CPU), and computer are used
synonymously to denote a device capable of executing the instructions and
communicating with input/output interfaces and/or peripheral devices.

From the description herein, it will be appreciated that that the
present disclosure encompasses multiple embodiments which include, but
are not limited to, the following:

1. A system for graphically representing pain felt by a user during
articulation movement, the system comprising: (a) a motion capture sensor;
(b) a computer processor; and (c) a non-transitory memory storing
instructions executable on the computer processor; (d) said instructions
when executed performing steps comprising: (i) acquiring input from a user,
the user input comprising data indicative of pain with respect to one or more
locations of the user as the user moves in a capture volume of the motion
capture sensor; (ii) acquiring data relating to articulation movement of the
user from the motion capture sensor; and (iii) generating a three-
dimensional graphic representation of the user’s articulation movement and
indicated pain levels at locations within said movement.

2. The system of any preceding embodiment, further comprising: a
user input device configured for allowing the user to interactively mark
locations indicative of pain within a range of motion of the user’s articulation

movement.
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[0076] 3. The system of any preceding embodiment, wherein the user input
device comprises a wireless hand-held device that allows the user to
manually trigger an assigned pain designation according to a location within
the user’s range of motion.

[0077] 4. The system of any preceding embodiment, wherein the user input
device comprises a voice activated device that allows the user to verbally
trigger an assigned pain designation according to a location within the
user’s range of motion.

[0078] 5. The system of any preceding embodiment, wherein the motion
capture sensor comprises scalable three-dimensional depth-ranging
camera sensor system.

[0079] 6. The system of any preceding embodiment, wherein the 3D
visualization comprises a temporal recording in the form of a video of the of
the user’s articulation movement.

[0080] 7. The system of any preceding embodiment, wherein the 3D
visualization comprises color-coded regions to show variable levels of pain
as an interactive pain map; wherein each point in the pain map comprises
coordinates indicating the corresponding patient orientation for a marked
pain level.

[0081] 8. A system as recited in claim 7, wherein said instructions when
executed by the computer processor further perform steps comprising
mapping the color-coded regions to a 2D swing plane representation.

[0082] 9. The system of any preceding embodiment, wherein mapping the
color-coded regions is a function of a swing-twist rotation decomposition for
a low-deformation and singularity-free 2D diagram representation.

[0083] 10. A system as recited in claim 2, wherein said instructions when
executed by the computer processor further perform steps comprising
reproducing the 3D visualization into a physical 3D model via a 3D printer.

[0084] 11. A method for graphically representing pain felt by a user during
articulation movement, comprising: acquiring input from a user, the user
input comprising data indicative of pain with respect to one or more

locations of the user as the user moves in a capture volume of a motion
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capture sensor; acquiring data relating to articulation movement of the user
from the motion capture sensor; and generating a three-dimensional
graphic representation of the user’s articulation movement and indicated
pain locations within said movement.

[0085] 12. The method of any preceding embodiment, wherein acquiring
input comprises acquiring a signal from a user input device allowing the
user to interactively mark locations indicative of pain within a range of
motion of the user’s articulation movement.

[0086] 13. The method of any preceding embodiment, wherein the user
input device comprises a wireless hand-held device that allows the user to
manually trigger an assigned pain designation according to a location within
the user’s range of motion.

[0087] 14. The method of any preceding embodiment, wherein the user
input device comprises a voice activated device that allows the user to
verbally trigger an assigned pain designation according to a location within
the user’s range of motion.

[0088] 15. The method of any preceding embodiment, wherein the motion
capture sensor comprises scalable three-dimensional depth-ranging
camera sensor system.

[0089] 16. The method of any preceding embodiment, wherein the 3D
representation comprises a temporal recording in the form of a video of the
of the user’s articulation movement.

[0090] 17. The method of any preceding embodiment: wherein the 3D
representation comprises color-coded regions to show variable levels of
pain as an interactive pain map; and wherein each point in the pain map
comprises coordinates indicating the corresponding patient orientation for a
marked pain level.

[0091] 18. The method of any preceding embodiment, the method further
comprising: mapping the color-coded regions to a 2D swing plane
representation.

[0092] 19. A method as recited in claim 18, wherein mapping the color-
coded regions is a function of a swing-twist rotation decomposition for a
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low-deformation and singularity-free 2D diagram representation.

[0093] 20. The method of any preceding embodiment, the method further
comprising: reproducing the 3D visualization into a physical 3D model via a
3D printer.

[0094] 21. A system for graphically representing pain felt by a user during
articulation movement, the system comprising: (a) a user input device
configured for allowing a user to interactively mark locations indicative of
pain within a range of motion of the user’s articulation movement; (b) a
motion capture sensor having a capture volume configured to acquire data
relating to the user’s articulation movement through at least a portion of the
range of motion; (c) a computer processor; and (d) a non-transitory memory
storing instructions executable on the computer processor; (e) said
instructions comprising: (i) a conversion module for converting articulation
sensed by the motion capture sensor to a used representation in a local
frame system; and (ii) an interactive module configured for painting a
specified indicator into a three-dimensional graphical representation
corresponding to the sensed articulation from the motion sensor, said
indicator being indicative of pain sensed by the user at a location within the
user’s articulation movement.

[0095] 22. The system of any preceding embodiment, wherein the
conversion module and interactive module generate a three-dimensional
spherical representation of the user’s articulation movement and indicated
pain locations within said movement.

[0096] 23. The system of any preceding embodiment, wherein the user
input device comprises a wireless hand-held device that allows the user to
manually trigger an assigned pain designation according to a location within
the user’s range of motion.

[0097] 24. The system of any preceding embodiment, wherein the user
input device comprises a voice activated device that allows the user to
verbally trigger an assigned pain designation according to a location within
the user’s range of motion.

[0098] 25. The system of any preceding embodiment, wherein the motion
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capture sensor comprises scalable three-dimensional depth-ranging
camera sensor system.

[0099] 26. The system of any preceding embodiment, wherein the 3D
representation comprises a temporal recording in the form of a video of the
of the user’s articulation movement.

[00100] 27. The system of any preceding embodiment: wherein the specified
indicator of the 3D representation comprises color-coded regions to show
variable levels of pain as an interactive pain map; and wherein each point in
the pain map comprises coordinates indicating the corresponding patient
orientation for a marked pain level.

[00101] 28. A system as recited in claim 27, wherein said instructions when
executed by the computer processor performs steps comprising mapping
the color-coded regions to a 2D swing plane representation.

[00102] 29. The system of any preceding embodiment, wherein mapping the
color-coded regions is a function of a swing-twist rotation decomposition for
a low-deformation and singularity-free 2D diagram representation.

[00103] 30. The system of any preceding embodiment, wherein the 3D
representation is generated via a swing-twist parameterization.

[00104] Although the description herein contains many details, these should
not be construed as limiting the scope of the disclosure but as merely
providing illustrations of some of the presently preferred embodiments.
Therefore, it will be appreciated that the scope of the disclosure fully
encompasses other embodiments which may become obvious to those
skilled in the art.

[00105] In the claims, reference to an element in the singular is not intended
to mean "one and only one" unless explicitly so stated, but rather "one or
more." All structural, chemical, and functional equivalents to the elements
of the disclosed embodiments that are known to those of ordinary skill in
the art are expressly incorporated herein by reference and are intended to
be encompassed by the present claims. Furthermore, no element,
component, or method step in the present disclosure is intended to be
dedicated to the public regardless of whether the element, component, or
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method step is explicitly recited in the claims. No claim element herein is to
be construed as a "means plus function" element unless the element is
expressly recited using the phrase "means for". No claim element herein is
to be construed as a "step plus function" element unless the element is

expressly recited using the phrase "step for".
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CLAIMS

What is claimed is:

1. A system for graphically representing pain felt by a user during
articulation movement, the system comprising:

(@) a motion capture sensor;

(b)  a computer processor; and

(c) a non-transitory memory storing instructions executable on the
computer processor;

(d)  said instructions when executed performing steps comprising:

(i) acquiring input from a user, the user input comprising data
indicative of pain with respect to one or more locations of the user as the
user moves in a capture volume of the motion capture sensor;

(ii) acquiring data relating to articulation movement of the user
from the motion capture sensor; and

(i)  generating a three-dimensional graphic representation of the
user’s articulation movement and indicated pain levels at locations within

said movement.

2. A system as recited in claim 1, further comprising:
a user input device configured for allowing the user to interactively mark
locations indicative of pain within a range of motion of the user’s articulation

movement.

3. A system as recited in claim 2, wherein the user input device
comprises a wireless hand-held device that allows the user to manually trigger an
assigned pain designation according to a location within the user’s range of

motion.

4. A system as recited in claim 2, wherein the user input device
comprises a voice activated device that allows the user to verbally trigger an
assigned pain designation according to a location within the user’s range of
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motion.

5. A system as recited in claim 2, wherein the motion capture sensor

comprises scalable three-dimensional depth-ranging camera sensor system.

6. A system as recited in claim 2, wherein the 3D visualization
comprises a temporal recording in the form of a video of the of the user’s

articulation movement.

7. A system as recited in claim 2, wherein the 3D visualization
comprises color-coded regions to show variable levels of pain as an interactive
pain map; wherein each point in the pain map comprises coordinates indicating
the corresponding patient orientation for a marked pain level.

8. A system as recited in claim 7, wherein said instructions when
executed by the computer processor further perform steps comprising mapping
the color-coded regions to a 2D swing plane representation.

9. A system as recited in claim 8, wherein mapping the color-coded
regions is a function of a swing-twist rotation decomposition for a low-deformation

and singularity-free 2D diagram representation.

10. A system as recited in claim 2, wherein said instructions when
executed by the computer processor further perform steps comprising reproducing

the 3D visualization into a physical 3D model via a 3D printer.

11. A method for graphically representing pain felt by a user during
articulation movement, comprising:

acquiring input from a user, the user input comprising data indicative of
pain with respect to one or more locations of the user as the user moves in a
capture volume of a motion capture sensor;

acquiring data relating to articulation movement of the user from the motion
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capture sensor; and
generating a three-dimensional graphic representation of the user’s

articulation movement and indicated pain locations within said movement.

12. A method as recited in claim 11, wherein acquiring input comprises
acquiring a signal from a user input device allowing the user to interactively mark
locations indicative of pain within a range of motion of the user’s articulation

movement.

13. A method as recited in claim 12, wherein the user input device
comprises a wireless hand-held device that allows the user to manually trigger an
assigned pain designation according to a location within the user’s range of

motion.

14. A method as recited in claim 12, wherein the user input device
comprises a voice activated device that allows the user to verbally trigger an
assigned pain designation according to a location within the user’s range of

motion.

15. A method as recited in claim 12, wherein the motion capture sensor

comprises scalable three-dimensional depth-ranging camera sensor system.

16. A method as recited in claim 12, wherein the 3D representation
comprises a temporal recording in the form of a video of the of the user’s

articulation movement.

17. A method as recited in claim 12:

wherein the 3D representation comprises color-coded regions to show
variable levels of pain as an interactive pain map; and

wherein each point in the pain map comprises coordinates indicating the
corresponding patient orientation for a marked pain level.
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18. A method as recited in claim 17, the method further comprising:

mapping the color-coded regions to a 2D swing plane representation.

19. A method as recited in claim 18, wherein mapping the color-coded
regions is a function of a swing-twist rotation decomposition for a low-deformation

and singularity-free 2D diagram representation.

20. A method as recited in claim 12, the method further comprising:

reproducing the 3D visualization into a physical 3D model via a 3D printer.

21. A system for graphically representing pain felt by a user during
articulation movement, the system comprising:

(a) auserinput device configured for allowing a user to interactively
mark locations indicative of pain within a range of motion of the user’s articulation
movement;

(b)  a motion capture sensor having a capture volume configured to
acquire data relating to the user’s articulation movement through at least a portion
of the range of motion;

(c) a computer processor; and

(d)  anon-transitory memory storing instructions executable on the
computer processor;

(e) said instructions comprising:

(i) a conversion module for converting articulation sensed by the
motion capture sensor to a used representation in a local frame system,;
and

(i) an interactive module configured for painting a specified
indicator into a three-dimensional graphical representation corresponding to
the sensed articulation from the motion sensor, said indicator being
indicative of pain sensed by the user at a location within the user’s

articulation movement.
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22. A system as recited in claim 21, wherein the conversion module and
interactive module generate a three-dimensional spherical representation of the

user’s articulation movement and indicated pain locations within said movement.

23. A system as recited in claim 22, wherein the user input device
comprises a wireless hand-held device that allows the user to manually trigger an
assigned pain designation according to a location within the user’s range of

motion.

24. A system as recited in claim 22, wherein the user input device
comprises a voice activated device that allows the user to verbally trigger an
assigned pain designation according to a location within the user’s range of

motion.

25. A system as recited in claim 22, wherein the motion capture sensor

comprises scalable three-dimensional depth-ranging camera sensor system.

26. A system as recited in claim 22, wherein the 3D representation
comprises a temporal recording in the form of a video of the of the user’s

articulation movement.

27. A system as recited in claim 22:

wherein the specified indicator of the 3D representation comprises color-
coded regions to show variable levels of pain as an interactive pain map; and

wherein each point in the pain map comprises coordinates indicating the

corresponding patient orientation for a marked pain level.

28. A system as recited in claim 27, wherein said instructions when
executed by the computer processor performs steps comprising mapping the
color-coded regions to a 2D swing plane representation.
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29. A system as recited in claim 28, wherein mapping the color-coded

regions is a function of a swing-twist rotation decomposition for a low-deformation

and singularity-free 2D diagram representation.

30. A system as recited in claim 22, wherein the 3D representation is

generated via a swing-twist parameterization.
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