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(57)【特許請求の範囲】
【請求項１】
　システムメモリに接続した１又は複数のプロセッサを備えたデータストレージ・ウェブ
サービス用のコンピュータにより実行可能な方法であって、当該方法は、
　クライアントコンピュータに対してデータストレージ・ウェブサービスを提供するステ
ップであって、
　前記データストレージ・ウェブサービス用のコンピュータは、
　　ウェブサービス要求を通じて前記クライアントコンピュータに対して適用可能である
データストレージのウェブサービス操作を定義するウェブサービスアプリケーションプロ
グラミングインターフェース（ＡＰＩ）を実装し、
　　１つ以上の前記ウェブサービス操作を特定する前記ウェブサービスＡＰＩに従ってフ
ォーマットされたウェブサービス要求を受信するために、インターネット系のアプリケー
ション層データ転送プロトコルに従ってアドレス可能であり、
　　データオブジェクトを格納するための前記ウェブサービスＡＰＩに従ってフォーマッ
トされたウェブサービス要求を受信するのに応答して、前記クライアントコンピュータか
ら供給されたデータオブジェクトを格納する、ステップと、
　前記インターネット系のアプリケーション層データ転送プロトコルに従って、データオ
ブジェクトにアクセスするためのクライアント要求を示す前記ウェブサービスＡＰＩに従
ってフォーマットされたウェブサービス要求を受信するステップであって、前記データオ
ブジェクトの所定の１つにアクセスするための前記クライアント要求の所定の１つは、前
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記所定データオブジェクトに対応するキー値を含む、ステップと、
　複数のストレージノード上に前記データオブジェクトのコピーを保存するステップであ
って、前記コピーのそれぞれは、それぞれのロケータ値を介してアクセス可能であり、前
記ロケータ値のそれぞれは、前記データストレージ・ウェブサービス内で固有である、ス
テップと、
　前記データオブジェクトのそれぞれに対するそれぞれのキーマップエントリを保存する
ステップであって、前記任意データオブジェクトについては、前記それぞれのキーマップ
エントリは、前記クライアント特定キー値と、前記所定のデータオブジェクトのそれぞれ
の保存されたコピーに対応するそれぞれのロケータ値を含む、ステップと、
　前記任意クライアント要求の受信に応じて、前記キー値に対応する１つまたは複数のロ
ケータ値を識別するために、前記それぞれのキーマップエントリにアクセスするステップ
であって、前記１つまたは複数のロケータ値の特定の１つについては、対応するストレー
ジノードにアクセスし、対応するコピーを取り出すステップと、
を備えることを特徴とする方法。
【請求項２】
　前記対応するコピーを取り出す前に、さらに前記所定のクライアント要求が、前記所定
のデータオブジェクトへアクセスするのに十分な特権を有するかどうかを判断するステッ
プと、前記所定のクライアント要求が十分な権利が与えられていない場合には、前記所定
のクライアント要求を拒否するステップと、をさらに備えることを特徴とする請求項１に
記載の方法。
【請求項３】
　前記インターネット系のアプリケーション層データ転送プロトコルに従って、データオ
ブジェクトを保存するために前記ウェブサービスＡＰＩに従ってフォーマットされたクラ
イアント要求を受信するステップをさらに備え、前記データオブジェクトの特定の１つを
保存するための前記クライアント要求の特定の１つは、前記特定データに対応するキー値
を含むことを特徴とする請求項１または２に記載の方法。
【請求項４】
　前記特定データオブジェクトを保存するための料金を判断するステップをさらに備えた
ことを特徴とする請求項３に記載の方法。
【請求項５】
　前記特定のクライアント要求に応じて、前記特定のデータオブジェクトの１つ以上のコ
ピーを１つまたは複数の対応するストレージノードに保存するステップと、
　前記特定のデータオブジェクトの所定のコピーの保存に応じて、前記所定のコピーに対
応するロケータ値を受信ステップと、をさらに備えることを特徴とする請求項３に記載の
方法。
【請求項６】
　前記特定のデータオブジェクトの前記１つまたは複数のコピーが保存される、前記１つ
または複数の対応するストレージノードを、ストレージ規定に従って選択するステップを
さらに備えたことを特徴とする請求項４に記載の方法。
【請求項７】
　前記ストレージ規定は、前記特定のデータオブジェクトを保存するための前記特定のク
ライアント要求が完了することを示す前に、対応するストレージノードへ永久に保存され
たことを示すために必要となる多くのコピーを特定することを特徴とする請求項６に記載
の方法。
【請求項８】
　前記ストレージ規定は、生成される前記特定のデータオブジェクトの所望のコピーの数
をさらに特定することを特徴とする請求項７に記載の方法。
【請求項９】
　前記キーマップエントリの所定の１つに対して、前記所定のキーマップエントリのそれ
ぞれのロケータ値に対応する各コピーが、アクセス可能かどうかの判断をするために、前
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記それぞれのキーマップエントリを調査するステップをさらに備えることを特徴とする請
求項８に記載の方法。
【請求項１０】
　前記所定のキーマップエントリについて、前記所定のキーマップエントリのそれぞれの
ロケータ値に対応するアクセス可能なコピーの数が、前記コピーの所望の数よりも少ない
場合、前記コピーの所望の数を満たすために十分である付加的なコピーを作成するステッ
プをさらに備えることを特徴とする請求項９に記載の方法。
【請求項１１】
　前記複数のストレージノードは複数の領域に分散され、前記ストレージ規定は、前記特
定のデータオブジェクトを保存するための前記特定のクライアント要求が完了することを
示す前に、前記１つまたは複数のコピーが永久に保存されることを示すことが必要となる
最少数の領域を特定することを特徴とする請求項６に記載の方法。
【請求項１２】
　前記複数の領域の任意の２つの領域間において、ストレージノードの不具合の可能性の
相関関係がしきい値未満であることを特徴とする請求項１１に記載の方法。
【請求項１３】
　前記ストレージ規定は、可能な場合、前記１つまたは複数のコピーのうちの少なくとも
１つが、前記領域の所定のものに位置するストレージノードに書き込まれることをさらに
特定することを特徴とする請求項１１に記載の方法。
【請求項１４】
　前記データストレージ・ウェブサービス用のコンピュータによって受信された前記所定
のデータオブジェクトへのアクセスのための前記クライアント要求のうちの特定の１つは
、前記所定のデータオブジェクトの特定のコピーに対応する特定のロケータ値を含むこと
を特徴とする請求項１１に記載の方法。
【請求項１５】
　アクセスのための前記特定のクライアント要求の受信に応じて、前記キーマップエント
リにアクセスすることなく、前記特定のロケータ値を介し、対応するストレージノードか
ら前記特定のコピーを取り出すステップをさらに備えることを特徴とする請求項１４に記
載の方法。
【請求項１６】
　前記インターネット系のアプリケーション層データ転送プロトコルは、Ｒｅｐｒｅｓｅ
ｎｔａｔｉｏｎａｌＳｔａｔｅＴｒａｎｓｆｅｒ（ＲＥＳＴ）ウェブサービスモデルを実
行し、前記インターネット系のアプリケーション層データ転送プロトコルに従って前記所
定のクライアント要求を受信することは、ＨｙｐｅｒｔｅｘｔＴｒａｎｓｆｅｒＰｒｏｔ
ｏｃｏｌ（ＨＴＴＰ）のバージョンに従いフォーマット化された要求を受信することを含
むことを特徴とする請求項１に記載の方法。
【請求項１７】
　前記インターネット系のアプリケーション層データ転送プロトコルは、文書ベースウェ
ブサービスモデルを実行し、
　前記インターネット系のアプリケーション層データ転送プロトコルに従って前記所定の
クライアント要求を受信することは、ＳｉｍｐｌｅＯｂｊｅｃｔＡｃｃｅｓｓＰｒｏｔｏ
ｃｏｌ（ＳＯＡＰ）のバージョンに従い、カプセル化した文書の受信をすることを含み、
前記所定のクライアント要求の内容は、前記文書に含まれ、ＸＭＬのバージョンに従いフ
ォーマットされることを特徴とする請求項１に記載の方法。
【請求項１８】
　前記データオブジェクトのそれぞれに対するそれぞれのキーマップエントリを保存する
ステップは、階層的に配置された複数のインデックスノードを含み、それぞれが関連する
タグ値を有するインデックスデータ構造内に保存されたキーマップエントリを索引付けす
るステップを含み、
　前記キーマップエントリのそれぞれは、インデックスノードのそれぞれの１つと対応し
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、所定の対応するインデックスノードを有する前記所定のキーマップエントリについては
、前記所定の対応するインデックスノードの各上位と関連する各タグ値が、前記所定のキ
ー値のプレフィックスであることを特徴とする請求項１に記載の方法。
【請求項１９】
　前記請求項１乃至１８のいずれかに記載の方法を実施するように構成された複数のコン
ピュータより構成されるシステム。
【請求項２０】
　インストラクションを備えるコンピュータにアクセス可能な媒体であって、前記インス
トラクションは、データストレージ・ウェブサービス用のコンピュータにより実行され、
　クライアントコンピュータに対してデータストレージ・ウェブサービスを提供するステ
ップであって、
　前記データストレージ・ウェブサービス用のコンピュータは、
　　ウェブサービス要求を通じて前記クライアントコンピュータに対して適用可能である
データストレージのウェブサービス操作を定義するウェブサービスアプリケーションプロ
グラミングインターフェース（ＡＰＩ）を実装し、
　　１つ以上の前記ウェブサービス操作を特定する前記ウェブサービスＡＰＩに従ってフ
ォーマットされたウェブサービス要求を受信するために、インターネット系のアプリケー
ション層データ転送プロトコルに従ってアドレス可能であり、
　　データオブジェクトを格納するための前記ウェブサービスＡＰＩに従ってフォーマッ
トされたウェブサービス要求を受信するのに応答して、前記クライアントコンピュータか
ら供給されたデータオブジェクトを格納する、ステップと、
　データオブジェクトへアクセスするためのクライアント要求を示す前記ウェブサービス
ＡＰＩに従ってフォーマットされたウェブサービス要求を処理するステップであって、前
記データオブジェクトにアクセスするための前記クライアント要求は、前記インターネッ
ト系のアプリケーション層データ転送プロトコルに従って受信され、前記データオブジェ
クトの所定の１つへアクセスするための前記クライアント要求の所定の１つは、前記所定
のデータオブジェクトに対応するキー値を含む、ステップと、
　複数のストレージノード上に前記データオブジェクトのコピーを保存することを指示す
るステップであって前記ロケータ値のそれぞれは、前記データストレージ・ウェブサービ
ス内で固有であるステップと、
　前記データオブジェクトのそれぞれに対するそれぞれのキーマップエントリを保存する
ことを指示するステップであって、前記所定のデータオブジェクトについては、前記それ
ぞれのキーマップエントリは、前記クライアント特定キー値と、前記所定のデータオブジ
ェクトのそれぞれの保存されたコピーに対応するそれぞれのロケータ値とを含むステップ
と、
を実行することが可能であり、
　前記所定のクライアント要求を処理するステップは、前記キー値に対応する１つまたは
複数のロケータ値を識別するための前記それぞれのキーマップエントリへアクセスするス
テップを含み、前記１つまたは複数の特定の１つについては、対応するストレージノード
にアクセスし、対応するコピーを取り出すステップを含むことを特徴とするインストラク
ションを備えることを特徴とするコンピュータにアクセス可能な媒体。
【発明の詳細な説明】
【技術分野】
【０００１】
　本発明はデータストレージシステム、より具体的には、ウェブサービスとしてストレー
ジへのアクセスを提供するように構成されるストレージシステムに関連する。
【背景技術】
【０００２】
　多くの異なるコンピュータアプリケーションは、様々な種類のアプリケーションデータ
の持続的保存のために、あるストレージ媒体に依存する。例えば、一般的なオフィスアプ
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リケーションおよびマルチメディアアプリケーションは、中でも、文書、集計表、静止画
像、音声及びビデオデータなどの様々な種類やフォーマットのアプリケーションデータを
作成し、使用する。このようなデータは頻繁に、ユーザが繰り返しアクセス又は使用でき
るように保存される。例えば、ユーザは、一定期間にわたり多くの文書又は他のデータを
保存し、作業することを希望する場合があり、必要な時に予想できる状態で、データを速
やかに使用できることを望む場合がある。
【０００３】
　従来のコンピュータ関係システムにおいて、持続的なアプリケーションデータの保存の
ためにアプリケーションによって使用されるストレージ媒体は、光学又は半導体ストレー
ジデバイスも使用されるが、最も一般的には磁気固定ドライブ又は「ハードドライブ」で
ある。このようなデバイスは、アプリケーションを実行するコンピュータシステム内に統
合されているか、あるいはローカルの周辺インターフェース又はネットワークを介してそ
のシステムにアクセス可能である。一般的に、アプリケーションストレージとしての役割
をするデバイスは、ファイルシステムインターフェースなど、ストレージアクセスを必要
とする様々なアプリケーションへの一貫したストレージインターフェースを提供するため
のデバイスレベルでの動作を管理する、オペレーティングシステムによって管理される。
【０００４】
　この従来型モデルのアプリケーションストレージには、いくつかの限界が存在する。第
１に、概して従来型モデルは、アプリケーションデータのアクセス性を制限する。例えば
、アプリケーションデータが、特定のコンピュータシステムのローカルハードドライブに
保存される場合、他のシステムで実行されているアプリケーションからアクセス不可能で
ある。データがネットワークでアクセス可能なデバイスに保存される場合でも、周辺ネッ
トワーク外のシステムで実行するアプリケーションは、そのデバイスにアクセスすること
が不可能である場合がある。例えば、セキュリティ上の理由で、企業の外部のシステムが
企業内のシステム又はリソース情報にアクセスできないように、企業は一般にローカルエ
リアネットワーク（ＬＡＮ）へのアクセスを制限する。したがって、携帯デバイス上（例
えば、ノート型又は手持ちサイズコンピュータ、個人情報端末、携帯電話デバイスなど）
で実行するアプリケーションは、固定されたシステム又はネットワークに持続的に関連す
るデータへのアクセスに困難となる場合がある。
【０００５】
　また従来のアプリケーションストレージモデルも、保存されたデータの信頼性を十分に
確認することができない場合がある。例えば、従来のオペレーティングシステムは、一般
的に初期設定で１つのストレージデバイス上に１つのアプリケーションデータのコピーを
保存し、データの冗長性が望まれる場合に、ユーザ又はアプリケーションに自らのアプリ
ケーションデータのコピーを作成し管理することを要求する。個々のストレージデバイス
又は第三者のソフトウェアがある程度の冗長性を提供する場合もあるが、アプリケーショ
ンが利用可能なストレージリソースがアプリケーション装置よって大いに異なるため、こ
れらの特徴はアプリケーションにとって一貫して利用可能ではない場合がある。またオペ
レーティングシステム介在の従来のストレージモデルも、プラットフォームを越えるデー
タへのアクセス性を制限してもよい。例えば、異なるオペレーティングシステムは、異な
る、互換性のないフォーマットで同一アプリケーション用のデータを保存する場合があり
、１つのプラットフォーム上（例えばオペレーティングシステム及び基礎をなすコンピュ
ータシステムハードウェア）で実行しているアプリケーションのユーザが、異なるプラッ
トフォーム上で実行しているアプリケーションによって保存されたデータにアクセスする
ことが困難である場合がある。
【発明の開示】
【課題を解決するための手段】
【０００６】
　分散型、ウェブサービス系のストレージシステムの様々な実施態様を開示する。一実施
態様に従い、システムは、ウェブサービスプロトコルに従い、データオブジェクトにアク
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セスするためのクライアント要求を受け取るように構成されるウェブサービスインターフ
ェースを含んでいる。所定のデータオブジェクトへのアクセスのための所定のクライアン
ト要求は、所定のデータオブジェクトと対応するキー値を含んでいる。また該システムは
、データオブジェクトの複製を保存するように構成される多くのストレージノードを含み
、各複製はそれぞれのロケータ値を介しアクセス可能であり、ロケータ値はそれぞれシス
テム内で固有である。該システムは、データオブジェクトのそれぞれに対するそれぞれの
キーマップエントリを保存するように構成されるキーマップインスタンスをさらに含んで
もよく、それぞれのキーマップエントリは、所定のデータオブジェクトのそれぞれの保存
された複製に対応するキー値及び各ロケータ値を含む。また該システムは、ウェブサービ
スインターフェースからデータオブジェクトにアクセスするためのクライアント要求を受
け取るように構成されるコーディネータをさらに含んでもよい。所定のクライアント要求
に応じて、コーディネータはキー値に対応する１つ以上のロケータ値を認識するためにキ
ーマップインスタンスにアクセスするように構成され、特定のロケータ値に対しては、対
応する複製を取り出すために対応するストレージノードにアクセスするように設定されて
もよい。
【０００７】
　該システムの特定の実装において、該ウェブサービスインターフェースは、ウェブサー
ビスプロトコルに従い、データオブジェクトを保存するためのクライアント要求を受け取
るようにさらに設定されてもよく、特定のデータオブジェクトを保存するための特定のク
ライアント要求は本特定データオブジェクトと対応するキー値を含む。該コーディネータ
は、ウェブサービスインターフェースからデータオブジェクトを保存するためのクライア
ント要求を受け取るようにさらに設定されてもよく、特定のクライアント要求に応じて、
該コーディネータは１つ以上の対応するストレージノードへ特定のデータオブジェクトの
１つ以上の複製を保存するように設定されてもよい。特定のデータオブジェクトの所定の
複製を保存することに応じて、所定のストレージノードは、コーディネータに、所定の複
製に対応するロケータ値を返すように設定されてもよい。
【０００８】
　本発明は、種々の修正及び代替形態が可能であるが、その特定の実施形態は図面によっ
て一例として示され、本願に詳述される。しかしながら、図面及び詳細な説明は、本発明
に開示される特定の形態に制限することを意図せず、逆に、添付の請求項によって定義さ
れる本発明の精神及び範囲内に含まれるすべての修正、同等物、及び代替手段を扱うこと
を理解されたい。
【発明を実施するための最良の形態】
【０００９】
序文
　コンピュータアプリケーションが地理的に分散されるばかりでなく、さらにデータ集中
的になるにつれ、アプリケーションデータへの信頼性のある、位置独立型のアクセスの必
要性が増加する。例えば、オーサリング、ストレージ、再生アプリケーションなどのマル
チメディアアプリケーションは、マルチメディアコンテンツの質と量が向上するにつれ、
データストレージ量の増大を必要とする。さらに、データを保存するデバイスの位置に関
係ない様々な場所からアプリケーションデータにアクセスすることが望ましい場合がある
。例えば、多くのコンピュータがディスク系の相当な量のストレージを含むが、これらの
ストレージに一貫した便利な方法で遠隔からアクセスすることは、技術上及び安全上の困
難をもたらす。
【００１０】
　個々のコンピュータを、単独で個々の内部ストレージリソース又はプロビジョニングロ
ーカルネットワーク系のストレージリソース（例えば、ネットワーク接続ストレージ（Ｎ
ＡＳ）、ストレージ・エリア・ネットワーク（ＳＡＮ）など）に依存するように構成され
ることとは対照的に、インターネット接続データストレージサービスは、例えば、ウェブ
サービス（ＷＳ）プロトコルなどのインターネット系のプロトコルを介し、クライアント
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に包括的なストレージサービスを提供するように設定されてもよい。ウェブサービスプロ
トコルなどのインターネット系プロトコルは、一般的に基礎をなすソフトウェア又はハー
ドウェア上で独立して機能するため、一般的にプラットフォーム独立型である。したがっ
て、ウェブサービスとしてデータストレージ機能を提供することは、アプリケーションの
ホストシステム又はローカルネットワークに実装されるストレージリソースから独立した
任意の大きさのストレージへ多くの異なる種類のアプリケーションが直接アクセスするこ
とを可能にする可能性がある。さらに、ウェブサービスアクセス可能ストレージは、一般
的にインターネットアクセスを提供する任意の場所からでもアクセス可能であってもよい
。ウェブサービスアクセス可能ストレージは、異なるデバイス又はアプリケーションによ
る共有データへのリモートアクセス、実行中の個々のアプリケーションによる幅広く分散
されたデータへのリモートアクセス、共同で作業する分散したユーザ間のデータへのアク
セス及びデータの共有、分散したユーザへのアプリケーション結果データの配布、及び多
くのその他の同様の機能などの多数の異なるコンピュータ機能の実装を容易にし得る。
【００１１】
　以下の論考において、ウェブサービス系ストレージシステムにおいて使用されてもよい
、可能なデータストレージモデルの一実施形態を説明する。続いて、データストレージモ
デルに従いストレージサービスを提供するように構成されてもよいストレージサービスシ
ステムを開示し、その様々な要素を詳しく説明する。
【００１２】
ストレージサービスユーザインターフェース及びストレージモデルの概略
　ウェブサービスなどの、サービスとしてのデータストレージをユーザに提供するための
ストレージモデルの一実施形態を図１に示す。図示されたモデルにおいて、ストレージサ
ービスインターフェース１０は、ストレージサービスに対する対顧客又は対ユーザインタ
ーフェースとして提供される。インターフェース１０によってユーザに提示されるモデル
に従い、ストレージサービスは、インターフェース１０を介して任意の数のバケット２０
ａ－ｎとして体系化されてもよい。各バケット２０は、任意の数のオブジェクト３０ａ－
ｎを保存するように設定されてもよく、ストレージサービスのユーザによって特定される
データを入れ替わりに保存してもよい。
【００１３】
　以下にさらに詳しく述べるように、一部の実施形態において、ストレージサービスイン
ターフェース１０は、ウェブサービスモデルに従い、ストレージサービスとそのユーザ間
の情報のやり取りをサポートするように設定されてもよい。例えば、一実施形態において
、インターフェース１０は、例えばｈｔｔｐ：／／ｓｔｏｒａｇｅｓｅｒｖｉｃｅ．ｄｏ
ｍａｉｎ．ｃｏｍなどのＵｎｉｆｏｒｍ　Ｒｅｓｏｕｒｃｅ　Ｌｏｃａｔｏｒ（ＵＲＬ）
を有するウェブサービスエンドポイントとして、クライアントによってアクセス可能であ
ってもよく、サービスクライアントによって作成されたウェブサービスコールは処理対象
となる場合がある。一般的に言えば、ウェブサービスは、Ｈｙｐｅｒｔｅｘｔ　Ｔｒａｎ
ｓｐｏｒｔ　Ｐｒｏｔｏｃｏｌ（ＨＴＴＰ）又は他の適切なプロトコルのバージョンなど
の、１つ以上のインターネット系のアプリケーション層データ転送プロトコルを含む要求
インターフェースを介し、要求するクライアントが使用できるように作られた、あらゆる
種類のコンピュータサービスを示すことができる。
【００１４】
　ウェブサービスは、様々な許可サービスプロトコルを使用し、様々なアーキテクチャ形
式で実装されてもよい。例えば、Ｒｅｐｒｅｓｅｎｔａｔｉｏｎａｌ　Ｓｔａｔｅ　Ｔｒ
ａｎｓｆｅｒ（ＲＥＳＴ）形式のウェブサービスアーキテクチャにおいて、ウェブサービ
スコールに関するパラメータ（例えば、要求されるサービスの種類を特定すること、ユー
ザ資格、操作すべきユーザデータ、など）は、ＨＴＴＰ　ＧＥＴ又はＰＵＴ命令など、ウ
ェブサービスエンドポイントに対するウェブサービスコールを呼び出すデータ転送命令に
対するパラメータとして特定されてもよい。一部の実装において、各ウェブサービスコー
ルが、外部状態情報を参照することなくそのコールを処理するために必要なすべての情報
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を含んでいる場合があるため、ＲＥＳＴ形式ウェブサービスアーキテクチャは処理状態を
把握しない。ＲＥＳＴ形式ウェブサービスアーキテクチャとは対照的に、文書系又はメッ
セージ系ウェブサービスアーキテクチャは、ウェブサービスエンドポイントに送信され、
解読され、エンドポイントによって作動し得る文書としてウェブサービスコールに関する
パラメータ及びデータをコード化してもよい。例えば、ｅＸｔｅｎｓｉｂｌｅＭａｒｋｕ
ｐＬａｎｇｕａｇｅ（ＸＭＬ）又は他の適切なマークアップ言語のバージョンを、ウェブ
サービス要求文書をフォーマット化するために使用してもよい。一部の実施形態において
、要求文書をフォーマット化するために使用されるマークアップ言語を、要求の処理を制
御するパラメータの範囲を定めるが、他の実施形態において、マークアップ言語のある特
徴は、それ自体（例えば、あるタグ）要求処理の態様を直接制御してもよい。さらに、一
部の実施形態において、結果として得られる文書は、例えば、エンドポイントによるウェ
ブサービス要求の処理を容易にするために、Ｓｉｍｐｌｅ　Ｏｂｊｅｃｔ　Ａｃｃｅｓｓ
　Ｐｒｏｔｏｃｏｌ（ＳＯＡＰ）のバージョンなどの他のプロトコル内にカプセル化され
てもよい。
【００１５】
　他のプロトコルが、さらにウェブサービスアーキテクチャの様々な実施形態内で用いら
れてもよい。例えば、ＷｅｂＳｅｒｖｉｃｅｓＤｅｓｃｒｉｐｔｉｏｎＬａｎｇｕａｇｅ
（ＷＳＤＬ）のバージョンは、潜在的クライアントにインターフェースで接続する要求を
公開するためにウェブサービスエンドポイントによって用いられる。ウェブサービスエン
ドポイントは、Ｕｎｉｖｅｒｓａｌ　Ｄｅｓｃｒｉｐｔｉｏｎ，Ｄｉｓｃｏｖｅｒｙ　ａ
ｎｄ　Ｉｎｔｅｇｒａｔｉｏｎ（ＵＤＤＩ）プロトコルのバージョンなどのディレクトリ
プロトコルを通じ、ウェブサービスを潜在的クライアントに知らせる場合がある。ウェブ
サービスインターフェースを介するコンピュータサービスの規定に関係する多くの他の種
類のプロトコルが存在する場合があり、あらゆる所定のウェブサービス実装は当該プロト
コルのあらゆる適切な組み合せを使用してもよい。
【００１６】
　一部の実施形態において、インターフェース１０は、ウェブサービスインターフェース
の代わり、又はウェブサービスインターフェースに加えて、ウェブサービスインターフェ
ース以外のインターフェースをサポートしてもよいことに留意されたい。例えば、企業は
、異なる種類のインターフェース（例えば、企業のイントラネットに対してカスタマイズ
された、独自のインターフェース）を使用するであろう企業内のユーザのみならず、ウェ
ブサービスプロトコルを介しサービスにアクセスするであろう企業外部のクライアントに
よって使用されるストレージサービスを実装してもよい。一部の実施形態において、イン
ターフェース１０は、それを介してストレージサービスのあらゆるユーザがサービスにア
クセスできるようなインターフェースで接続する様々な種類のそれぞれのプロトコルをサ
ポートしてもよい。他の実施形態において、インターフェースの異なる例は、異なるイン
ターフェースアプローチのために提供されてもよい。一部の実施形態において、クライア
ントとの情報のやり取り（例えば、サービス要求の受け取り及びサービス要求への応答）
を取り扱うことに関係するインターフェース１０のこれらの態様は、ストレージサービス
（例えば、バケット及びオブジェクトの階層へのサービスの体系）の一般的なアーキテク
チャを実装するこれらの態様から独立して実施されてもよいことに留意されたい。このよ
うな一部の実施形態において、図２の説明とともに、さらに以下に詳しく説明するように
、クライアントの情報のやり取り（例えば、ウェブサービスプロトコルを介した）のイン
ターフェース１０の一部は、企業の内部などの特定のユーザによって迂回されてもよい。
【００１７】
　図１に示すように、インターフェース１０は、ストレージサービスユーザにバケット２
０へのアクセスを提供する。一般的に言えば、バケット２０はストレージサービスのユー
ザと関連するオブジェクト名前領域のルートとして機能してもよい。例えば、バケット２
０はファイルシステムディレクトリ又はフォルダに類似していてもよい。一部の実施形態
において、また個々のバケット２０は、ストレージサービスの使用量計算の基準となる場
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合がある。例えば、ユーザは請求目的のために１つ以上のバケット２０と関連付けられる
場合があり、ユーザは、これらのバケット２０によって設定された名前領域内に階層的に
備わるストレージリソース（例えば、ストレージオブジェクト３０）の使用に対して請求
されてもよい。
【００１８】
　図で示した実施形態において、バケット２０ａ－ｎのそれぞれは、各アクセスポリシー
２３ａ－ｎのみならず、関連するメタデータ２１ａ－ｎを含む。一般的に言えば、メタデ
ータ２１が、所定のバケット２０の態様又は性質を表現するために使用される。例えば、
メタデータ２１は、バケット作成日を識別する情報、その作成者の身元情報、バケットが
それに関連する任意のオブジェクト３０を有するか否かの情報、その他の適切な情報を含
んでいてもよい。一部の実施形態において、メタデータ２１は、バケット２０に関連する
オブジェクト３０の合計サイズ、バケット２０及び／又はその関連するオブジェクト３０
に関するユーザのアクセス履歴、バケット２０に関連する請求履歴、又は、バケット２０
の現行又はこれまでの使用に関係する他の適切な情報などの、バケット２０の使用特性を
示す情報を含んでもよい。一実施形態において、各バケット２０は、ストレージサービス
によって、ユーザによって、又は自動的に特定される、それぞれの固有の識別子と関連し
てもよい。固有の識別子は、メタデータ２１内、又はバケット２０の別個の性質、又はフ
ィールドとして保存されてもよい。一部の実施形態において、所定のバケット２０は、明
確な参照、ポインタ、又は他の所定のバケット２０と関連するオブジェクト３０と対応す
る情報を含まなくてもよい。むしろ、以下に更に詳しく説明するように、オブジェクト３
０の位置及び選択は、キーマップとして本書で言及する別個のマッピング設備の使用を通
じて実行されてもよい。
【００１９】
　アクセスポリシー２３は、バケット２０に関連するオブジェクト３０へのアクセスを制
御するために必要なあらゆる情報を含む。アクセスポリシー２３は、バケット２０及びそ
の関連するオブジェクト３０へアクセスすることが許可された１人又は複数のクライアン
ト、及びどのくらいの役割でアクセスするかを識別する情報を含んでもよい。例えば、ア
クセスポリシー２３は、１人以上のクライアントのために、ユーザ識別子及び／又は認証
読み取りを許可されているかをさらに特定する。アクセスポリシー２３は、初期設定又は
グループ指向規定（例えば、汎用読み取りアクセスを許可するがオブジェクト３０への書
き込みアクセスを特定のクライアント又はクライアントグループに制限することによって
）、又はあらゆる他の望ましいセキュリティモデルをさらに実行してもよい。
【００２０】
　図で示した実施形態において、所定のバケット２０は、１つ以上のオブジェクト３０と
関連され、各オブジェクトはそれぞれのメタデータ３１及びデータ３３を含んでもよい。
一般的に言えば、オブジェクト３０のデータ３３はあらゆる一連のビットと対応してもよ
い。オブジェクト３０内に保存されるビットによって表されるデータの種類は、ストレー
ジサービスに透過的であってもよい。すなわち、ビットはテキストデータ、実行可能プロ
グラムコード、音声、ビデオ、又は画像データ、又はあらゆる他の種類のデジタルデータ
を表し、ストレージサービスは、オブジェクト３０を保存し操作することにおいて、これ
らの様々なデータの種類のうちから必ずしも識別することはない。一部の実施形態におい
て、データ３３のサイズは固定上限（例えば１ギガバイト（ＧＢ））に限られてもよいが
、他の実施形態において、オブジェクト３０は、ストレージサービスに使用可能な物理的
ストレージリソースのみに従いサイズの拡大を許可してもよい。
【００２１】
　バケット２１に関連するメタデータ２１と同様に、メタデータ３１は、対応するオブジ
ェクト３０についてあらゆる望ましい記述的な情報を保存するように設定されてもよい。
例えば、メタデータ３１は対応するオブジェクト３０が作成された日付及び／又は時間、
オブジェクト３０のサイズ、オブジェクト３０によって保存されたデータ３３の種類（例
えば、ＭｕｌｔｉｐｕｒｐｏｓｅＩｎｔｅｒｎｅｔＭａｉｌＥｘｔｅｎｓｉｏｎｓ（ＭＩ
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ＭＥ）基準によって識別されるデータの種類）、又はあらゆる他の種類の記述的情報につ
いての情報を含んでもよい。一部の実施形態において、メタデータ３１は、アクセスポリ
シー情報（例えば、オブジェクト３０に対して様々なユーザが有してもよいアクセスの種
類を示す許可情報）、オブェクト費用情報（例えば、オブジェクト３０と関連する請求割
合又は履歴）、又は、オブジェクト３０に起因するあらゆる他の適切な情報又は情報の種
類の組み合せのみならず、オブジェクト３０と対応するユーザ対話をしめす使用情報又は
履歴情報を保存してもよい。一部の実施形態において、クライアントはメタデータ３１と
して保存されるオブジェクトデータと共にメタデータを提供してもよいが、他の事例にお
いては、メタデータ３１は、ストレージサービス特徴（例えば、図２に示され、以下に説
明されるストレージサービスシステム）を管理するシステムによって作成されるメタデー
タを含んでもよい。メタデータ３１の一部、全部、又はいずれでもないものが、メタデー
タの種類、クライアントのアクセス権の特定の規定、又は他の適切な要因にしたがって、
オブジェクト３０へのアクセス権を有するクライアントにアクセス可能であってもよい。
【００２２】
　一実施形態において、個々のオブジェクト３０は、情報の２つの相異なるアイテム、キ
ー又はロケータの、いずれかを使用するストレージサービスシステム内で識別されてもよ
い。一般的に言えば、キー及びロケータは異なる手段で解釈してもよいが、キー及びロケ
ータは、全体としてのストレージサービスシステムの名前領域の内容内で解釈されてもよ
い英数字文字列又は他の種類の記号をそれぞれに含んでもよい。一実施形態において、キ
ーは、特定のバケット２０（例えば、新規オブジェクトを保存するためのクライアントか
らの要求に応じて）内に対応するオブジェクト３０が作成された時にクライアントによっ
て特定されてもよい。ユーザによってキーが特定されない場合、キーは、ストレージサー
ビスシステムによって新規オブジェクト３０に割り当てられる。そのような実施形態にお
いて、特定のバケット２０のオブジェクト３０と関連する各それぞれのキーは、そのバケ
ット２０の名前領域内固有であることが求められる場合がある。一般的に言うと、キーは
、対応するオブジェクトがストレージサービスシステム内に存在する限り、クライアント
が、対応するオブジェクト３０にアクセスする際に介する有効な識別子として存続しても
よい。
【００２３】
　所定のバケット２０内で、キーは、従来のオペレーティングシステムのファイルシステ
ムに共通のファイルディレクトリ、又はフォルダ名前領域と類似の階層的オブジェクト名
前領域を作成するために使用されてもよい。例えば、クライアントは、固有の識別子０５
０７３９５１７を有する特定のバケット２０へのアクセス権を読み込む、又は書き込むオ
ブジェクトを与えられてもよい。一実施形態において、クライアントは、バケット内でオ
ブジェクトと対応するバケット名前領域内のキーを作成するために、ｈｔｔｐ：／／ｓｔ
ｏｒａｇｅｓｅｒｖｉｃｅ．ｄｏｍａｉｎ．ｃｏｍ／０５０７３９５１７へウェブサービ
スコールを発行してもよい。例えば、クライアントは、「Ｍｙ　Ｄｏｃｕｍｅｎｔｓ／Ｅ
ｍａｉｌ／ｍｅｓｓａｇｅ．ｔｘｔ」というキーを使用するこの特定のバケット内でオブ
ジェクト３０が作成されることを特定してもよく、このようなオブジェクト３０は、アド
レス
ｈｔｔｐ：／／ｓｔｏｒａｇｅｓｅｒｖｉｃｅ．ｄｏｍａｉｎ．ｃｏｍ／０５０７３９５
１７／ＭｙＤｏｃｕｍｅｎｔｓ／Ｅｍａｉｌ／ｍｅｓｓａｇｅ．ｔｘｔ
へのウェブサービスコールを使用してアクセスされてもよい。
【００２４】
　一部の実施形態において、キーによって暗示される階層的構造は、オブジェクトストレ
ージの基礎をなす階層に必ずしも反映されなくてもよいことに留意されたい。例えば、一
実施形態において、所定のバケット２０と関連するオブジェクト３０は、オブジェクト３
０と関連するキーが階層を暗示しているにもかかわらず、ストレージサービスシステム内
で平滑な、非階層な形で保存されてもよい。すなわち、このような実施形態において、バ
ケット２０は、他のバケット２０を階層的に含まなくてもよい。しかしながら、他の実施
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形態において、他のバケット２０内のバケット２０の階層的包含は、オブジェクトキーに
よって暗示される階層に対して直接一致する必要はないが、バケットのいかなる当該階層
がサポートされてもよい。
【００２５】
　一実施形態において、キーによって識別されたオブジェクト３０へアクセスするための
クライアントによる要求は、要求されたオブジェクト３０の基礎をなすデータ３３が取り
出される又は修正される前に、クライアント認証手順、アクセス制御チェック、及び／又
はマッピング過程（以下にさらに詳しく説明するような）を受ける場合がある。例えば、
クライアントは、クライアントの身元を証明するためにパスワード又は他の資格を提供す
ることを要求される場合があり、一度識別されると、要求されるバケット２０と関連する
アクセス制御パラメータは、識別されたクライアントが要求されたキーへのアクセスを保
証する十分な権限が与えられているかどうかを判断するために評価されてもよい。それに
反して、ストレージサービスシステムは、キーよりもむしろロケータによってオブジェク
ト３０にアクセスする代替の方法をサポートしてもよい。一般的に言うと、ロケータは、
ストレージサービスシステムに既知のすべてのオブジェクト３０の中から、オブジェクト
３０の世界的に固有の識別子を表してもよい。すなわち、キーが、特定のバケット２０と
関連する名前領域に対して固有であってもよいが、ロケータはすべてのバケット２０内の
すべてのオブジェクト３０の世界的名前領域内で固有であってもよい。例えば、ロケータ
は、他のロケータの中で固有であるべきストレージサービスシステムによって作成される
英数文字列を含んでもよい。さらに以下に詳しく説明するように、一部の実施形態におい
て、オブジェクト３０の複数インスタンスは、例えば、データ冗長性及びフォルトトレラ
ンスを増加するために、ストレージサービスシステムを実装するために使用された物理的
ストレージデバイスの全体を通じて複製されてもよい。そのような実施形態において、固
有のロケータは、所定のオブジェクト３０の各複製されたインスタンスに対して存在して
もよい。
【００２６】
　一部の実施形態において、キーは、オブジェクト３０がストレージサービスシステム内
に存在する限り、オブジェクト３０へのアクセスに有効でありつづけることが保証されて
もよく、当該保証はそのオブジェクト３０のあらゆる所定のロケータに適応されてもよく
、又は適応されなくてもよい。例えば、オブジェクト３０の複製されたインスタンス（又
は複製）が、異なる物理的なストレージの位置（例えば、その基礎となるストレージ媒体
の障害又は置換によって）に移動する場合、その新規の位置におけるオブジェクト３０の
移動したインスタンスと対応する他のロケータが作成され、使用されることがあったとし
ても、特定のインスタンスを参照するロケータは有効ではなくなってもよい。キー及びロ
ケータ間の関係における更なる詳細は、キーマップシステムコンポーネントの操作につい
ての論考で提供される。
【００２７】
　キー系対ロケータ系オブジェクトアクセスの例として、オブジェクト３０は、上記キー
によって参照され、ｈｔｔｐ：／／ｓｔｏｒａｇｅｓｅｒｖｉｃｅ．ｄｏｍａｉｎ．ｃｏ
ｍ／０５０７３９５１７／Ｍｙ　Ｄｏｃｕｍｅｎｔｓ／Ｅｍａｉｌ／ｍｅｓｓａｇｅ．ｔ
ｘｔは、ストレージサービスシステム内に保存される１つ以上のインスタンスを有するこ
とがあり、その１つは、ｈｔｔｐ：／／ｓｔｏｒａｇｅｓｅｒｖｉｃｅ．ｄｏｍａｉｎ．
ｃｏｍ／ｌｏｃａｔｏｒ／３８５９Ｃ８９Ａ２０８ＦＤＢ５Ａという形式のロケータによ
って識別されてもよい。
この特定の実施形態において、オブジェクト３０に対するキー参照は特定のバケット２０
に関連して表現されるが、ロケータ参照は、世界的ロケータ空間（他の種類のロケータコ
ード化又は形式が用いられてもよいが）内の１２８ビットの１６進絶対数として表現され
ることに留意されたい。一実施形態において、ロケータに命令されたクライアント発行の
ウェブサービス要求は、すべての認証、アクセス権、翻訳、又はキー系のウェブサービス
要求に適応されてもよい他のステップのいくつか、又はすべてを回避してもよい。処理の
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より少ない層のため、一部のかかる実施形態において、ロケータ系の要求はキー系の要求
よりも更に早く処理されてもよい。しかしながら、セキュリティ対策は、ロケータ系要求
のために回避されることがあり、クライアントは、敏感なオブジェクト３０が改ざんされ
ていないことの個人的保証を（例えば、ロケータの送信及び受信において暗号化された、
又は他の方法を使用し）提供する必要がある場合がある。さらに、ロケータの持続は保証
されないため（例えば、上記記載のオブジェクトインスタンスの移動の場合）、ロケータ
系オブジェクトアクセスの操作を選択するクライアントは、例えば、プリエンプティブ系
において、又は存在するロケータがもはや有効ではないことを発見することに応じて新規
ロケータを取得することによって、ロケータが使用中に無効になる可能性を許容すること
が必要となってもよい。
【００２８】
　クライアントのストレージの必要性及び上記の注意点によって、ロケータ系アクセスは
、キー系アクセスに関連してより一層の処理能力（例えば、ウェブサービス要求処理の待
ち時間及び処理量において）を提供してもよい。例えば、クライアントは、特に敏感でな
い頻繁にアクセスされるオブジェクト３０を参照するためにロケータ系アクセスを使用す
ることを選択してもよい。一部の実施形態において、ロケータ系アクセスは個々のオブジ
ェクト３０に基づき不可能であることがあり、したがって、当該のオブジェクトにアクセ
スすることを望むクライアントに、キー系要求を使用し、当該の要求と関連するあらゆる
認証及びアクセス権制御を提出するように強制することに留意されたい。しかしながら、
ロケータ系アクセスが可能になったオブジェクト３０に対しても、有効なロケータを保持
しない悪意のある、又は機能不良のクライアントは、あらゆる所定のオブジェクト３０に
うまくアクセスする任意の可能性だけを有してもよい。このような可能性は、大規模ロケ
ータ名前領域、ロケータを作成する安全技術（例えば、オブジェクトデータの安全ハッシ
ュの使用）、又は他の適切な技術の使用を通じて任意に防ぐことができる。
【００２９】
ストレージシステムアーキテクチャ及び実装
　図１に示すようなウェブサービス系のストレージサービスを実装するように設定されて
もよい、ストレージサービスシステムアーキテクチャの一実施形態を図２に示す。図で示
した実施形態において、多くのストレージクライアント５０ａ－ｎは、ネットワーク６０
を介してウェブサービスプラットフォーム１００と情報をやり取りするように設定されて
もよい。ウェブサービスプラットフォーム１００は、ストレージサービスコーディネータ
１２０（又は単に、コーディネータ１２０）の１つ以上のインスタンスとインターフェー
スで接続するように設定されてもよく、ストレージサービスコーディネータは、１つ以上
のキーマップインスタンス１４０及びビットストアノード１６０とインターフェースで入
れ替わりに接続してもよい。さらに、レプリケータ１８０は、レプリケータキーマップイ
ンスタンス１９０のみならず、ビットストアノード１６０とインターフェースで接続する
ように設定されてもよい。コーディネータ１２０とレプリケータ１８０の両方は、ノード
ピッカー１３０とインターフェースで接続してもよい。図で示した実施形態において、ノ
ードピッカー１３０、キーマップ１４０、ビットストアノード１６０及びレプリケータキ
ーマップ１９０の各インスタンスは、発見及び障害検出デーモン（ＤＦＤＤ）１１０のそ
れぞれのインスタンスと関連してもよい。所定のコンポーネントの１つ以上のインスタン
スが存在する場合には、以下で言及するコンポーネントは単数又は複数のいずれかであっ
てもよい。しかしながら、いずれの形式の使用も他方を不可能にすることを意図しない。
【００３０】
　様々な実施形態において、図２に示すコンポーネントは、コンピュータハードウェア（
例えば、マイクロプロセッサ、又はコンピュータシステム）、又はこれらの技術の組み合
せによって指示が直接、又は非直接実行可能である場合、コンピュータハードウェア内で
直接実装されてもよい。例えば、図２のコンポーネントは、図２９に示すコンピュータシ
ステムの実施形態、及び以下に説明するようなコンピュータ関係のノード（又は単にノー
ド）の多くを含む分散型システムによって実装されてもよい。さまざまな実施形態におい
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て、所定のストレージサービスシステムコンポーネントの機能性は、特定のノード又はい
くつかのノードに渡って分散されることによって実装されてもよい。一部の実施形態にお
いて、所定のノードは、１つ以上のストレージサービスシステムコンポーネントの機能性
を実装してもよい。図２のコンポーネントの一般的な機能性の概略及び図３に示すような
ストレージサービスシステムの典型的な物理的配置に続き、特定のストレージシステムコ
ンポーネントの一部の実施形態を図４から図２８に説明とともに以下に提供する。
【００３１】
　一般的に言えば、ストレージクライアント５０は、ネットワーク６０を介するウェブサ
ービスプラットフォーム１００にウェブサービス要求を提出するように構成されるクライ
アントのあらゆる種類を網羅する。例えば、所定のストレージクライアント５０は、ウェ
ブブラウザの適切なバージョン、又はプラグインモジュール、又はウェブブラウザによっ
て提供される実行可能環境に対する、又は環境内の拡張子を実行するように構成される、
他の種類のコードモジュールを含んでもよい。あるいは、ストレージクライアント５０は
、データベースアプリケーション、メディアアプリケーション、オフィスアプリケーショ
ン又は持続的ストレージリソースを使用するあらゆる他のアプリケーションなどのアプリ
ケーションを網羅してもよい。一部の実施形態において、当該アプリケーションは、すべ
ての種類のウェブ系データに対する完全なブラウザサポートを必ずしも実装することのな
い、ウェブサービス要求を作成し、処理するための十分なプロトコルサポート（例えば、
ＨｙｐｅｒｔｅｘｔＴｒａｎｓｆｅｒＰｒｏｔｏｃｏｌ（ＨＴＴＰ）の適切なバージョン
に対する）を含んでもよい。すなわち、ストレージクライアント５０は、ウェブサービス
プラットフォーム１００と直接対話するように構成されるアプリケーションでもよい。以
下に説明するように、ストレージクライアント５０は、Ｒｅｐｒｅｓｅｎｔａｔｉｏｎａ
ｌＳｔａｔｅＴｒａｎｓｆｅｒ（ＲＥＳＴ）形式ウェブサービスアーキテクチャ、文書系
、又はメッセージ系ウェブサービスアーキテクチャ、又は他の適切なウェブサービスアー
キテクチャに従いウェブサービス要求を作成するように設定されてもよい。
【００３２】
　他の実施形態において、ストレージクライアント５０は、これらのアプリケーションに
透過的である方法における他のアプリケーションに対しウェブサービス系ストレージへの
アクセスを提供するように設定されてもよい。例えば、ストレージクライアント５０は、
上記に記載されるストレージモデルの適切な改良型に従い、ストレージを提供するために
オペレーティングシステム又はファイルシステムを統合するように設定されてもよい。し
かしながら、オペレーティングシステム、又はファイルシステムは、ファイル、ディレク
トリ、及び／又はフォルダの従来型ファイルシステム階層などの、アプリケーションに対
する異なるストレージインターフェースを提示してもよい。このような実施形態において
、アプリケーションは、図１のストレージシステムサービスモデルを使用するように修正
される必要がなくてもよい。代わりに、ウェブサービスプラットフォーム１００へのイン
ターフェース接続の詳細は、オペレーティングシステム環境内で実行されるアプリケーシ
ョンに代行して、ストレージクライアント５０及びオペレーティングシステム、又はファ
イルシステムによって統合されてもよい。
【００３３】
　ストレージクライアント５０は、ネットワーク６０を介するウェブサービスプラットフ
ォーム１００へのウェブサービス要求を送り、応答を受信してもよい。様々な実施形態に
おいて、ネットワーク６０は、クライアント５０とプラットフォーム１００間のウェブ系
の通信を確立するために必要なネットワーキングハードウェア及びプロトコルのあらゆる
適切な組み合せを網羅してもよい。例えば、ネットワーク６０は、インターネットを集合
的に実装する様々な電気通信網及びサービスプロバイダを概して網羅する。ネットワーク
６０は、公共又は私的ワイアレスネットワークのみならず、ローカルエリアネットワーク
（ＬＡＮ）又は広域エリアネットワーク（ＷＡＮ）などの私的ネットワークを含んでもよ
い。例えば、所定のクライアント５０及びウェブサービスプラットフォーム１００の両方
は、独自の内部ネットワークを有する企業内においてそれぞれ支給されてもよい。そのよ
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うな実施形態において、ネットワーク６０は、インターネットとウェブサービスプラット
フォーム１００間のみならず、所定のクライアント５０とインターネット間におけるネッ
トワーキングリンクを確立するために必要な、ハードウェア（例えば、モデム、ルータ、
スイッチ、負荷分散装置、プロキシ、サーバなど）及びソフトウェア（例えば、プロトコ
ルスタック、会計ソフトウェア、ファイアーウォール／セキュリティソフトウェアなど）
を含んでもよい。一部の実施形態において、ストレージクライアント５０は、公的インタ
ーネットよりはむしろ私的ネットワークを使用してウェブサービスプラットフォーム１０
０と通信してもよいことに留意されたい。例えば、クライアント５０は、ストレージサー
ビスシステムとして同一の企業内で支給されてもよい。そのような場合、クライアント５
０は、私的ネットワーク６０の全体を通じてプラットフォーム１００に通信してもよい。
このような場合、クライアント５０は、私的ネットワーク６０全体を通じてプラットフォ
ーム１００と通信してもよい（例えば、公的にアクセス可能でない、インターネットベー
スのコミュニケーションプロトコルを使用してもよいＬＡＮ、又はＷＡＮ）。
【００３４】
　一般的に言うと、ウェブサービスプラットフォーム１００は、ストレージサービスシス
テムによって保存されるオブジェクト３０にアクセスするための要求のような、ウェブサ
ービス要求を受信し、処理するように構成される、１つ以上のエンドポイントを実装する
ように設定されてもよい。例えば、ウェブサービスプラットフォーム１００は、前述の例
において使用されたエンドポイントであるｈｔｔｐ：／／ｓｔｏｒａｇｅｓｅｒｖｉｃｅ
．ｄｏｍａｉｎ．ｃｏｍを実装するように構成されるハードウェア及び／又はソフトウェ
アを含んでもよく、このようなエンドポイントに命令されたＨＴＴＰ系ウェブサービス要
求は適切に受信され処理される。一実施形態において、ウェブサービスプラットフォーム
１００は、クライアント５０からウェブサービス要求を受信し、それをコーディネータ１
２０、又は処理のためのストレージサービスシステムの他のコンポーネントへ転送するよ
うに構成されるサーバシステムとして実装されてもよい。他の実施形態において、ウェブ
サービスプラットフォーム１００は、大規模ウェブサービス要求プロセス負荷を動的に管
理するように構成される、負荷バランシング及び他の要求管理特徴を実装する多くの別個
のシステム（例えば、クラスタトポロジーにおいて）として設定されてもよい。
【００３５】
　様々な実施形態において、ウェブサービスプラットフォーム１００は、上記に詳述され
るように、ＲＥＳＴ形式、又は、文書系（例えば、ＳＯＡＰ系）の種類のウェブサービス
要求をサポートするように設定されてもよい。１つの特定の実施形態において、プラット
フォーム１００は、ストレージサービスシステムによって管理されるエンティティの様々
な操作をサポートする、特定のウェブサービスアプリケーションプログラミングインター
フェース（ＡＰＩ）を実装するように設定されてもよい。例えば、プラットフォーム１０
０によって実装されるＡＰＩは、バケット２０又はオブェクト３０のリスト（フィルタパ
ターン又は基準に従い任意にフィルタされる）、バケット２０又はオブジェクト３０のデ
ータ又はメタデータの取り出し、及びバケット２０又はオブジェクト３０の作成又は削除
を含む、バケット又はオブジェクト上の基本的なクライアント操作をサポートしてもよい
。一部の実施形態において、ＡＰＩは、複数のバケット２０又はオブジェクト３０に対す
る操作のバッチアプリケーションなどの、さらに洗練されたクライアント操作をサポート
してもよい。
【００３６】
　クライアントのウェブサービス要求のためのアドレス可能なエンドポイントとして機能
することに加え、一部の実施形態において、ウェブサービスプラットフォーム１００は、
様々なクライアント管理特徴を実装してもよい。例えば、プラットフォーム１００は、要
求するクライアント５０の身元を追跡し、クライアント要求の数及び／又は頻度、クライ
アント５０に代行して保存された、又は取り出されたオブジェクト３０のサイズ、クライ
アント５０によって使用された全体的なストレージ回線容量、クライアント５０によって
要求されたストレージのクラス、又はあらゆる他の測定可能なクライアント使用パラメー
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タなどの、ストレージリソースを含む、ウェブサービスのクライアント使用の計測及び会
計を統合してもよい。プラットフォーム１００は、財務会計及び請求システムをさらに実
装、又はクライアント使用活動の報告及び請求のための外部システムによって要求又は処
理される使用データのデータ系を維持してもよい。
【００３７】
　一部の実施形態において、プラットフォーム１００は、クライアント５０から受信した
要求の割合及び種類を反映する評価指数、当該要求によって使用された回線容量、当該要
求に対する遅延処理手続きシステム、システムコンポーネント使用（例えば、ストレージ
サービスシステム内のネットワーク回線容量及び／又はストレージ使用）、要求の結果に
よりエラーの割合及び種類、要求されたオブジェクト３０の特徴（例えば、サイズ、デー
タの種類など）、又はあらゆる他の適切な評価指標をなどの様々なストレージサービスシ
ステム操作評価指標を収集及び／又は監視するように設定されてもよい。このような実施
形態において、プラットフォーム１００は、例えば、平均超過時間として、又は様々な分
析に従ってもよい特定のデータポイントとして、当該評価指数を総計に収集するように設
定されてもよい。様々な実施形態において、当該の評価指数は、クライアント５０に可視
である、又は不可視であってもよい方法でシステムの能力を試験又は監視するために用い
られてもよい。例えば、一実施形態において、当該評価指数は、システムコンポーネント
を調整、及び維持するためのシステム管理者によって使用されてもよいが、他の実施形態
において、当該評価指数（又は当該評価指数と同等の一部）は、ストレージサービスシス
テムの使用を当該クライアントが監視できるようにクライアント５０に使用可能にされて
もよい。
【００３８】
　一部の実施形態において、プラットフォーム１００は、ユーザ認証及びアクセス制御手
順をさらに実装してもよい。例えば、所定のバケット２０と関連する特定のオブジェクト
３０へアクセスするための所定のウェブサービス要求について、プラットフォーム１００
は、要求に関連するクライアント５０が、所定のバケット２０及び特定のオブジェクト３
０へのアクセスする権限が与えられているかどうかを確かめるように設定されてもよい。
プラットフォーム１００は、例えば、身元、パスワード、又は所定のバケット２０に関連
する資格者に対する他の資格の評価すること、特定のオブジェクト３０への許可できる操
作を指定する、アクセス制御リストに対する特定のオブジェクト３０に対し要求されたア
クセスを評価することにより、当該権限を判断してもよい。クライアント５０が、バケッ
ト２０へのアクセスをする、又はオブジェクト３０に要求された操作（例えば、クライア
ント５０が、読み込みアクセス特権のみを有するオブジェクト３０の書き込みを試みる）
を行う十分な資格を有しない場合、プラットフォーム１００は、例えば、要求するクライ
アント５０にエラー状態を示す応答を返すことにより、対応するウェブサービス要求を拒
否してもよい。一部の実施形態において、各バケット２０及びオブジェクト３０は、その
バケット又はオブジェクトにアクセスすることを統制する、関連するアクセス制御規定を
有してもよいことを考慮されたい。当該アクセス制御規定は、メタデータ２１又は３１内
にアクセス制御情報の記録又はリストとして、あるいはメタデータ２１及び３１から別個
のデータ構造として保存されてもよい。
【００３９】
　一部の実施形態において、図２のシステムのようなストレージサービスシステムは、任
意サイズのオブジェクト３０をサポートしてもよいが、他の実施形態において、オブジェ
クト３０は、チャンクサイズ(chunk size)ともいわれる、ある最大サイズを強制されるこ
ともある。このような一部の実施形態において、クライアントが、キーと関連して保存す
べきデータを提供し、そのデータがチャンクサイズを上回る場合、プラットフォーム１０
０は、チャンクサイズに従い、データを２つ以上のチャンクに分配するように設定されて
もよい。一実施形態において、プラットフォーム１００は、関連するキー値を有するそれ
ぞれのオブジェクト３０として各チャンクを作成するように設定されてもよい。プラット
フォーム１００は、クライアント提供キーを参照するアクセスのための要求が行われた場
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合、元のクライアントデータが、チャンクから再構築されることが出来るような方法で、
クライアント提供キーの機能として各チャンクに対するキー値を作成してもよい。例えば
、プラットフォーム１００は、クライアントデータからＮチャンクを作成するように構成
され、クライアント提供キーに対し、Ｎの相異なるパターンを付加することによってこれ
らのチャンクのためのＮ対応キーを作成し、Ｎの相異なるパターンは、Ｎチャンクが作成
されたのと同一の順序で辞書編集的に順序付けられてもよい。Ｎチャンクのそれぞれは、
以下に説明する技術を使用する相異なるオブジェクト３０として管理され、元のデータは
、クライアント提供キーがプレフィックスであるようなキー値を有するすべてのオブジェ
クト３０をリストすることによって、またこれらのオブジェクトをリストされた順序で取
り出すことによって作成されてもよい。一部の実施形態において、個々のチャンクは、他
のチャンクを阻害することなくアクセスされ、修正され、又は取り除かれることがあり、
１つの大きいオブジェクト３０としてのデータを維持することに関係してシステムの能力
を改善してもよい。一部の実施形態において、クライアント５０は、それが提供するデー
タオブジェクトをチャンクに分割すべきかどうかを指定することを許可されてもよい。
【００４０】
　図２に示すストレージサービスシステムコンポーネントの多くと同様に、他のコンポー
ネントからのウェブサービスプラットフォーム１００の機能性を分離することは、ストレ
ージサービスシステムの保守管理及び全体的な拡張性を改善してもよい。例えば、付加的
なハードウェア及びソフトウェア供給源は、他のタスクに割り振られた供給源の付加的な
ウェブサービス処理負荷を独立して維持する為に特に提供されてもよい。さらに、プラッ
トフォーム１００と関連するあらゆる供給源の障害の影響は、その特定の機能領域の範囲
内にとどめられる場合があり、したがって、障害の隔離と解決を容易にする。しかしなが
ら、一部の実施形態において、プラットフォーム１００の機能性は、他のコンポーネント
において統合されてもよいことを考慮されたい。例えば、コーディネータ１２０は、プラ
ットフォーム１００と関連するタスクを含むように設定されてもよい。
【００４１】
　ウェブサービスプラットフォーム１００は、クライアント５０がストレージサービスシ
ステムの特徴にアクセスすることを通じ、プライマリインターフェースを示すが、当該特
徴にたいする唯一のインターフェースを示す必要がないことに留意されたい。例えば、一
部の実施形態において、コーディネータ１２０は、ウェブサービスインターフェースから
相異してもよい代替ＡＰＩをサポートするように設定されてもよい。このような代替ＡＰ
Ｉは、例えば、企業の内部のクライアントが迂回ウェブサービスプラットフォーム１００
に対するストレージシステムを提供することを可能にするために使用されてもよい。ある
事例において、プラッットフォーム１００の会計及び／又は信任は、管理クライアントな
どの内部クライアントに必要がなくてもよい。
【００４２】
　コーディネータ１２０は、ウェブサービスプラットフォーム１００及びストレージサー
ビスシステムの他のコンポーネントとの間の行動を協調させるように設定されてもよい。
一実施形態において、コーディネータ１２０の主要な義務は、これらのオブジェクト３０
に命令されたウェブサービス要求に応じ、オブェクト３０に対するオブェクトデータ３３
及びメタデータ３１の読み込み及び書き込み動作の指示を含んでもよい。例えば、以下に
詳しく説明するように、オブェクト読み込みアクセスは、所定のオブジェクト３０の複製
が保存される、ビットストアノード１６０を示すロケータを取り出すために、キーマップ
インスタンス１４０へのアクセスを行うことに続き、要求されたデータを読み込むために
特定のビットストアノード１６０へアクセスすることを行うことを必要としてもよい。同
様に、オブジェクト作成及び修正は、必要であれば、作成又は修正されたロケータを反映
するために、様々なビットストアノード１６０へオブジェクト３０の多数の複製を保存し
、キーマップインスタンス１４０を更新することを必要としてもよい。一部の実施形態に
おいて、コーディネータ１２０は、キーマップインスタンス１４０及びビットストアノー
ド１６０へのこれらの読み込み及び書き込み操作を行うように構成されてもよい。しかし
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ながら、一部の実施形態において、コーディネータ１２０は、作成又は修正時点において
オブジェクト３０の所望の複製の全数を作成することを行わなくてもよいことに留意され
たい。さらに以下に詳しく説明するように、一部の実施形態において、オブジェクト３０
に対する書き込み操作は、コーディネータ１２０が、そのオブジェクト３０の複製のある
数の書き込み（たとえば、２つの複製）を完了した時に終了したと見なされてもよい。さ
らに、このオブジェクト３０の複製は、レプリケータ１８０による帯域外又は非同期操作
によって完了されてもよい。すなわち、このような実施形態において、オブジェクト作成
又は修正操作の帯域内又は同期部分は影響されたオブェクト３０の複製の合計所望数より
少ない作成物を含んでもよい。コーディネータ１２０は、キーマップインスタンス１４０
、ビットストアノード１６０、及び他のシステムコンポーネントから相異なるコンポーネ
ントとして示されるが、一部の実施形態において、コーディネータ１２０のインスタンス
について、他のシステムコンポーネント（例えば、単独のコンピュータシステムによって
実行されるソフトウェアコンポーネントとして）と共に実装されることは可能であるとい
う点に留意されたい。したがって、本書の定義は、コーディネータ１２０がビットストア
ノード１６０、キーマップインスタンス１４０、又は別のコンポーネントへデータを保存
し、又はそこからデータを取り出すことに言及してもよいが、一部の実施形態において、
このような処理は共有コンピューティングシステム供給源内で起こってもよいことを理解
されたい。
【００４３】
　図１に関し、上記に記載されるとおり、一部の実施形態において、ストレージサービス
システムは、バケット系のストレージモデルを含むことがあり、様々なオブジェクト３０
のためのキーが、管理（例えば、会計、請求）、セキュリティ、又はその他の目的のため
にバケット２０内にグループ分けされてもよい。一実施形態において、コーディネータ１
２０は、クライアント５０からのウェブサービス要求に応じ、様々なバケット関連の操作
を処理するように設定されてもよい。例えば、コーディネータ１２０は、以下のバケット
操作のいくつか、又はすべてを行うように設定されてもよい。
－バケットの作成：バケット２０のための新しいバケットネームを作成及び保存する。
－非空バケットの削除：関連するメタデータ２１を含む所定のバケット２０、及び所定の
バケット２０内のオブジェクト３０と関連するすべてのキーを削除する。
－空バケットの削除：所定のバケット２０と関連するオブェクト３０のキーがない場合の
み、所定のバケット２０及び関連するメタデータ２１を削除し、それ以外はエラー状態を
返す。
－バケットの書き込み：存在するバケット２０にデータを書き込む（例えば、メタデータ
２１）。
－バケットキーのリストアップ：所定のバケット２０（パターン、正規表現、ワイルドカ
ードなどに従い任意に保存され、又はフィルタされた）と関連するオブジェクト３０のキ
ーをリストする。
－バケットのリストアップ：所定の加入者（例えば、ユーザ又はクライアント５０）と関
連するバケットをリストする。
一部の実施形態において、コーディネータ１２０は、コリジョン作成の低い確率を有する
適切な乱数アルゴリズムを使用し、新しく作成されたバケット２０に対する識別子を作成
するように設定されてもよい。他の実施形態において、コーディネータ１２０は、例えば
、バケット作成に対するクライアント要求における存在するバケット識別子に関し、固有
性に対する要求された識別子を調べることによって、クライアント特定バケット識別子を
サポートするように設定されてもよい。
【００４４】
　上記に記載されるように、オブジェクト３０のインスタンスは、例えば、オブジェクト
データが、あらゆる所定のノード１６０又はそれと関連するインフラストラクチャの障害
をしのぐ可能性を増加させるために、所定のノード１６０又は異なるビットストアノード
１６０に複製されてもよい。ストレージサービスシステム内のオブジェクトの複製は、以
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下のように、ノードピッカー１３０及びレプリケータ１８０による図示した実施形態で扱
われてもよい管理及び最適化のためのいくつもの機会を呈する。
【００４５】
　コーディネータ１２０がオブジェクト３０を書き込む要求を受け取る時、コーディネー
タは、書き込みが完了したことを表す前にノード１６０の所定の数にオブジェクト３０を
相応して書き込んでもよい。しかしながら、書き込まれるべきオブジェクト３０に対する
ノード１６０の数と特定の選択は、異なるストレージ規定検討の数によって異なる場合が
ある。例えば、書き込み操作が完了したことが見なされる前に、オブジェクト３０の複製
のある最低数（例えば、２つ又は３つ）がうまく書き込まれることを要求することは、可
能性のある障害を考慮すると、書き込みデータが永続的であるためには賢明である場合が
ある。しかしながら、複製の最低数を保存するために選ばれたノード１６０が、障害の異
なる可能な場所又は領域から分散されることを確実にすることも望ましい場合がある。例
えば、同一のデータセンタに位置付けられるノード１６０は、地理的に隔てられたノード
１６０よりも同時に（例えば、自然災害、電力障害などの壊滅的な障害によって）機能し
なくなる可能性が高い。
【００４６】
　一般的にストレージノード選択論理といわれることもあるノードピッカー１３０は、コ
ーディネータ１２０及びレプリケータ１８０によってアクセス可能なサービスとして構成
されることがあり、一実施形態において、様々なストレージ規定を満たすようなオブジェ
クト読み込み及び書き込み操作のためにノード１６０の選択のためのアルゴリズムを実装
してもよい。例えば、上記に概説したオブジェクト３０の書き込みの場合において、ノー
ドピッカー１３０は書き込みプラン、又はオブジェクト３０を書き込むべきノード１６０
の特定の配列を構築するために操作してもよい。特定の書き込みプランを立てることにお
いて、ノードピッカー１３０は、書き込みプランが成功の妥当な可能性を有することを確
実にするように設定されてもよく、例えば、書き込みプランで特定されたノード１６０は
、実際に操作可能であり、オブジェクト３０を受け入れるために使用可能である十分なス
トレージリソースを有することが期待され、完了した場合、その書き込みプランは、書き
込み操作に関連するすべてのストレージ規定を満たす。書き込みストレージ規定の例は以
下を含む。
－永続性規定：書き込みプランがうまく完了した場合、オブジェクト３０のインスタンス
は、少なくともＮ相違ノード１６０に保存される。
－領域多様性規定：可能であれば、書き込みプランは、少なくともＭ相違領域間に分散さ
れるノード１６０を含む。
－ローカル性規定：可能であれば、書き込みプランは、要求するコーディネータ１２０に
たいしてローカルである領域のノード１６０に、選択（例えば、数で）を与える。
－負荷平衡規定：ノード１６０間の書き込み要求トラフィックを均一にするよう試みる（
例えば、「ホットノード」を避けるために）。
－空間平衡規定：ノード１６０間の保存供給源容量の使用を均一にするよう試みる。
－最低コスト連鎖規定：書き込みプランにおけるノード書き込み操作の配列の合計コスト
（例えば、ネットワーク遅延）を最小限にするよう試みる。
【００４７】
　様々な実施形態において、ノードピッカー１３０は、所定の書き込みプランを立てる時
、これらの規定のいくつか又はすべて、又はリストアップされない他の規定を考慮に入れ
ることに留意されたい。さらに、異なる規定が、異なる優先事項によって重要性を増す場
合がある。例えば、一実施形態において、持続性規定は、他の規定が最善努力系で満たさ
れることがある一方、すべての書き込みプランが満たされなければならない義務的規定で
あってもよい。一部の事例において、一部のストレージ規定は他と拮抗してもよい。例え
ば、異なる領域間にオブジェクトインスタンスの幅広い分散を助ける領域多様性規定は、
概して特定の領域内にオブジェクトインスタンスをローカル化するローカル性規定に反す
る。オブジェクトインスタンスの数が十分に大きい場合、両規定を満たすことが可能であ
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る場合がある。例えば、オブジェクト３０の５つのインスタンスが作成された場合、要求
するコーディネータ１２０にローカル的である２つのインスタンスを２つの相異なる領域
に保存し、３つのインスタンスを３番目の相異なる領域に保存し、したがって、ローカル
性規定及び領域多様性規定の両方を満たすことが可能である場合がある。書き込みプラン
を特定するすべての規定を満たすことが不可能でなければ、ノードピッカー１３０は、満
たされるこれらの規定を優先させるよう試み、最善書き込みプランを作成し、又はオブジ
ェクト書き込みが十分に行われないことを示す要求するコーディネータ１２０に対するエ
ラー表示を返してもよい。
【００４８】
　また一部の実施形態において、ノードピッカー１３０は、読み込みオブジェクト３０の
コーディネータ１２０を援助してもよい。例えば、オブジェクト読み込み操作は、もとも
と、又は最も最近に書いた要求されたオブジェクト３０で一部のコーディネータ以外のコ
ーディネータ１２０によって要求されてもよい。したがって、書き込んでいるコーディネ
ータ１２０に関連しローカルで保存されてもよいオブジェクト３０のインスタンスは、読
み込んでいるコーディネータ１２０に関連してローカルではなくてもよい。ノードピッカ
ー１３０は、読み込んでいるコーディネータ１２０に使用可能の読み込み操作を提供し得
るノード１６０を識別するように設定されてもよい。例えば、ノードピッカー１３０は、
読み込んでいるコーディネータ１２０に最も近い（例えば、地理的距離又はネットワーク
トポロジーに関して）ノード１６０、又は最も高い読み込み回線容量を提供するノード１
６０（例えば最小負荷ノード１６０又はストレージハードウェアのより高い能力クラスを
有するノード１６０）を識別してもよく、又はノードピッカー１３０は、オブジェクト３
０を読み込むノード１６０を選択するための他の性能基準を使用してもよい。他の実施形
態において、コーディネータ１２０の読み込みに関する読み込みの操作を最適化するより
は、ノードピッカー１３０は、全体としての（例えば、広域読み込みスループットを最大
限にするために）性能を最適化するために、同時読み込み操作を広域的にプランしてもよ
い。
【００４９】
　書き込みプランを立て、オブジェクト読み込み操作に関連してコーディネータ１２０に
通知するために、ノードピッカー１３０は、例えば、操作状態及び利用可能な供給源に関
して、ノード１６０の状態を監視するように設定されてもよい。一実施形態において、ノ
ードピッカー１３０は、現在操作可能なストレージサービスシステム内のノード１６０を
識別するために、ＤＦＤＤ１１０（以下に説明する）のインスタンスと交流しあうように
構成されてもよい。ノードピッカー１３０が操作可能ノード１６０に気付くと、これらの
ノ－ドに、それぞれが利用可能な供給源（例えば、ストレージ容量）を確実にするために
クエリを行ってもよい。ノード１６０の操作状態及び供給源状態は時間と共に変化しても
よいため、一部の実施形態において、ノードピッカー１３０はしばしばＤＦＤＤ１１０を
介し、操作状態の情報を新しくし、これに伴うノード１６０がこの供給源状態情報を新し
くすることを集計してもよい。一部の例において、ノードピッカー１３０は、ノード１６
０の状態の完全な同期視野を有しない場合があることに留意されたい。例えば、ノードピ
ッカー１３０によって使用可能であると思われる特定のノード１６０は、実際には状態情
報の最近の更新のために機能しない場合がある。このような例において、ノードピッカー
１３０は、コーディネータ１２０によって完了されることが可能である場合がある読み込
み、又は書き込みプランを保証することが不可能である場合がある。コーディネータ１２
０が、ノードピッカー１３０によって特定されるノード１６０へアクセスできない場合、
関連の操作は機能しない場合があり、そっくりそのままコーディネータ１２０によって再
度試みられるか、又はコーディネータ１２０は、ノードピッカー１３０が要求されたプラ
ンを改訂することを交渉してもよい。一部の事例において、義務的規定を満たすことが以
前可能であるが、書き込みプランにおいて特定されるノード１６０の障害が、任意の又は
最善努力のストレージ規定のみに影響を及ぼす場合、書き込みプランを完了することが可
能であってもよい。このような一部の実施形態において、レプリケータ１８０は、以下に
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説明するように、暫く経ってから満たされなかったストレージ規定を満たすための試みを
するように設定されてもよい。
【００５０】
　一部の実施形態において、ノードピッカー１３０の複数のインスタンスは、ストレージ
サービスシステムにわたって分散されてもよい。例えば、ノードピッカー１３０のそれぞ
れのインスタンスは、コーディネータ１２０の各インスタンス用に分散してもよい。ノー
ドピッカー１３０は、ＡＰＩを介し、コーディネータ１２０（及び、レプリケータ１８０
）からアクセスされてもよいサービスとして分散されてもよく、この構造は必須ではない
。他の実施形態において、ノードピッカー１３０の機能性は、コーディネータ１２０及び
／又はレプリケータ１８０のインスタンス内に直接合体されてもよい。
【００５１】
　上記に記載されるように、オブジェクトデータの信頼性及び利用可能性は、ストレージ
デバイスシステムにわたるオブジェクト３０を複製することによって増加してもよい。例
えば、地理的に分散されたシステム内でオブジェクト３０のインスタンス又は複製を分散
することは、当該クライアントに近い一部のオブジェクトインスタンスを利用可能に配置
することによって、当該オブジェクト３０へアクセスを試みる同様に分散されたクライア
ント５０の機能を改善してもよい。（オブジェクトの複製の内容において、「インスタン
ス」及び「複製」の用語は本書において同義的に使用される場合があることに留意された
い。）さらに、オブジェクト複製は、特定のオブジェクトインスタンスの破壊に起因する
データ損失の可能性を概して減少してもよい。しかしながら、所定の時における一部の実
施形態においては、オブジェクト３０の有効な複製の数は、複製の所望の数又は目標とす
る数よりも少なくてもよい。例えば、ストレージサービスシステムに全体にわたり複製ス
トレージ規定を実行することは、各オブジェクト３０の複製の特定の目標数（例えば、又
は他の適切な数）がいかなる所定の時においても存在することを特定してもよい。しかし
ながら、所定のオブジェクト３０について、有効な複製の実際の数は、様々な理由で目標
の数より少ない場合がある。例えば、これまで有効な複製は、それが保存されたデバイス
の障害のため、アクセス不可能になる場合がある。代わりに、一部の実施形態において、
コーディネータ１２０によって書き込まれたオブジェクト３０のインスタンスの数は、そ
のオブジェクト３０のための複製の目標の数よりも少なくてもよい。例えば、上記に記載
されるように、インスタンスは、ノードピッカー１３０によって特定される書き込みプラ
ンに従い書き込まれてもよく、目標の数よりも少ないインスタンスを要求する持続性規定
を考慮に入れてもよい。
【００５２】
　一実施形態において、レプリケータ１８０は、各オブジェクト３０の有効な複製の数が
目標の数を満たすかどうか（例えば、判断が下される時点において、複製の数が、少なく
とも目標の数であるかどうか）決定するために、オブジェクト３０を調べるために操作さ
れてもよい。具体的には、一実施形態において、レプリケータ１８０は、各オブジェクト
３０のインスタンスの数及び場所を特定する記録に渡り、継続して反復するように設定さ
れてもよい。例えば、レプリケータ１８０は、以下に詳しく説明するキーマップインスタ
ンス１４０のように、オブジェクトキーと複製されたオブジェクトインスタンスを識別す
る対応するロケータ間のマッピングを保存するように設定されてもよい、レプリケータキ
ーマップ１９０を参照してもよい。（他の実施形態において、レプリケータ１８０は、キ
ーマップの専用インスタンスよりは、１つのキーマップインスタンス１４０を参照しても
よい。）一部の実施形態において、複数のレプリケータ１８０は、キーマップ空間の異な
る部分を同時に調査するように設定されてもよく、ストレージサービスシステムによって
管理されるすべてのオブジェクト３０の状態を調べるために必要とされる全体の時間を削
減してもよい。
【００５３】
　レプリケータ１８０が、所定のオブジェクト３０に対する有効な複製の目標とする数が
満たされないと判断する場合、所定のオブジェクト３０への書き込み操作を行うコーディ
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ネータ１２０と同様の方法で、レプリケータは所定のオブジェクト３０の追加的な複製を
書き込むように設定されてもよい。例えば、レプリケータ１８０は、上記に記載されるよ
うに、付加的レプリケータの作成のための書き込みプランを取得するためにノードピッカ
ー１３０とインターフェースで接続してもよい。代わりに、レプリケータ１８０は、オブ
ジェクト複製を作成するための規定を反映する、独自のアルゴリズムを実行してもよい。
一部の実施形態において、レプリケータ１８０は、付加的な複製が要求される状態下によ
って、オブジェクト３０のための複製を作成する異なる優先事項と一致してもよい。例え
ば、レプリケータキーマップ１９０にリストされたロケータの目標の数よりも少ない数を
有するオブジェクト３０は、コーディネータ１２０によって最近書き込まれた場合がある
。反対に、いくつかが無効であるロケータの目標とする数を有するオブジェクト３０は、
根本的なストレージの障害を提示している場合がある。規定の問題として、レプリケータ
１８０は、後者の事例の前に前者の事例を、訂正することを試みてもよく、その逆もまた
同様である。代わりに、レプリケータ１８０は、該状態を生じさせる特定の状況に関わら
ず、この状態に遭遇する場合はいつでも、有効な複製の目標とする数よりも少ない数を有
するあらゆるオブジェクト３０のための付加的な複製を作成することを試みてもよい。
【００５４】
　上記に記載されるように、オブジェクト３０の全体的な信頼性は、例えば、異なる領域
又はデータセンタ内に、オブジェクトデータの複製を保存することによって増加してもよ
い。しかしながら、一部の実施形態において、各複製は、オブジェクトデータの正確なコ
ピーと対応する必要がないことに留意されたい。一実施形態において、オブジェクト３０
は、オブジェクトデータが、すべての作成された部分を使用しなくても再度作成できる、
冗長するコード化スキーム（パリティ、エラー訂正又は他のスキームなど）に従い多くの
部分又は「破片」に分割されてもよい。例えば、オブジェクト３０からＮ部分を作成する
ために様々なスキームを使用することで、オブジェクトデータは、コード化スキームに従
い、部分の任意のＮ－１、Ｎ部分の任意の過半数、又は部分の他の組み合せから再度作成
されてもよい。このような実施形態において、オブジェクト３０の複製は、作成された部
分、又は部分の一部の組み合せと対応してもよい。このような方法は、オブジェクトデー
タの複数の完成したコピーを保存することに比べ、データストレージ要求を減少すると同
時に、効果的なフォルトトレランスを提供してもよい。しかしながら、一部の実施形態に
おいて、冗長するコード化技術は、オブジェクトデータの完成した複製との組み合せにお
いても使用される場合があることに留意されたい。例えば、オブジェクトデータの複数の
個々の完成したコピーは、上記に記載されるように、適切な冗長のコード化技術に従い、
決定された複数部分のそれぞれの収集物としてノード１６０間に保存されてもよい。最後
に、一部の実施形態において、一部のオブジェクト３０は、複製又はフォルトトレランス
のいかなる度合いをも有して保存される必要がないことに留意されたい。例えば、ストレ
ージクラスの説明とともに以下に説明するように、クライアントは、フォルトトレランス
の高い程度を特定するストレージクラスについておそらく低コストである、ある程度の又
は全く程度を有しないフォルトトレランスを特定するストレージクラスに従いオブジェク
ト３０が保存されることを要求してもよい。
【００５５】
　一般的に言えば、キーマップインスタンス１４０は、オブジェクト３０のキーと特定の
インスタンスのロケータ、又はオブジェクト３０の複製間の関係の記録を提供してもよい
。このような記録を保存することにおいては、キーマップインスタンス１４０は、オブジ
ェクト３０がストレージシステム内に複製された度合いも反映する（例えば、いくつのオ
ブジェクト３０のインスタンスが存在するか、どのようにそれらが参照される場合がある
か）。ビットストアノード１６０は、概して、ロケータによって識別されるオブジェクト
３０の個々のインスタンスのためのストレージを提供してもよい。しかしながら。所定の
ノード１６０は、あらゆる他のノード１６０に関するインスタンスの状態、又は対応する
オブジェクト３０のインスタンスのロケータ及びキーとの間の関係に気付かないことがあ
る。すなわち、一般的に言うと、キーマップインスタンス１４０によって維持される状態
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情報は、ビットストアノード１６０に透過的であることがある。ＤＦＤＤ１１０は、コー
ディネータ１２０及びレプリケータ１８０などのＤＦＤＤ１１０のクライアントが正確で
あるが、遅延の可能性が一部の検出された状態のビューを得るために、ノード１６０及び
／又はキーマップインスタンス１４０（及び、実行されている場合、レプリケータキーマ
ップ１９０）の操作状態についての状態情報を検出し通信する操作をしてもよい。これら
のコンポーネントは、以下にさらに詳しく取り扱う。
【００５６】
　図２のストレージサービスシステムアーキテクチャの一部のコンポーネントの物理的展
開を示す一実施形態を、図３に示す。図示した実施形態において、データセンタ３００は
、２つの領域である３１０ａ－ｂを含んで示される。さらに、領域３１０ｃ－ｄがデータ
センタ３００の外部から示され、領域３１０ａ－ｄは、ネットワーク６０を介して相互接
続されている。領域３１０ａ－ｄのそれぞれは、それぞれコーディネータインスタンス１
２０ａ－ｄを含む。さらに領域３１０ａ－ｄは、図３に示されない、図２の他のコンポー
ネントのみならず、様々な組み合せのビットストアノード１６０及びキーマップインスタ
ンス１４０を含んでもよい。例えば、領域３１０ａは４つのビットストアノード１６０を
含み、領域３１０ｂは３つのビットストアノード１６０及びキーマップインスタンス１４
０を含み、領域３１０ｃは２つのビットストアノード１６０を含み、領域３１０ｄは１つ
のビットストアノード１６０及び１つのキーマップインスタンス１４０を含む。
【００５７】
　上記に記載されるように、一実施形態において、領域３１０ａ－ｄのそれぞれは、障害
から独立している、又はほとんど相関しない場所と考えられてもよい。すなわち、障害が
起こっているいかなる所定の領域３１０の可能性は、いかなる他の所定の領域３１０の障
害の可能性から独立している、又は相関しないか、又は障害の可能性の相関性はしきい値
量よりも低い場合がある。例えば、２つの領域３１０は、同時に障害をきたす可能性が１
０％以下を示す。障害の相関関係又は独立性は、あらゆる適切な統計的又は確率的な技術
を使用して測定され、様々な方法で実行されてもよい。例えば、領域３１０は、物理的に
分割されるか、又は独立したユーティリティーグリッドへ接続されてもよく、これはおそ
らく１つの領域３１０に影響をおよぼす大災害が、他に影響を及ぼさないようにする。同
様に、データセンタ３００内で、相異なる領域３１０は、１つの領域３１０が別の領域３
１０の障害に関わらず、操作を継続することを可能にするために機能してもよい、独立し
たバックアップ電力源、ネットワーク接続、又は他の冗長性供給源を有してもよい。
【００５８】
　一部の実施形態において、それぞれの障害の可能性間における、小さいがゼロではない
相関間関係を有する２つの領域３１０は、障害の独立した可能性を有するとして依然と言
われることもあることに留意されたい。例えば、バックアップ電力源、冷却などのための
しっかりとした、独立したシステムをそれぞれ有するにもかかわらず、所定のデータセン
タ３００内の２つの領域３１０は、非常に大規模の大災害（例えば、データセンタ３００
の全体を破壊するに十分な爆発）の場合における同時障害の影響を受けやすい場合がある
。しかしながら、これらの２つの領域３１０が同時に機能しなくなるのに十分である事象
の可能性は、非常に少なく、実用的な目的として、該２つの領域３１０は、障害の独立し
た可能性を有すると言える場合がある。
【００５９】
　領域３１０は、階層の付加的レベルを含んでもよい（本書に示されない）。例えば、一
実施形態において、あらゆる適切な領域体系が用いられる場合があるが、領域３１０は、
ビットストアノード１６０などの、個々のノードにさらに細分化され、ラックに細分化さ
れてもよい。一般的に言えば、領域３１０は、該領域内で展開されるストレージサービス
コンポーネントを実装するために十分なコンピューティング供給源を含んでもよい。例え
ば、各ビットストアノード１６０は、図４から図９の説明とともに以下に説明するような
様々なハードウェア及びソフトウェアコンポーネントを含む場合が一部の独立したコンピ
ュータシステムとして実装されてもよい。同様に、各キーマップインスタンス１４０は、
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図１０から図２２の説明とともに以下に説明するような構成の多くのコンピュータシステ
ムを介して実装されてもよい。
【００６０】
　一部の実施形態において、ウェブサービスプラットフォーム１００、コーディネータ１
２０、ノードピッカー１３０、レプリケータ１８０、及びＤＦＤＤ１１０などのコンポー
ネントは、コンポーネントが展開される各領域３１０内の個別のコンピューティング供給
源を介して実装されてもよい。例えば、これらのコンポーネントのそれぞれは、それぞれ
の計算システムによって実行可能なインストラクション及びデータの１組として実装され
てもよい。代わりに、これらのコンポーネントのいくつか、又はすべては、１つ以上の計
算システムで同時に実行する場合が一部の過程として実装されてもよい。一部の実施形態
において、これらのコンポーネントのいくつか、又はすべてを実装するために使用される
コンピューティング供給源は、ビットストアノード１６０又はキーマップインスタンス１
４０を実装するために使用されるこれらの供給源を共有してもよい。例えば、計算システ
ムは、コーディネータ１２０機能性のみならず、キーマップ１４０機能性の一部分の、両
方を実装するように設定されてもよい。一般的に言えば、個々の領域３１０内で展開され
るコンピューティング供給源にわたる図２のコンポーネントのあらゆる適切なセグメント
化が、用いられる場合がある。図３に示すように、異なる領域３１０は、ストレージシス
テムコンポーネントの異なる組み合せを含む場合があり、示された実施形態は、制限する
ことよりもむしろ実例となることを意図したものであることに留意されたい。
【００６１】
　さらに、異なるストレージサービスシステムコンポーネントは、通信プロトコルのあら
ゆる適切な種類に従い、通信してもよい。例えば、図２の一部のコンポーネントが個別の
アプリケーション又は実行可能な過程として実装される時、これらはオペレーティングシ
ステム、又はプラットフォーム（例えば、遠隔手続きコール、キュー、メールボックス、
ソケットなど）によって、提供される場合がある標準のプロセス間の通信を互いに使用し
て、又は標準の、又は独自のプラットフォーム独立型通信プロトコルの使用によって通信
してもよい。当該プロトコルは、ハンドシェイク／肯定応答、エラー検出及び訂正、又は
通信コンポーネントに要求される、又は望まれる場合があるその他の通信特徴の任意のレ
ベルをサポートしてもよい、処理状態を把握する、又は処理状態を把握しないプロトコル
を含んでもよい。例えば、１つのストレージサービスシステムの実施形態において、コン
ポーネント間通信の実質的程度は、Ｔｒａｎｓｍｉｓｓｉｏｎ　Ｃｏｎｔｒｏｌ　Ｐｒｏ
ｔｏｃｏｌ（ＴＣＰ）、Ｕｓｅｒ　Ｄａｔａｇｒａｍ　Ｐｒｏｔｏｃｏｌ（ＵＤＰ）、又
は同様の標準の、又は独自の輸送プロトコルのバージョンなどの、適切なインターネット
輸送層プロトコルを使用して実装されてもよい。しかしながら、ストレージサービスシス
テムコンポーネント間の通信は、プロトコル抽象化のより高い層にプロトコルを使用して
実装される場合があることも考慮にされたい。例えば、クライアント５０とウェブサービ
スインターフェース１００間の通信のように、ストレージサービスシステムコンポーネン
ト間の通信は、例えば、ＨＴＴＰ上のウェブサービスコールのような、アプリケーション
層プロトコルを使用して実行されてもよい。
【００６２】
ビットストア構造
　上記に論じるように、図２に示すストレージサービスシステムアーキテクチャにおいて
、ビットストアノード１６０は、概してストレージサービスシステムによって管理される
オブジェクト３０に対するストレージを提供するために動作してもよい。ビットストアノ
ード１６０の１つの例示的な実施形態を図４に示す。図で示された実施形態において、ビ
ットストアノード１６０は、ストレージリパッカー１６３及び論理ファイルインプット／
アウトプット（Ｉ／Ｏ）マネージャー１６５とインターフェースで接続するように構成さ
れるストレージノード管理（ＳＮＭ）コントローラ１６１を含む。マネージャー１６５は
、ファイルシステム１６７とインターフェースで接続するように構成され、入れ替わりに
１つ以上のストレージデバイス１６９を管理するように構成される。様々な実施形態にお



(24) JP 5047988 B2 2012.10.10

10

20

30

40

50

いて、コントローラ１６１、ストレージレパッカー１６３、論理ファイルＩ／Ｏマネージ
ャー１６５、又はファイルシステム１６７のいずれかは、コンピュータ接続可能媒体に保
存され、以下に説明する機能を実行するためにコンピュータによって実行可能であっても
よいインストラクションとして実装されてもよい。代わりに、これらのコンポーネントの
いずれかは、専用のハードウェアサーキット、又はデバイスによって実装されてもよい。
【００６３】
　一実施形態において、ＳＮＭコントローラ１６１は、ＡＰＩに従い、活動を実現するた
めにノード１６０の他のコンポーネントの活動を協調するのみならず、ノード１６０のク
ライアントに対するオブジェクトストレージＡＰＩを提供するように設定されてもよい。
例えば、コントローラ１２０は、ＳＮＭコントローラ１６１によってもたらされるＡＰＩ
を介し、所定のノード１６０へのオブジェクト３０の保存する、及び所定のノード１６０
からのオブジェクト３０の取り出すように設定されてもよい。ＡＰＩ管理が本願でＳＮＭ
コントローラ１６１の特徴として説明されるが、一部の実施形態において、ノード１６０
のＡＰＩ処理機能はモジュールに、あるいは、ＳＮＭコントローラ１６１から相異なるコ
ンポーネントに実装される場合があることを考慮されたい。
【００６４】
　オブジェクトストレージＡＰＩは、オブジェクトを格納、取得、及び解放する操作をサ
ポートしてもよい。１つのこのような実施形態において、総称的に保存操作、又は書き込
み操作といわれることもある、オブジェクト格納操作は、操作の引数又はパラメータとし
てオブジェクト３０のデータ及び／又はメタデータを特定してもよい。所定のノード１６
０が完了次第、以下にさらに詳しく説明するように、ストレージサービスシステム全体に
渡って保存される他のオブジェクト３０のすべてに対して取り出す所定のノード１６０の
オブジェクトインスタンスを個別に識別してもよい、格納操作は、保存されたオブジェク
ト３０と対応するクライアントロケータを要求するクライアントに返してもよい。
【００６５】
　反対に、総称的に読み込み、又は取り出し操作と言われることもある、オブジェクト取
得操作は、パラメータとして、オブジェクト３０のロケータを特定してもよい。完了次第
、取得操作は、特定されたロケータと対応するオブジェクトデータ及び／又はメタデータ
を、要求するクライアントに返してもよい。一部の実施形態において、該取得操作は、オ
ブジェクトデータ、メタデータ、又はその両方がクライアントに対して返されるべきかど
うかを要求するクライアントが特定することが出来るパラメータをサポートしてもよい。
【００６６】
　取得操作のように、総称的に削除、又は除去操作と言われることもある、オブジェクト
解放操作は、パラメータとしてオブジェクト３０のロケータを特定してもよい。しかしな
がら、完了次第、解放操作は、参照されるオブジェクト３０とあらかじめ関連してストレ
ージリソースを解放してもよく、当該供給源は他のオブジェクト３０を保存するために使
用されてもよい。一実施形態において、ロケータが解放されると、ロケータに対するそれ
に続く取得操作は一定期間続くか、又は続かなくてもよい。すなわち、解放操作は、再使
用のためのストレージリソースを解放する場合が一部のノード１６０に対する信号として
の役割を示す場合があるが、ノード１６０がそうすることを直ちに試みない、また通知を
試みない場合には、クライアントとの当該の再使用を同期化してもよい。したがって、解
放に続くオブジェクト３０へのアクセスのためのクライアントによる持続的な試みは、任
意の期間にわたり継続される場合があり、それに続いてオブジェクト３０は予告無しにア
クセス不可能になる場合がある。他の実施形態において、ノード１６０はオブジェクトデ
ータが依然として使用可能であるか否かに関わらず、あらかじめ解放されたロケータへの
クライアントのアクセスを妨げるように設定されてもよい。
【００６７】
　様々な実施形態において、取得及び解放操作は、あらゆる適切なプロトコルに従い、他
のパラメータを使用する及び／又は様々な状態、エラー又は他の表示を返すことがあるこ
とに考慮されたい。例えば、格納操作は、保存されるべき要求されたオブジェクト３０に
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対するノード１６０に不十分な供給源がある場合、あるいは、何らかの他の理由で格納が
完了されない場合、エラー状態を返すことがある。一部の実施形態において、ノード１６
０のオブジェクトストレージＡＰＩは、他の操作を含んでもよいことを考慮されたい。例
えば、ＡＰＩは、複製操作をサポートすることによってオブジェクト複製の作成を容易に
するように設定されてもよい。一実施形態において、目的とするノード１６０に保存すべ
きオブジェクト３０のデータを供給する代わりに、要求するクライアントが異なるノード
１６０にそのオブジェクト３０のロケータを特定することを除き、複製操作は、格納操作
と同様に行われてもよい。目標とするノード１６０は、オブジェクトデータ及び／又はメ
タデータを得るために、特定されたノード１６０と交流し、目標とするノードと関連する
オブジェクトのロケータをクライアントに返してもよい。他の実施形態において、ノード
１６０は、オブジェクト３０での他の適切な操作をサポートしてもよい。
【００６８】
　上記に記載されるように、格納、取得、及び解放操作を実装する、一部の実施形態にお
いて、存在するオブジェクト３０は同一の場所で改訂されない場合があることに留意され
たい。むしろ、オブジェクト３０のインスタンスは、修正されたデータを含む新規インス
タンスを書き込んだ後に、存在するインスタンスを解放することによって効果的に修正さ
れてもよい。このような手段は、例えば、オブジェクト３０への修正のレンダリングが元
のサイズよりも小さい、又は大きいことが生じた場合、フラグメンテーションの削減又は
オブジェクト再配置によって、ノード１６０の根本的な管理層の実装を簡素化してもよい
。ウェブサービスプラットフォーム１００に関して以下にさらに詳しく説明するように、
一部の実施形態において、ストレージサービスシステムは、ラージオブジェクトをチャン
クに分割し、各チャンクは相異なるオブジェクト３０として管理されてもよい。この手段
は、再書込みが必要なことがあるチャンクの範囲を制限することによって頻繁に修正され
てもよいラージオブジェクトを処理することにおいて、ノード１６０の機能を改善しても
よい。しかしながら、他の実施形態において、ノード１６０は、今説明した再書込みの解
放手段を通じるよりはむしろ、所定の位置に、オブジェクト３０の修正をサポートするた
めに必要なこれらの特徴を含んでもよいことを考慮されたい。
【００６９】
　図示した実施形態において、論理ファイルＩ／Ｏマネージャー１６５（又は、単にマネ
ージャー１６５）は、オブジェクト３０が備わっている場合がある１つ以上の論理的連続
ストレージ空間を、ＳＮＭコントローラ１６１及びリパッカー１６３にもたらすために、
根本的なデバイス、又はファイルシステム特徴に仮想化するように設定されてもよい。例
えば、所定のオブジェクト３０は、オフセットからのストレージ空間内及び範囲内のオフ
セット（例えば、データ及びメタデータを含むオブジェクトサイズに関して）に従い、論
理ストレージ空間内に位置されてもよい。そのような論理ストレージ空間を提供すること
によって、マネージャー１６５は、当該根本的ストレージの実装の詳細に関わらず、ＳＮ
Ｍコントローラ１６１に対する根本的なストレージの均一の視野をもたらす場合がある。
【００７０】
　論理ストレージ空間内でオブジェクト３０へアクセスすることを容易にするために、一
実施形態において、マネージャー１６５は、各オブジェクト３０をノード１６０に保存す
るためのオブジェクトインデックス値（オブジェクトインデックスとしても言及される）
を指定するように設定されてもよい。一般的に言えば、あらゆる所定のオブジェクト３０
のインデックスは、所定のノード１６０内で固有であってもよい。例えば、一実施形態に
おいて、オブジェクトインデックスは、オブジェクト３０がノード１６０に保存される場
合には常に、カウンタを増加し、オブジェクトインデックスとしての結果として得られた
カウンタ値によって得られてもよい。（複数のオブジェクト書き込み操作が同時に進行す
ることができる実施形態において、カウンタ増加は、例えば、シリアライゼーションを通
じて、オブジェクトインデックス値が、一定の予想可能な形に指定されることを確実にす
るために、同期化されてもよい。）６４ビットの符号なし整数などの、十分に大きいカウ
ンタ値は、例えば、実用的な目的のために、各オブジェクト３０が固有のインデックス値
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を指定されることを確実にしてもよい。このようなカウンタは、例えば、２64オブジェク
トが保存された後一周してもよく、その後前もって作成されたインデックス値を繰り返し
てもよい。しかしながら、カウンタが一周した後にノード１６０内に所定のインデックス
値を前もって指定されたオブジェクト３０が依然として存在するということは極めて可能
性が低いように、コリジョンの可能性は非常に低い。オブジェクトインデックスを指定す
るためのあらゆる他の適切な方法も用いられる場合があることに留意されたい。以下に説
明するように、オブジェクトインデックス値は、特定のオブジェクト３０を参照するため
のコーディネータ１２０、又はノード１６０の他のクライアントによって使用されるロケ
ータ値を決定するために、ノード１６０の固有の識別子との組み合せで使用されてもよい
。
【００７１】
　マネージャー１６５は、オブジェクト３０が、オブジェクトアクセスを容易にする方法
で論理ストレージ空間内に位置される場所についての情報を体系化するために、上記に記
載される固有のオブジェクトインデックス値を使用するように設定されてもよい。例えば
、図５の上部に示すように、一実施形態において、マネージャー１６５は、オブジェクト
インデックス値を介してすぐにアクセスできるように体系化されるテーブル、又は同様の
データ構造を保存するように設定されてもよい。図示した実施形態において、インデック
ステーブル５００は、多くのエントリ５１０を含んでもよく、エントリのそれぞれは、オ
ブジェクトインデックスフィールド、オフセットフィールド、オブジェクトサイズフィー
ルド、メタデータサイズフィールド、及び周期的冗長検査（ＣＲＣ）フィールドを含む多
くのフィールドを含んでもよい。図５の下部に示すように、いくつかの例示的なオブジェ
クト３０について、エントリ５１０のオフセットフィールドは、論理ストレージ空間内の
対応するオブジェクト３０の開始位置を特定してもよく、オブジェクトサイズ及びメタデ
ータサイズフィールドは、オフセット位置からオブジェクトデータ及びメタデータを拡張
する程度を特定してもよい。図示した実施形態において、他の実施形態においてこの順序
は反対になる場合があるが、オブジェクトデータは、オブジェクトメタデータの上位であ
る。ＣＲＣフィールドは、周期的冗長検査アルゴリズム又は他の適切な種類のチェックサ
ム、又はハッシュアルゴリズムの結果、保存されてもよい。ＣＲＣフィールドに最初に保
存される値は、オブジェクト３０が最初にノード１６０に保存された時に計算されてもよ
い。それに続いて、オブジェクト３０がアクセスされると、同一のアルゴリズムがオブジ
ェクトデータ及び又はメタデータ、及び保存されたＣＲＣフィールド値と比較した結果値
に適応されてもよい。比較が不一致の結果になった場合、保存されたデータの整合性に障
害が起きた可能性がある。他の実施形態において、エントリ５１０は、付加的な、又はこ
れら示されたものから異なるフィールドを含んでもよいことに留意されたい。例えば、Ｃ
ＲＣフィールドは省略されるか、又はどこかに実装されてもよい。さらに、オブジェクト
データ及びメタデータの固定位置は、関連のオフセットに加えて、又はそれに代わって保
存されてもよい。
【００７２】
　リパッカー１６３は、オブジェクト３０が解放される時、及びその関連するストレージ
リソースが再要求された時に現れるギャップを除くための論理オブジェクトストレージ空
間で操作するように設定されてもよい。一実施形態において、リパッカー１６３は、前回
の解放操作によって解放されているＳＮＭコントローラ１６１及び／又はマネージャー１
６５によってマークされているオブジェクト３０を識別するために、論理オブジェクトス
トレージ空間（例えば、一定期間又は継続的に）スキャンするように設定されてもよい。
リパッカー１６３は、解放されたオブジェクト３０の除去を反映するために更新すべき解
放されたオブジェクト３０のインデックスの後に現れるインデックスを伴うこれらオブジ
ェクト３０のエントリ５１０をもたらしてもよく、これらのオブジェクト３０が、論理オ
ブジェクトストレージ空間の元の位置にむかって移動する効果的な結果となる場合がある
。例えば、図５の下部のオブジェクトＮが解放された場合、リパッカー１６３は、オブジ
ェクトＮ＋１の新規のオフセットフィールドとして、オブジェクトＮのオフセットフィー
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ルドを反映するために更新されるべきオブジェクトＮ＋１と対応するエントリ５１０をも
たらすために操作してもよい。リパッカー１６３は、削除されるべきオブジェクトＮに関
連するエントリ５１０をもたらしてもよく、移動を反映するためにオブジェクトＮ＋１に
続くオブジェクトのオフセットを更新してもよい。一実施形態において、マネージャー１
６５は、オブェクトデータ及びメタデータの対応する移動を、論理オブジェクトストレー
ジ空間及び／又はストレージデバイス１６９の根本を成すフィールド又は構造内におこさ
せるように動作してもよい。
【００７３】
　一部の実施形態において、マネージャー１６５は、異なる種類のハードウェア及びソフ
トウェアを含む複数の異なる実行プラットフォーム上で実行するように設定されてもよい
。このような一部の実施形態において、抽象概念の１つ以上の付加的な層は、ＳＮＭコン
トローラ１６１及びそのクライアントにマネージャー１６５によってもたらされる論理オ
ブジェクトストレージ空間の間に存在してもよい。例えば、図示した実施形態において、
マネージャー１６５は、ファイルシステム１６７によって管理される１つ以上の物理的フ
ァイルとしての論理オブジェクトストレージ空間を実装するように設定されてもよい。一
般的に言うと、ファイルシステム１６７は、様々な種類の物理的ストレージデバイス１６
９を、本願において物理的ファイルとして言及される論理単位にデータを保存する論理ス
トレージデバイスに体系化するように設定されてもよい。ファイルシステム１６７によっ
て管理される論理ストレージデバイスは、事実上、階層的であってもよい。例えば、ファ
イルシステム１６７は、物理的ファイルを保存し、それにアクセスするために誘導される
場合があるディレクトリ、又はフォルダの階層をサポートしてもよい。一般的にいえば、
ファイルシステム１６７は、所定の物理的ファイルと、物理的ファイルの対応するデータ
及び／又はメタデータが保存されるストレージデバイス１６９の位置間の関係を追跡し、
管理するように設定されてもよい。したがって、一実施形態において、マネージャー１６
５は、ファイルシステム１６７によって配置される１つ以上の物理的ファイルに対する論
理的オブジェクトストレージ空間のマッピングを管理してもよい。入れ替わりに、ファイ
ルシステム１６７は、ストレージデバイス１６９のアドレス可能な位置に対するこれらの
物理的ファイルのマッピングを管理してもよい。
【００７４】
　根本を成すデバイス１６９の管理のための異なる特徴を提供する、あらゆる所定のオペ
レーティングシステムは、様々な異なるファイルシステム１６７をサポートしてもよいが
、ファイルシステム１６７は、オペレーティングシステム内で概して統合されてもよい。
例えば、様々なバージョンのＭｉｃｒｏｓｏｆｔＷｉｎｄｏｗｓ（登録商標）オペレーテ
ィングシステムは、ＦＡＴ３２（ＦｉｌｅＡｌｌｏｃａｔｉｏｎＴａｂｌｅ－３２）及び
ＦＡＴ１６ファイルシステムのみならず、ＮＴファイルシステム（ＮＴＦＳ）などのファ
イルシステムをサポートする。様々なバージョンのＬｉｎｕｘａｎｄＵｎｉｘ（登録商標
）オペレーティングシステムは、ｅｘｔ／ｅｘｔ２ファイルシステム、ＮｅｔｗｏｒｋＦ
ｉｌｅＳｙｓｔｅｍ（ＮＦＳ）、ＲｅｉｓｅｒＦｉｌｅＳｙｓｔｅｍ（ＲｅｉｓｅｒＦＳ
）、ＦａｓｔＦｉｌｅＳｙｓｔｅｍ（ＦＦＳ）、その他多数のファイルシステムをサポー
トしてもよい。一部の第三者ソフトウェアベンダーは、例えば、ＶＥＲＩＴＡＳ（登録商
標）ＦｉｌｅＳｙｓｔｅｍ（ＶｘＦＳ）などの様々なコンピューティングプラットフォー
ムとの統合のための独自のファイルシステムを提供してもよい。異なるファイルシステム
は、根本を成すストレージデバイス１６９の管理のため、様々な特徴のためのサポートを
提供してもよい。例えば、一部のファイルシステム１６７は、デバイスミラーリング、ス
トライピング、スナップショッティング、又は他の種類の仮想化特徴のためのサポートを
提供してもよい。
【００７５】
　一部の実施形態において、マネージャー１６５とストレージデバイス１６９間に依然と
して抽象概念のさらなる層が存在してもよい。例えば、一部の実施形態において、ボリュ
ームマネージャー層は、ファイルシステム１６７とストレージデバイス１６９の間に提供
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されてもよく、上述の仮想化特長のいくつか、あるいはすべてを行うように設定されても
よい。代わりに、特定のストレージデバイス１６９は、ハードディスクドライブの独立し
た配列、又は仮想化コントローラを含む他のデバイスとして設定されてもよい。上記に記
載されるように、ボリュームマネージャーによって、又はファイルシステム１６７内でサ
ポートされてもよい仮想化マッピングと同様に、内部で、仮想化コントローラは、ディス
クドライブへデバイスのストレージアドレス空間の複雑なマッピングを任意にサポートし
てもよいが、仮想化コントローラは、単一の物理的デバイスとして、ファイルシステム１
６７にディスクドライブをもたらすように構成されてもよい。一部の実施形態においては
、示した抽象概念の層よりも少ない場合があることにも留意されたい。例えば、一部の実
施形態において、マネージャー１６５は、ファイルシステム１６７を使用することなく、
例えば、未加工の物理的デバイスとしてのストレージデバイス１６９と直接交流するよう
に設定されてもよい。
【００７６】
　一般的に言えば、ストレージデバイス１６９は、ファイルシステム１６７及び／又はマ
ネージャー１６５によってサポートされてもよいストレージデバイスのあらゆる適切な種
類を含んでもよい。ストレージデバイス１６９は、Ｓｍａｌｌ　Ｃｏｍｐｕｔｅｒ　Ｓｙ
ｓｔｅｍ　Ｉｎｔｅｒｆａｃｅ（ＳＣＳＩ）デバイス、又はＡＴ　Ａｔｔａｃｈｍｅｎｔ
　ＰｒｏｇｒａｍｍｉｎｇＩｎｔｅｒｆａｃｅ（ＡＴＡＰＩ）デバイス（Ｉｎｔｅｇｒａ
ｔｅｄ　Ｄｒｉｖｅ　Ｅｌｅｃｔｒｏｎｉｃｓ（ＩＤＥ）デバイスとしても知られる）よ
うなハードディスクドライブデバイスを一般に含んでもよい。しかしながら、ストレージ
デバイス１６９は、磁気、又は光学媒体系のデバイス、ソリッドステート大容量記憶装置
（例えば、不揮発性の、又は「フラッシュ」メモリ系のデバイス）、磁気テープなどを含
む、あらゆる種類の大容量記憶デバイスを網羅してもよい。さらに、ストレージデバイス
１６９は、Ｕｎｉｖｅｒｓａｌ　Ｓｅｒｉａｌ　Ｂｕｓ又はＩＥＥＥ１３９４／Ｆｉｒｅ
ｗｉｒｅ（登録商標）基準のバージョンに準拠するインターフェースなど、上述のものに
加え、あらゆる適切なインターフェース種を通じてサポートされてもよい。
【００７７】
　上記に記載されるように、ストレージサービスシステム内に保存されるオブジェクト３
０のあらゆる所定のインスタンスについて、対応するロケータは、該システム内のすべて
のノード１６０にわたるインスタンスを個別に識別してもよい。一実施形態において、ロ
ケータは、個別の識別子、又はオブジェクトインスタンスが保存されるノード１６０と対
応する、「ノードＩＤ」のみならず、マネージャー１６５によってオブジェクトに指定さ
れる、連結、組み合せ、又は、オブジェクトインデックス値の他の機能として作成されて
もよい。例えば、上記に記載されるように、６４ビットオブジェクトインデックス値は、
１２８ビットロケータを生じる６４ビットノードＩＤと組み合わせてもよい。様々な実施
形態において、ロケータを形成するために、より少ない、又は大きい数のビットが用いら
れてもよいが、このようなロケータは、２64と同数の固有ノード１６０が２64と同数の固
有のオブジェクトインスタンスを保存することを可能にする。
【００７８】
　一実施形態において、ノードＩＤは、タイムスタンプ、又はデートスタンプを有する、
所定のノード１６０と対応する、ＩｎｔｅｒｎｅｔＰｒｏｔｏｃｏｌ（ＩＰ）アドレスな
どの、固有のネットワークアドレスの連結、又は結合を通じて形成されてもよい。例えば
、ノード１６０は、ＩＰアドレスが指定された時点を反映するタイムスタンプと、又はＩ
Ｐアドレスが有効であるとわかっている間の時点との結合において、そのＩＰアドレスに
従い（例えば、ノードスタートアップ／初期設定において、又はノードＩＤが指定された
時点で、さもなければ、初期設定の間に）、ノードＩＤを指定されてもよい。一般的に言
えば、同一のＩＰアドレス空間に所属する２つの相異なるノード１６０は、いかなる所定
の時において、同一のＩＰアドレスを有効に指定されることはない。したがって、ノード
のＩＰアドレスとタイムスタンプの値の結合は、そのノードに固有の識別子を生じてもよ
い。例えば、３２ビットのＩＰアドレスは、他のビット幅も用いられてもよいが、上述の
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６４ビットノードＩＤを生じるために、３２ビットのタイムスタンプ（例えば、一部の共
通の参照時間のため、それは経過した秒数を示す）と連結、又は結合されてもよい。ノー
ドＩＰアドレスに頼らない固有のノードＩＤを指定するために、他の技術が使用されても
よいことを考慮されたい。例えば、ネームサーバなどの中央局は、上記に記載されるよう
に、ノード１６０内のオブジェクトインデックス値の指定と同様に、ノードＩＤの固有性
を保証する方法での要求におけるノードＩＤを委任してもよい。
【００７９】
　ノードＩＤがノードＩＰアドレスから派生したノードＩＤで一部の実施形態において、
該ノードＩＤは、いかなる時にもノード１６０の現在のＩＰアドレスを反映しなくてもよ
いことに留意されたい。例えば、ノードＩＤは、ノード１６０が初期化されるまで存続す
るが、ノードのＩＰアドレスは、ノードＩＤの作成に続いて変更されるか、又は再指定さ
れてもよい。また、一部の実施形態において、ノードＩＤは、ストレージクライアント５
０又は他の悪意のあるエンティティが実際のノードＩＰアドレスを決定するためにロケー
タを解読することから防ぐために、決定的な方法でハッシュされ、暗号化され、又は分か
りにくくなる場合がある。
【００８０】
　図４のノード１６０の実施形態に関する取得、格納、及び解放操作の例示的な実施形態
の操作は、図６から図８に示される。最初から図６までに言及して、取得操作は、該操作
がコーディネータ１２０又は他のクライアントからノード１６０で受信される、ブロック
６００で始まってもよい。例えば、コーディネータ１２０は、上記に記載されるように、
ノードＩＤ及びオブェクトインデックス値を含む特定のロケータに取得操作を発行しても
よい。該ノードＩＤは、例えば、ノードＩＤが目標とするノード１６０の現在のＩＰアド
レスを反映する場合、適切なノード１６０に対して取得操作を直接送るために使用されて
もよい。代わりに、以下に説明するように、ＤＦＤＤ１１０などのディレクトリサービス
が、ノードＩＤを、取得操作が適切なノード１６０に送られることを通じるアドレス可能
なエンドポイント又は目的地に分解するために用いられてもよい。
【００８１】
　ノード１６０によって受信されると、取得操作は、ノード１６０の論理オブジェクトス
トレージ空間内の目標とされるオブジェクトインスタンスの範囲を識別するために処理さ
れてもよい（ブロック６０２）。例えば、コントローラ１６１は、取得操作を受信し、そ
れをマネージャー１６５へ伝えてもよい。入れ替わりに、マネージャー１６５は、論理オ
ブジェクトストレージ空間内の所望のオブジェクトインスタンスの位置を得るために取得
操作がインデックステーブル５００にアクセスすることによって参照される、ロケータの
オブジェクトインデックス部分を使用してもよい。例えば、マネージャー１６５は、オフ
セットからオブジェクトインスタンスの長さのみならず、オブジェクトインスタンスが開
始する、論理オブジェクトストレージ空間にオフセットを得てもよい。一部の実施形態に
おいて、取得操作は、オブジェクトデータ、メタデータ、又はその両方が要望されるかを
特定してもよい。そのような実施形態において、マネージャー１６５は、要求データと関
連し、論理オブジェクトストレージ範囲を決定してもよい。例えば、オブジェクトデータ
及びメタデータの両方が要望される場合、マネージャー１６５は、取り出すべきオブジェ
クトオフセットからの範囲を決定するために、オブジェクトデータサイズ及びメタデータ
サイズの両方を使用してもよい。上記に述べたように、他の実施形態において、オブジェ
クトインスタンスのためのストレージ範囲は、論理オブジェクトストレージ空間内の関連
するオフセットよりは、固定位置を通じるなどして、異なる方法でマネージャー１６５に
よって保存、及び管理されてもよい。
【００８２】
　論理オブジェクトストレージ空間内のオブジェクト範囲は、物理的ファイルストレージ
空間内の１つ以上の対応するファイル内のエクステントにマップ化されてもよい（ブロッ
ク６０４）。例えば、マネージャー１６５は、論理オブジェクトストレージ空間を、ファ
イルシステム１６７によって管理される１つ以上のファイルにマップし、例えば、読み込
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まれるべき指定されたファイル内のロケータ、又はオフセットのみならず、１つ以上のフ
ァイルネームを反映することによって、所望のオブジェクト範囲と対応するデータを得る
ために、ファイルシステム１６７に適切なファイルアクセス操作を発行してもよい。他の
実施形態において、コントローラ１６１は、マネージャー１６５によって管理される論理
ブロックストレージ空間を迂回するように設定されてもよく、代わりに、ファイルシステ
ム１６７によって管理される物理ファイルと直接交流してもよいことを考慮されたい。
【００８３】
　物理的ファイルへの参照は、デバイス関連要求（ブロック６０６）に対してマップ化さ
れてもよい。例えば、ファイルシステム１６７は、論理ブロックアドレス（ＬＢＡ）又は
デバイス形状（例えば、シリンダ、トラック、セクタ及び／又はヘッド）に特定のアドレ
スなど、ストレージデバイス１６９のアドレス可能な位置を特定するための１つ以上の読
み込み要求を作成するように設定されてもよい。上記に述べたように、一部の実施形態に
おいて、マネージャー１６５は、ファイルシステム１６７を迂回し、ストレージデバイス
１６９を直接管理するように設定されてもよい。
【００８４】
　要求されたオブジェクトデータは、ストレージデバイス１６９（ブロック６０８）から
取り出され、要求するクライアント（ブロック６１０）へ返されてもよい。例えば、取り
出されたデータは、図４に階層的に示される要求を通じたバックアップを通過されてもよ
く、又は、要求するクライアントへの輸送のために、ストレージデバイス１６９、又はフ
ァイルシステム１６７からコントローラ１６１へ直接返されてもよい。
【００８５】
　図７に示すように、一実施形態において、図６のブロック６００について上記の記載と
同様の方法で、操作が、コーディネータ１２０、又は他のクライアントからノード１６０
で受信される時、格納操作はブロック７００で開始されてもよい。例えば、コーディネー
タ１２０は、ノードピッカー１３０によって作成される書き込みプランにおいて特定され
るノード１６０に対して格納操作を発行してもよい。取得操作とは対照的に、格納操作は
、保存されるべきオブジェクトデータ及び／又はメタデータを含んでもよく、任意に、デ
ータ及び／又はメタデータの長さを指定する付加的なパラメータを含んでもよい。
【００８６】
　ノード１６０によって受信されると、格納操作は、論理オブジェクトストレージ空間内
のオブジェクトインスタンスのためのストレージ範囲を指定するために処理されてもよい
（ブロック７０２）。一実施形態において、マネージャー１６５は、オブジェクトインデ
ックス値を新規オブジェクトインスタンスに指定し、インデックステーブル５００を新規
オブジェクトインスタンスのオフセットを特定する新規エントリ５１０に記録するように
設定されてもよい。例えば、新規エントリのオフセットは、インデックスの最高値を有す
る存在するオブジェクトインスタンスのストレージ範囲（例えば、オフセット及び長さ）
に関連して決定されてもよい。新規オブジェクトインスタンスのデータ及び／又はメタデ
ータの長さが格納操作に対するパラメータとして特定されない場合、マネージャー１６５
、又はコントローラ１６１は、新規エントリ５１０における含有としてこれらを計算する
ように設定されてもよい。
【００８７】
　論理オブジェクトストレージ空間内の新規に指定されたストレージ範囲は、物理的ファ
イルストレージ空間内の１つ以上の対応するファイル内のエクステントに対しマップ化さ
れてもよい（ブロック７０４）。例えば、新規オブジェクトインスタンスに対して指定さ
れた範囲は、１つ以上の存在する物理的ファイルの最後に加えられてもよく、そうでない
場合は、存在する、又は新規に割り振られた物理的ファイル内に位置されてもよい。物理
ファイル範囲は、例えば、取得操作について上記の記載と同様の方法で、ファイルシステ
ム１６７によってストレージデバイス範囲にマップ化されてもよく（ブロック７０６）、
オブジェクトインスタンスデータ及び／又はメタデータは、ストレージデバイス１６９に
保存されてもよい（ブロック７０８）。
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【００８８】
　データ及び／又はメタデータがうまくストレージデバイス１６９に書き込まれたことを
確認すると、保存されたオブジェクトインスタンスに対応するロケータが、要求するクラ
イアントに返されてもよい（ブロック７１０）。例えば、マネージャー１６５は、ノード
１６０のノードＩＤに作成されたオブジェクトインデックス値を加えるように設定されて
もよく、物理的ファイル書き込み操作が無事に完了するファイルシステム１６７からの表
示に際しオブジェクトロケータとして結果値を返してもよい。
【００８９】
　図８に示すように、一実施形態において、図６のブロック６００について上記の記載と
同様の方法で、操作がコーディネータ１２０、又は他のクライアントからノード１６０で
受信されるとき、解放操作は、ブロック８００で開始されてもよい。解放された操作は、
他の実施形態において、他の引数も提供されるが、解放されるべきオブジェクトインスタ
ンスのロケータを単に特定してもよい。
【００９０】
　取得操作のように、ノード１６０によって受信されると、解放操作は、ノード１６０の
論理オブジェクトストレージ空間内の目標とされるオブジェクトインスタンスの範囲を識
別するために処理されてもよい（ブロック８０２）。例えば、コントローラ１６１は、解
放操作を受信し、それをマネージャー１６５へ伝えてもよい。入れ替わりに、マネージャ
ー１６５は、参照されるオブジェクトインスタンスの対応するエントリ５１０を識別する
ために、解放操作がインデックステーブル５００にアクセスすることによって参照される
、ロケータのオブジェクトインデックス部分を使用してもよい。参照されるオブジェクト
は、解放されたとしてマークされてもよい（ブロック８０４）。例えば、マネージャー１
６５は、エントリがもはや有効ではないことを表す、負の数のような不正値に対し、オフ
セット、又は別のフィールドエントリ５１０を設定するように設定されてもよい。肯定応
答が、オブジェクトが解放されたことを示す要求するクライアントに返されてもよい（ブ
ロック８０６）。
【００９１】
　上記に記載されるように、オブジェクトインスタンスと関連するストレージリソースは
、オブジェクトインスタンスが解放された時に他の使用のために直ちに解放、再要求、又
は再配分されてもよい。むしろ、一実施形態において、これらの供給源は、解放操作がこ
れらを再要求することに関し、非同期的に操作する独立過程まで存続してもよい。図９は
、例えばストレージリパッカー１６３によって実装されてもよいような、当該の過程の一
実施形態の操作を示す。ブロック９００において、ノード１６０に保存された、特定のオ
ブジェクトインスタンスに対応するオブジェクトインデックスエントリが選択されてもよ
い。例えば、リパッカー１６３は、エントリに保存されたオブジェクトインデックス値に
従い、配列の順序で、インデックステーブル５００からインデックスエントリ５１０を選
択するように構成さてもよい。それに続いて、選択されたエントリは、対応するオブジェ
クトインスタンスが解放されたかどうかを決定するために調査されてもよい（ブロック９
０２）。例えば、リパッカー１６３は、フィールドが、負の数値、又はある他の値などの
、対応するオブジェクトインスタンスが解放されたことを示す値を設定したかどうかを確
かめるために、オフセットフィールド、又は別のフィールドを調べてもよい。
【００９２】
　選択されたオブジェクトが解放されていない場合、操作は、別のオブジェクトが選択さ
れるブロック９００に戻って続行されてもよい。選択されたオブジェクトが解放された場
合、論理オブジェクトストレージ空間は、解放されたオブジェクト（ブロック９０４）と
対応するストレージリソースに再要求するために、再圧縮されてもよい。例えば、リパッ
カー１６３は、第１の当該オブジェクトインスタンスのオフセットが解放されたオブジェ
クトのオフセットに設定され、次の当該オブジェクトインスタンスのオフセットがデータ
サイズの機能として設定され、メタデータサイズと第１の当該オブジェクトインスタンス
のオフセット、など、論理オブジェクトストレージ空間内の解放されたオブジェクトに続
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く、これらのオブジェクトインスタンスのインデックスエントリ５１０を調整するように
設定されてもよい。しかしながら、一部の実施形態において、解放されたオブジェクトイ
ンスタンスに続くオブジェクトインスタンスのすべてが、新規オブジェクトが調査のため
に選択される前に再圧縮される必要があるわけではない。例えば、再圧縮は、接触する各
オブジェクトが、それが調査のために選択される時に圧縮されるように、オブジェクト選
択と交互配置してもよい。
【００９３】
　一部の実施形態において、マネージャー１６５は、論理オブジェクトストレージ空間の
再圧縮に応じて物理的ファイルストレージ空間内で、同様の再圧縮、又は圧密操作を行っ
てもよい。例えば、マネージャー１６５は、論理オブジェクトデータ範囲が、異なる物理
的ファイルデータ範囲に再マップ化されることを生じてもよい。同様に、一部の実施形態
において、ファイルシステム１６７は、物理的ファイルストレージ空間の再圧縮に応じて
ストレージデバイス１６９間で、類似の再圧縮、又は圧密操作を行ってもよい。他の実施
形態において、物理的ファイルストレージ空間、又はストレージデバイスそれ自体の再圧
縮は、リパッカー１６３によって開始される論理オブェクトストレージ空間再圧縮を独立
して発生してもよい。例えば、ファイルシステム１６７は、マップ化されたデバイススト
レージエクステントが、ストレージデバイスのアクセス傾向に関連して、ほとんど、又は
完全に連続的であるような、デバイスストレージエクステントへの物理的ファイルストレ
ージエクステントのマッピングを再配置することによって、ストレージデバイスに保存さ
れた物理的ファイルを最適化するように構成されてもよい。
【００９４】
　論理オブジェクトストレージ空間の圧縮に続き、解放されたオブジェクトに対応するイ
ンデックスエントリが削除され（ブロック９０６）、操作は、別のオブジェクトが選択さ
れるブロック９００から継続されてもよい。上記に述べたように、一部の実施形態におい
て、複数オブジェクトが選択された場合「オンザフライ」で再圧縮が発生してもよく、オ
ブジェクトを再配置するために要求される操作の数を最小限にするため、論理オブジェク
トストレージ空間の全体的な稼働率を改善してもよい。
【００９５】
　一部の実施形態において、ノード１６０によってサポートされてもよい取得、格納、解
放、又は他の操作のいずれかは、要求するクライアントに関する様々な種類のハンドシェ
イク、肯定応答、又はエラー処理プロトコルをサポートしてもよいことに留意されたい。
例えば、クライアントが操作に対し、不正な形式での要求を要求する場合（例えば、必要
なパラメータを供給することを怠る）、又はノード１６０が、操作を十分に完了できない
場合（例えば、それが格納操作を引き受けるのに不十分な供給源を有する）、ノード１６
０が要求するクライアントにエラー表示を返してもよい。このような表示は障害状態の性
質のため、特定の詳細を含む、又は含まなくてもよい。
【００９６】
　一実施形態において、コーディネータ１２０は、複数の操作が共通のデータを有しても
よいが、操作によって目的とされる各それぞれのノード１６０に対する操作を独立して伝
えるように設定されてもよい。例えば、書き込みプランに従い、複数のノード１６０にオ
ブジェクト３０が書き込まれる格納操作の事例において、コーディネータ１２０は、各特
定のノード１６０と独立して通信してもよい。しかしながら、他の実施形態において、複
数目的地ノード１６０に意図された共通データ及び／又はパラメータを有する操作は、連
鎖されてもよい。一実施形態において、コーディネータ１２０、又は他のクライアントは
、受信者リストなど、操作のパラメータにおける各受信者を特定することによって、連鎖
操作を先導してもよい。操作において示唆される複数の受信者は、初期設定によって連鎖
を示してもよく、又は別のパラメータが、操作が連鎖されていることをマークするために
使用されてもよい。コーディネータ１２０、又は他のクライアントが、操作に特定される
最初の目的地ノード１６０の１つに連鎖操作を伝えることによって先導してもよい。
【００９７】
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　連鎖操作を受け取る際に、ノード１６０は、操作を処理し、それを操作において特定さ
れる別の目的地ノード１６０の１つに転送してもよい。当該の転送に先立ち、受け手ノー
ド１６０は、受け手を示し、循環転送を避けるために、操作に含まれる目的地リストから
それ自体を取り除いてもよい。操作は、受け手ノードの処理と同時に転送されてもよい。
代わりに、転送は、受け手ノードの無事な処理の完了を条件としてもよい。一部の実施形
態において、連鎖操作は、受信者が操作内で示される順序で受信者に伝えられてもよい。
他の実施形態において、ノード１６０は、例えば、残っている目的地のどれが一番近いか
、最低負荷であるか、又は、いくつかの他の選択基準を満たすかを決定することによって
、動的に次の受信者を選択してもよい。一部の実施形態において、連鎖、及び非連鎖操作
の組み合せは、コーディネータ１２０、又は他のクライアントによって作成されてもよい
ことに留意されたい。例えば、同一のデータが、６つの相異なるノード１６０行きである
格納操作の目標である場合、コーディネータ１２０は、６つの目的地ノード、又はそれぞ
れが３つの目的地ノードを特定する２つの連鎖操作を特定する、単一連鎖操作を作成して
もよい。コーディネータ１２０が、各それぞれの目的地ノード１６０に独立して伝える、
６つの非連鎖操作の作成を含む、他の組み合せも可能である。
【００９８】
キーマップ構造
　上記に記載されるように、様々なビットストアノード１６０は、オブジェクト３０のイ
ンスタンスのためのストレージを提供するように設定されてよい。ノード１６０は、個別
に冗長、又はデータセキュリティのためのあらゆる特定のサポートを提供しなくてもよく
、実際に、一部の実施形態において、ノード１６０は、オープンソースのオペレーティン
グシステム（例えば、Ｌｉｎｕｘ）を作動する包括的なコンピュータプラットフォームを
使用し、安価な、商品ハードドライブ（例えば、ＡＴＡＰＩ／ＤＥハードドライブ）を介
してストレージを提供することで実装されてもよい。このような実施形態において、個々
のシステムは特にフォルトトレラントでなくてもよい。むしろ、データセキュリティ及び
冗長は、上記に記載されるように、多くのノード１６０に渡るオブジェクト３０の複製を
通じて提供されてもよい。
【００９９】
　前に論述したように、所定のオブジェクト３０は、ストレージクライアントによって特
定されてもよいキーと対応してもよい。所定のオブジェクト３０の個々のインスタンスは
、ストレージサービスシステム内に含まれるノード１６０の収集物にわたり、これらイン
スタンスを固有に識別してもよいそれぞれのロケータに対応してもよい。一実施形態にお
いて、ストレージサービスシステム内に展開される各キーマップインスタンス１４０は、
所定のオブジェクト３０のためのキー及びすべての対応するロケータと、ノード１６０間
に保存されたその複製されたインスタンスとの間の関係、又はマップを保存し、維持する
ように設定されてもよい。以下の論考において、どのようにキーマップインスタンス１４
０の特定の実施形態が実装されてもよいかの説明に続き、キーマップインスタンス１４０
の様々な実施形態の一般的な特徴及び機能性を論述する。
【０１００】
　一実施形態において、所定のキーマップインスタンス１４０は、１つ以上のテーブル、
又はあらゆる他の適切な種類のデータ構造内の様々なキーと関連するロケータ間の関係の
詳細を保存するように設定されてもよい。例えば、図１０に示す一実施形態において、キ
ーマップインスタンス１４０は、多くのエントリ１４４を有するキーマップデータ構造１
４２を含む。各エントリは、関連する記録１４８のみならず、それぞれのキー１４６を含
む。一部の実施形態において、以下にさらに詳しく説明するように、エントリ１４４を体
系化するために使用されるデータ構造の体系は複雑であってもよい。しかしながら、機能
的な見地から、キーマップインスタンス１４０は一般的に、所定のキー１４４とその対応
する記録１４８との間に、１対１のテーブル型の関係を維持してもよい。
【０１０１】
　記録１４８は、概して、所定のキー１４４と対応するロケータを含んでよいが、他の情
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報を含んでもよい。例えば、記録１４８の一実施形態は以下のように設定されてもよい。
　　　struct KeyRecord {
　　　　　int16_t version;
　　　　　int16_t storageClass;
　　　　　int64_t creationDate;
　　　　　int64_t objectSize;
　　　　　uint32_t crc32;
　　　　　int8_t numLocators;
　　　　　struct locator {
　　　　　　　int64_t nodeID;
　　　　　　　int64_t objectIndex;
　　　　　} replicas [];
　　　｝
このデータ構造例は、Ｃプログラミング言語の構文を使用して表現されるが、あらゆる適
切な言語、表現、又は形式を使用して実装されてもよい。記録１４８の他の実施形態は、
これら示されたものよりもさらに多い、さらに少ない、又は異なるフィールドを含んでも
よい。一部の例では、記録１４８は、一部の種のＵｎｉｘファイルシステムに用いられる
アイノード構造に対するストレージ空間の体系化における記録１４８の相似の目的で示す
、「アイノード」といわれることもある。しかしながら、該文脈中の「アイノード」とい
う用語の使用は、ファイルシステム、又は他のストレージ文脈内のアイノードの実装、又
は使用の特定の詳細を引き合いに出すことを意図しない。
【０１０２】
　上記の実施形態において、記録１４８は、７つの特定の要素を含む。１６ビットバージ
ョンの要素は、記録１４８の形式に特定である、個別の識別値を保存するために使用され
てもよい。例えば、異なる種類の記録１４８は、キーマップインスタンス１４０の異なる
実装に使用されてもよく、一部の実施形態において、所定のキーマップインスタンス１４
０内に保存される記録１４８は、異種であってもよい。バージョン要素は、記録１４８の
異なるバージョン間で区別するために使用されてもよく、記録の他の要素が適切に解読さ
れ、使用されてもよい。
【０１０３】
　１６ビットｓｔｏｒａｇｅＣｌａｓｓ要素は、記録１４８と対応するオブジェクト３０
のストレージクラスの表示を保存するために使用されてもよい。ストレージクラスは、次
の項にさらに詳しく述べる。一般的に言えば、オブジェクトの所定のストレージクラスは
、所定のストレージクラスの他のメンバーに共通であってもよいストレージ特徴及び／又
はポリシーを識別してもよいが、他のストレージクラスのメンバーからは異なってもよい
。例えば、「高信頼性」ストレージクラス及び「低信頼性」ストレージクラスは、ストレ
ージサービスシステムの所定の実装のために定義されてもよい。高信頼性ストレージクラ
スのメンバーであるオブジェクト３０は、低信頼性ストレージクラスのメンバーであるオ
ブジェクト３０のより高い程度にたいして複製されてもよく、したがって、おそらく、低
信頼性ストレージクラスのメンバーにたいして見積もられたものよりも高い使用コストと
引き換えに、個々の複製の損失に対する敏感性を減少してもよい。多くの他の可能なスト
レージクラスの種類及び組み合せが可能であり、考慮される。
【０１０４】
　６４ビットｃｒｅａｔｉｏｎＤａｔｅ要素は、対応するオブジェクト３０がストレージ
サービスシステム内に作成された日付及び時間の表示を保存するために使用されてもよい
。この要素は、あらゆる適切な方法に形式化されてもよい。例えば、日付及び時間は、共
通の基準点のため、要素内の相異なるフィールドとして、又は経過時間単位の数（例えば
、秒、ミリ秒など）を表す単一の数として明示的にコード化されてもよい。一部の実施形
態において、最近の修正要素は、他の実施形態において、記録１４８内の相異なる要素と
して含まれてもよいが、ｃｒｅａｔｉｏｎＤａｔｅ要素は、対応するオブジェクト３０の
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いかなる局面の最近の修正の日付及び時間を示すように構成される、付加的なフィールド
を含んでもよい。
【０１０５】
　６４ビットｏｂｊｅｃｔＳｉｚｅ要素は、例えば、バイトで、対応するオブジェクトの
サイズの表示を保存するために使用されてもよい。一部の実施形態において、この要素は
、他の実施形態において、これらは相異なるフィールドとして保存されてもよいが、オブ
ジェクトデータ及びメタデータの両方のサイズを反映してもよい。３２ビットｃｒｃ３２
要素は、あらゆる適切なチェックサムアルゴリズムに従い、オブジェクトデータ及び／又
はメタデータのための計算された周期的冗長検査（ＣＲＣ）チェックサムの表示を保存す
るために使用されてもよい。例えば、チェックサムは、変造、又は改ざんに対するデータ
整合性を立証するために含まれてもよい。他の実施形態において、オブジェクトデータ及
び／又はメタデータから計算されたあらゆる適切な種類の、ハッシュ、又は署名は、ＣＲ
Ｃチェックサムに加えて、又はそれに代わって使用されてもよい。
【０１０６】
　８ビットｎｕｍＬｏｃａｔｏｒｓ要素は、複製［］配列内の記録１４８内に含まれるロ
ケータの数の表示を保存するために使用されてもよい。この配列内で、各ロケータは、６
４ビットオブジェクトインデックス値のみならず、６４ビットノードＩＤ要素として保存
され、ビットストアノード１６０の構造の論考で上記に記載されるように作成されてもよ
い。一部の実施形態において、ロケータは、複製［］配置内に単一要素として保存されて
もよい。
【０１０７】
　一実施形態において、キーマップインスタンス１４０は、提供されるＡＰＩをサポート
するために必要なこれらの機能を実行するのみならず、コーディネータ１２０などの、キ
ーマップクライアントに対してキーマップＡＰＩを提供するように設定されてもよい。例
えば、コントローラ１２０は、キーマップインスタンス１４０によって管理されるエント
リ１４４と関連する記録１４８上で、保存、取り出し、削除、又は他の操作を行うために
、ＡＰＩを使用するように設定されてもよい。上記に記載されるようにノード１６０によ
ってサポートされてもよいオブジェクトインスタンス上の操作と類似して、一実施形態に
おいて、キーマップＡＰＩは、キーマップエントリ１４４上の格納、取得、及び削除操作
をサポートしてもよい。このような一実施形態において、キーマップ保存操作、又はキー
マップ書き込み操作として総称的に言及されてもよい、キーマップエントリ格納操作は、
キーマップエントリ１４４内に保存されるべきキー１４６及び記録１４８を特定してもよ
い。一実施形態において、エントリ１４４が既に存在するキー１４６を特定する格納操作
は、存在するエントリ１４４に関連する記録１４８を、格納操作の引数、又はパラメータ
として特定される記録と置き換えてもよい。所定のキーマップインスタンス１４０が完了
次第、キーマップ格納操作は、例えば、操作が成功、又は失敗したか、任意の種類の障害
が生じたか（もしある場合）などの、状態表示を要求するクライアントに返してもよい。
一部の実施形態において、キーマップ格納操作が存在するエントリ１４４の再配置の結果
になった場合、キーマップインスタンス１４０は、要求するクライアントに対するエント
リ１４４の前回値を返すように設定されてもよい。
【０１０８】
　総称的にキーマップ読み込み、又は取り出し操作といわれることもあるキーマップエン
トリ取得操作は、一実施形態において、パラメータとしてキーを特定してもよい。完了次
第、キーマップ取得操作は、当該のエントリが存在する場合、要求されるキーに関連する
キーマップエントリ１４４の記録１４８を要求するクライアントに返してもよい。対応す
るエントリ１４４が存在しない場合は、その要旨が要求するクライアントに返されてもよ
い。
【０１０９】
　一実施形態において、キーマップエントリ削除操作は、要求するクライアントが、エン
トリに記録を書き込むことを特定する必要がない場合を除き、格納操作と同様に行われる
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ように設定されてもよい。所定のキーマップインスタンス１４０が完了次第、キーマップ
削除操作は、キーマップ格納操作と同様の状態表示を要求するクライアントに返してもよ
い。格納操作のように、一部の実施形態において、キーマップインスタンス１４０は、要
求するクライアントに対する削除されたエントリ１４４の前回値を返すように設定されて
もよい。
【０１１０】
　キーマップＡＰＩは、様々な実施形態において、他の種類の操作をサポートしてもよい
。例えば、キーマップＡＰＩは、キーマップエントリの管理において、キーマップクライ
アントを援助する操作をサポートしてもよい。一実施形態において、キーマップＡＰＩは
、要求するクライアントによって特定されるいくつかの基準と一致する、キー１４６を有
するこれらのエントリ１４４を識別するように設定されてもよいリスト操作を支持しても
よい。例えば、リスト操作は、クライアントが、操作に対するパラメータとしての文字列
、又はパターンを特定できてもよい。所定のキーマップインスタンス１４０が完了次第、
リスト操作は、要求するクライアントに、特定された文字列、又はパターンを満たすこれ
らのキー１４６のリストを返してもよい。一実施形態において、キー１４６は、キー１４
６の適切なプレフィックスである場合にのみ、所定の文字列を満たしてもよい（例えば、
文字列のすべての文字について、文字列のＮ番目文字がキーのＮ番目文字と一致する）。
他の実施形態において、キー１４６は、文字列が、キー１４６内のいかなる場所において
見つかる場合、所定の文字列を満たしてもよい。
【０１１１】
　リスト操作は、一部の実施形態において、他のパラメータをサポートしてもよい。例え
ば、リスト操作は、要求するクライアントが、返されるべき一致数の限度を特定出来ても
よい。さらに、要求するクライアントは、例えば、検索すべきキー１４６が当てはまるオ
ープンエンド、又はクローズエンドの辞書式範囲内で、検索するキー１４６に対する制約
を特定してもよい。一部の実施形態において、キーマップインスタンス１４０は、リスト
操作基準を満たすキー１４６のみならず、記録１４８を返すように設定されてもよい。ま
た、一部の実施形態において、キーマップＡＰＩは、リスト操作として、同一の種類のパ
ラメータ及び実行動作をサポートしてもよい、カウント操作をサポートしてもよい。しか
しながら、要求するクライアントによって提供される基準を満たすこれらのキー１４６及
び／又は記録１４８を返す代わりに、カウント操作は、これらの基準を満たすキーの数を
返してもよい（例えば、対応するリスト操作によって返されるであろうキーの数）。また
キーマップＡＰＩは、上記に説明されない他の操作もサポートしてもよいことに留意され
たい。
【０１１２】
　一部の状況において、異なるキーマップクライアントは、同一のキーマップエントリ１
４４を修正することを求める場合がある。例えば、様々なクライアント、又はシステムに
よる操作に応じ、２つの異なるコーディネータ１２０は、所定の記録１４８の内容を同時
に変更することを試みてよく（例えば、複製のロケータを追加、削除、又は修正するため
に）、又はもう一方が対応するエントリ１４４を削除することを試みる一方、１つが記録
１４８を修正することを試みてもよい。所定のキーマップエントリ１４４への同時要求を
解決するための一貫した方法を提供するために、一実施形態において、キーマップＡＰＩ
は、キーマップ状態を更新、又は修正する（例えば、キーマップ格納及び削除操作）少な
くともこれらのキーマップ操作が、キーマップ操作に対するパラメータとしての配列番号
を提供することを必要としてもよい。キーマップインスタンス１４０は、配列番号を比較
すること（例えば、数的に、又は辞書編集的に）、及び比較に基づく操作の１つを継続的
に選定することによって、エントリ１４４に対する相反する更新を解決するように設定さ
れてもよい。一部の実施形態において、以下にさらに詳しく説明するように、同期化の回
復のために、提供される配列番号は、修正された記録１４８と共に、修正されたキーマッ
プエントリ１４４に保存されてもよい。
【０１１３】
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　例えば、キーマップクライアントは、タイムスタンプに基づいて配列番号を作成しても
よい。一実施形態において、当該のタイムスタンプは、以下のように形式化された６４ビ
ット数を含んでもよい。タイムスタンプのビット６３は、ゼロに設定さてもよい（例えば
、タイムスタンプが署名された、又は署名されない番号であるかどうかの混乱を避けるた
め）。ビット６２：３２は、参照時から経過した秒の数を含んでもよい（例えば、１９７
０年１月１日午前零時、グリニッジ標準時、Ｕｎｉｘ及びＬｉｎｕｘの多くのバージョン
によって用いられる参照時間）。ビット３１：２２は、最終秒から経過したミリ秒の数を
含んでもよい。ビット２１：０は、実質的に無作為に作成されたビットを包含してもよい
。他の実施形態において、タイムスタンプは、フィールドの異なる幅、又は種類に基づい
て作成されてもよい。代わりに、キーマップクライアントは、配列番号を作成するための
、全く異なる基準を用いてもよい。提供される配列番号の解像度が高ければ、同一のキー
マップエントリ１４４に対する異なるキーマップクライアントによって提供される、異な
る配列番号間のコリジョンの可能性は低い場合がある。しかしながら、コリジョンが発生
する場合、キーマップインスタンス１４０は、あらゆる適切な、一貫した技術を使用して
コリジョンを解決するように設定されてもよい。
【０１１４】
　多くの実施形態において、マッピングキーにおいて、ロケータに対するキーマップイン
スタンス１４０の抽象的機能性の動作は、比較的直接的である。例えば、上記に記載され
るように、キーマップインスタンス１４０の一実施形態によってサポートされる基礎的な
操作の一式は、記録１４８内に含まれるキー１４６とロケータとの間の関係を反映するエ
ントリ１４４を操るように構成される、格納、取得、及び削除操作を含んでもよい。しか
しながら、ストレージサービスシステム内のキーマップ機能性の実装は多くの困難をもた
らす場合がある。とりわけ、ストレージサービスシステムが、多数のクライアントに代行
して、膨大な数のオブジェクト３０をサポートする場合（例えば、ストレージの合計でテ
ラバイト（ＴＢ）、又はペタバイト（ＥＢ）になる数百万、又は数十億、又はそれ以上の
オブジェクト３０）、同様に容量を拡大するために、キーマップの実装が必要となる場合
がある。しかしながら、単独のコンピュータシステム内のキーマップに含まれる全情報を
示す、十分なシステムメモリ供給源を実装することは可能でない、又は経済的に実現可能
でない場合がある。さらに、フォルトトレランス及び増加するキーマップクライアント要
求のための処理スループットについて、キーマップデータの複数の複製が、ストレージサ
ービスシステム内に分散される方法で展開されてもよい。しかしながら、キーマップデー
タの複製は、例えば、１つの複製が修正される一方、もう１つがアクセスされる場合、キ
ーマップ同期化及び一貫性問題につながる場合がある。
【０１１５】
　キーマップ機能性の拡張性は、キーマップインスタンス１４０内の階層のレベルを導入
することによって改善されてもよい。このような階層の一実施形態は、図１１Ａ～Ｄに示
す。図１１Ａにおいて、例のキーマップ配置１１００が示される。上記に記載されるよう
に、例えば、図３に関し、一部のストレージサービスシステムの実施形態において、複数
のキーマップインスタンス１４０が、例えば、異なるデータセンタ３００又は領域３１０
に、システム全体にわたり分散されてもよい。概して、キーマップインスタンスの収集物
は、展開といわれることもある。一部の実施形態において、他の実施形態においては、シ
ステムは、キーマップの階層の付加的なレベル下に統合される複数のキーマップ展開１１
００を含んでもよいが、ストレージサービスシステムは、システム内に支給されるすべて
のキーマップインスタンス１４０を含む、単一のキーマップ展開１１００を網羅してもよ
い。
【０１１６】
　図示した実施形態において、展開１１００は、キーマップインスタンス１４０ａ～ｃを
含み、例えば、以下にさらに詳しく述べるようにインスタンス同期プロトコルに従い、そ
れぞれは他とキーマップ情報を交換するように構成される。示すように、各キーマップイ
ンスタンス１４０は、互いに通信しあうように構成される多くのホスト４００を含む。例
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えば、キーマップインスタンス１４０ａは、ホスト４００ａ～ｃを含み、キーマップイン
スタンス１４０ｂは、ホスト４００ｄ～ｇを含み、キーマップインスタンス１４０ｃは、
ホスト４００ｈ～ｊを含む。一般的に言えば、各ホスト４００は、コンピュータシステム
及び関連するソフトウェアを含んでもよく、プロセッサ、システムメモリ、ストレージデ
バイス、ネットワーキングインタフェース、又は他の適切なコンポーネントなどの要素を
含んでもよい。例えば、ホスト４００としての役割を果たすように構成されるコンピュー
タシステム、又はノードの一実施形態は、図２９の説明とともに論考される。
【０１１７】
　一般的に、各キーマップインスタンス１４０は、ストレージサービスシステム内に保存
されるすべてのオブジェクト３０について、キーマップ階層を指数化し、管理するために
使用されるあらゆる他のデータのみならず、キーマップエントリ１４４を含む、キーマッ
プデータの完全な表現を維持するように設定されてもよい。キーマップインスタンス１４
０内で、キーマップデータはホスト４００にわたって分散されてもよく、個々のホスト４
００はキーマップデータの一部の部分（おそらく冗長）を保存してもよい。図１１Ａに、
ただわずかのホスト４００が示されるが、他の実施形態において、各キーマップインスタ
ンス１４０は、あらゆる適切な数のホスト１４０を有してもよいことに留意されたい。例
えば、一部の大規模な実装において、数ダース、又はことによると数１００のホスト１４
０が、キーマップインスタンス１４０に含まれてもよい。一部の実施形態において、所定
のキーマップインスタンス１４０のためのホスト４００は、所定の領域３１０、又はデー
タセンタ３００内にローカライズされるが、他の実施形態において、このようなホスト４
００は、異なる領域３１０、又はデータセンタ３００間に分散されてもよいことを考慮さ
れたい。さらに、ホスト４００が、一部の実施形態においてキーマップ関連機能性のみを
実装するように構成されるが、他の実施形態において、ホスト４００は、ストレージサー
ビスシステムの他の要素に関連する機能性を実装してもよい。例えば、一実施形態におい
て、様々なホスト４００の１つは、ビットストアノード１６０として設定されてもよく、
したがって、オブジェクトデータのみならず、キーマップデータも保存してもよい。
【０１１８】
　図１１Ｂは、さらに詳しくキーマップインスタンス１４０ａの例示的な実施形態を示す
。図示した実施形態において、キーマップインスタンス１４０ａ内の各ノード４００ａ～
ｃは、それぞれのパーティションインデックス４１０ａ～ｃ及び任意の数のブリック４１
５を含む。一般的に言えば、ブリック４１５は、キーマップインスタンス１４０内の中間
キーマップデータ構造と対応してもよい。一部の実施形態において、図１２の説明ととも
に以下にさらに詳しく述べるように、キーマップデータは、ブリック４１５の間でパーテ
ィションに分割されてもよく、キーマップインスタンス１４０内のパーティションの複製
が、ブリックレベルで起こってもよい。パーティションインデックス４１０は、キーマッ
プ操作の間に１つ以上の特定のブリックの処理の選択を容易にするために、ブリック４１
５を指数化方式にするように設定されてもよい。例えば、パーティションインデックス４
１０は、ツリー、又は別の適切なデータ構造として設定されてもよい。一実施形態におい
て、キーマップインスタンス１４０内のさらに深い指数レベルのみならず、パーティショ
ンインデックス４１０は、次に来る項に詳しく説明する、層別不平衡ツリー、又はトライ
構造として言及するデータ向上の特定の種類の一部分として設定されてもよい。図示した
実施形態において、キーマップインスタンス１４０は、さらにキーマップコーディネータ
４１２を含む。一般的に言えば、キーマップコーディネータ４１２は、さらに詳しく以下
に説明する、キーマップアクセス管理、コンテント管理、及び同期化方法、又はプロトコ
ルなどを実装するように設定されてもよい。キーマップコーディネータ４１２は、ホスト
４００から区別して説明されるが、一部の実施形態において、１つ以上のホスト４００内
の処理、又は各要素として実装される場合があることに留意されたい。一部の実施形態に
おいて、パーティションインデックス４１０は、ホスト４００内に別々に実装されるより
はむしろ、キーマップコーディネータ４１２内に実装される場合があることも留意された
い
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【０１１９】
　図１１Ｃは、ブリック４１５ａ～ｎを含む、ホスト４００ａの例示的な実施形態を示す
。示すように、各ブリック４１５ａ～ｎは、任意の数のブロック４２５のみならず、それ
ぞれのブロックインデックス４２０ａ～ｎを含む。一般的に言えば、ブロック４２５は、
キーマップインスタンス１４０内で、ブリック４１５と類似するが、抽象概念のブリック
レベルに対して下位である、中間キーマップデータ構造と対応してもよい。パーティショ
ンインデックス４１０と類似して、ブロックインデックス４２０は、ブリック４１５内の
ブロック４２５の指数化のために構成されるあらゆる適切なデータ構造であってもよい。
例えば、ブロックインデックス４２０は、一実施形態において、層別不平衡ツリーの部分
として設定されてもよい。
【０１２０】
　図１１Ｄに示すように、一実施形態において、ブロック４２５は、選択のためにインデ
ックスエントリ１４４を構成するエントリインデックス４３０のみならず、個々のキーマ
ップエントリ１４４ａ～ｎの任意の数を含むように設定されてもよい。前に説明したよう
に、各エントリ１４４ａ～ｎは、それぞれの記録１４８ａ～ｎのみならず、それぞれのキ
ー１４６ａ～ｎの表示を含んでもよい。
【０１２１】
　図１１Ａ～Ｄに示す実施形態のキーマップインスタンス１４０とキーマップエントリ１
４４との間の階層層間における関係は、図１２に要約する。複数のキーマップインスタン
ス１４０を含む抽象概念の展開レベルにおいて、特定のキーマップインスタンス１４０は
、抽象概念のインスタンスレベルでパーティションインデックス４１０を参照してもよい
。参照されるパーティションインデックス４１０は、特定のエントリ１４４と対応する１
つのブリック、又は複数のブリック４１５を識別してもよい。例えば、図示した実施形態
において、すべてのキーマップエントリは、相異なるブリック４１５と対応する３つの相
異なるパーティションによって複製されてもよい。入れ替わりに、所定のブリックは、ブ
ロックインデックス４２０を介し、特定のブロック４２５（図１２にイは示されない）を
参照してもよく、参照されるブロックは、エントリインデックス４３０を介して特定のエ
ントリ１４４を参照してもよい。キーマップが、図１２に示されるように階層の実装を使
用して実装されるが、他の実装も可能であることに留意されたい。大まかに言えば、キー
マップインスタンス１４０は、記録１４８を有するキー１４４と関連するあらゆる適切な
技術を使用して実装されてもよい。例えば、一実施形態において、キーマップインスタン
ス１４０は、従来のデータ系、又は他の種類の構造化指数を使用して実装されてもよい。
【０１２２】
　図１２の実施形態における階層層のいくつかは、他の層が拡張性を提供する様に設定さ
れてもよいが、冗長性を提供するように設定されてもよい（例えば、パーティションレベ
ルでブリック４１５の複製のみならず、展開レベル内でキーマップインスタンス１４０の
複製）。例えば、複数の相異なるレベルにわたる指数化の分散は（例えば、パーティショ
ンインデックス４１０、ブロックインデックス４２０、及びエントリインデックス４３０
）、キーマップ展開内で指数化されるエントリの数が増加する場合、インデックスの各部
分が管理可能な方法で増えることを可能にすることで、データ構造の拡大を容易にしても
よい。他の実施形態において、異なる冗長、及び非冗長レベルの組み合せのみならず、さ
らなる、又はより少ない階層が用いられてもよいことに留意されたい。
【０１２３】
　オブジェクト３０のように、キーマップ階層の層内の複製の使用は、個々の複製の損失
に対する敏感性を減少すること初期設定トレランスを改善してもよい。しかしながら、修
正が発生した場合、キーマップデータの複製を同期化する試みがなされない場合、キーマ
ップの正しい（例えば、最も現在の）状態はあいまいになる場合があり、代わりに予測不
可能な、又は誤ったシステム操作につながる場合がある。一部の実施形態において、キー
マップデータの複製された部分は、更新が、各複製に関して永久に検証可能な形で完成さ
れるまで、キーマップクライアントに完了が報告されなくてもよい、アトミック、又はト
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ランザクションセマンティクスを使用する厳密に同期の方法で更新されてもよい。アトミ
ック更新セマンティクスが、キーマップデータを非一貫性の状態に更新する可能性を最小
限にする、またさらには排除してもよいが、アトミック更新の操作は、かなりの規模の分
散された環境で、大幅に機能性が低下する場合がある。例えば、キーマップデータの複製
が広範囲に分散された場合、更新操作を完了するために必要とされる全体的な時間を決定
付ける最も低速の複製では、クライアントから見た複製アクセスの遅延は大幅に異なる場
合がある。さらに、１つの複製が失敗した場合、厳密なアトミック更新セマンティクスは
、障害が訂正されるまでクライアントを引き止めることを生じる場合があり、クライアン
トに対する受け入れ難い遅延につながる場合がある。
【０１２４】
　アトミックプロトコルよりも、より良いクライアント操作を提供し得る他の種類の同期
プロトコルは、キーマップ階層内に用いられてもよい。一部の実施形態において、特定の
キーマップインスタンス１４０内の複製に関して一部の種の同期プロトコルが採用されて
もよい（例えば、図１２に示すような、特定のレベルにおける複製）、ハイブリッド同期
の方法が実装されてもよいが、別の種類のプロトコルが、キーマップ展開内において異な
るキーマップインスタンス１４０を同期化するために採用されてもよい。このようなハイ
ブリッド方法は、キーマップ階層内の異なるレベルの複製の使用動学に対して、同期の諸
経費を、さらに明確に調整させることを可能にしてもよい。
【０１２５】
　例えば、キーマップデータアクセスは、特定のエントリ１４４に対して反復される要求
は、別のキーマップインスタンス１４０に対するよりはむしろ、特定のキーマップインス
タンス１４０（例えば、地理的、ネットワークトポロジー、又は別の適切な基準において
、要求するクライアントに最も近いインスタンス）に向けられる、参照の局所性を示して
もよい。すなわち、所定のキーマップインスタンス１４０内のキーマップデータの複製が
、異なるキーマップインスタンス１４０における対応するキーマップデータよりはむしろ
、所定のクライアントによってアクセスされてもよいということになる場合がある。同様
に、一部の実施形態において、所定のキーマップインスタンス１４０内の複製は、相異な
るキーマップインスタンス１４０を同期するために使用されるプロトコルよりもさらに迅
速に収束するように（例えば、複製間の変更を広める）設定されてもよいプロトコルを使
用して、同期化されてもよい。
【０１２６】
　一実施形態において、所定のキーマップインスタンス１４０内のキーマップデータ複製
の同期化は、適切なバージョンの定数プロトコルを使用して行われてもよい。一般的に言
えば、定数プロトコルに従い操作されるキーマップデータの複製の更新、又は修正（キー
マップエントリ格納及び削除操作を含む）は、少なくとも定数の数の複製に関して修正が
永久的に（例えば、完全に、及び持続的に）行われた時に、要求するクライアントに関し
て完了すると見なされてもよい。同様に、定数プロトコルに従い行われるキーマップエン
トリ取得操作は、同一のデータが、少なくとも定数の数の複製から読み込まれた時に完了
すると見なされてもよい。一部の実施形態において、定数の数は、存在する複製の数の単
純過半数として定義されてもよいが、他の実施形態において、任意の程度の圧倒的多数が
用いられてもよい。定数プロトコル操作は、定数要求が満たされない場合は完了しない場
合があることに留意されたい。しかしながら、複製の定数の数が複製の合計数よりも少な
い場合、所定の定数プロトコル操作が失敗する可能性は、定数よりも複製間での一致を事
実上必要とするアトミックプロトコル操作よりも低い場合がある。本願に説明されるもの
以外の定数プロトコルは、キーマップインスタンス１４０によって採用されてもよい。例
えば、Ｐａｘｏｓなどの複数相コミットプロトコル、又は２相コミットは、定数種キーマ
ップのセマンティクスに用いられる場合があることに留意されたい。
【０１２７】
　定数プロトコルに従った読み込み及び更新操作の通常の操作手順において、例えば、通
信障害、又は複製の根本をなす供給源の障害により、各複製に更新が伝えることに失敗す
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る可能性がある。一実施形態において、複製間における不一致は、読み込み操作の間に検
出され、修復されてもよい。とりわけ、キーマップエントリ取得操作の間に、特定のエン
トリ１４４の異なる複製間で異なる値が検出された場合、キーマップ格納操作は、違いを
調整するために作成されてもよい。一実施形態において、格納操作の基準として使用され
るエントリ１４４は、異なる値読み込み間におけるタイムスタンプと関連する最新の（例
えば、数的に、又は辞書編集的に最も高い）エントリであってもよい。したがって、複製
間の相違は、相違の修復のための相異なる過程、又は操作を必要とすることなく、例えば
、キーマップエントリ取得操作が処理される場合、「オンザフライ」で解決されてもよい
。
【０１２８】
　定数プロトコルの実装を構成するキーマップインスタンス１４０の実施形態に関するキ
ーマップエントリ格納、取得、削除、及びリスト操作の例示的な実施形態の操作は、図１
３から図１４に示される。様々な実施形態において、これらの方法は、例えば、キーマッ
プインスタンス１４０内に含まれる１つ以上のホスト４００内に設定されてもよい、又は
図１１Ｂに示すキーマップコーディネータ４１２のような、キーマップインスタンス１４
０内の別個の過程、又はシステムとして構成される、キーマップコーディネータ処理内に
実装されてもよい。最初から図１３までに言及して、キーマップエントリ格納操作は、該
操作がコーディネータ１２０又は他のキーマップクライアントからキーマップインスタン
ス１４０で受信される時、ブロック１３００で始まってもよい。例えば、特定のオブジェ
クト３０の対応するオブジェクトインスタンスを特定のビットストアノード１６０に保存
することに応じ、コーディネータ１２０は、保存されたオブジェクトインスタンスのロケ
ータを反映するためのオブジェクト３０のエントリ１４４を更新するため、キーマップエ
ントリ格納操作を作成してもよい。
【０１２９】
　キーマップインスタンス１４０の階層は、キーマップエントリ格納操作と対応する複製
を識別するために誘導さてもよい（ブロック１３０２）。例えば、図１２の実施形態につ
いて、パーティションインデックス４１０は、どのブリック４１５が、重要なオブジェク
ト３０と対応するエントリ１４４を複製するかを決定するように設定されてもよい。続い
て、個々の格納操作が、識別された複製に指示されてもよい（ブロック１３０４）。各格
納操作について、キーマップインスタンス１４０の残存する階層は、対応するエントリ１
４４へのアクセス及び修正を誘導されてもよい（ブロック１３０６）。例えば、所定のブ
リック４１５内でブロックインデックス４２０及びエントリインデックス４３０は、特定
されたエントリ１４４にアクセスするために横断されてもよい。エントリ１４４の所定の
複製が無事に書き込まれると、対応する格納操作が成功を表示する（ブロック１３０８）
。エントリ１４４の目標とするそれぞれの複製の個々の格納操作は、同時に行われてもよ
い。同様に、ブロック１３０６～１３０８の複数のインスタンスは平行に示される。
【０１３０】
　個々の複製格納操作の成功表示は、複製の定数の数が無事に更新されたかを決定するた
めに監視されてもよい（ブロック１３１０）。例えば、３つの複製を含む実施形態におい
て、キーマップエントリ格納操作の完了のための複製の定数の数は、２であってよい。複
製の定数の数が無事に更新された場合、要求されたキーマップエントリ格納操作が完了し
た表示は、要求するクライアントに返されてよい（ブロック１３１２）。そうでない場合
、監視が続いてもよい。一部の実施形態において、キーマップエントリ格納操作が、処理
の開始後特定の期間内に完了しない場合、操作は終了され、エラー表示が要求するクライ
アントに返される、タイムアウトが強制されてもよい。他の実施形態において、キーマッ
プエントリ格納操作は、それが完了するまで永久に保留を維持してもよい。
【０１３１】
　一実施形態において、キーマップエントリ削除操作は、格納操作の特別な場合として実
装されてもよい。このような実施形態においてキーエントリ１４４は、削除センチネル又
はフラッグフィールドを構成する付加的なフィールドを含んでもよく、削除操作は、削除
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フィールドをアサートされた状態（例えば、「１」などの特定の値をフィールドに設定す
ることによって）に設定するように構成される、格納操作として実行されてもよい。アサ
ートされた削除フィールドを有するこれらのエントリ１４４は、将来のキーマップ操作中
に無視されてもよい。このような一部の実施形態において、アサートされた削除フィール
ドを有するこれらのエントリ１４４を消去するためにキーマップインスタンス１４４を通
じて独立して反復されるように設定されてもよい。他の実施形態において、当該エントリ
１４４は、過去のキーマップ動作のログとして永久に保持されてもよい。
【０１３２】
　キーマップエントリ格納操作の方法の一実施形態は、図１４に示す。操作は、取得操作
が、コーディネータ１２０又は他のキーマップクライアントからキーマップインスタンス
１４０で受信される時、ブロック１４００で始まってもよい。例えば、特定のキーと対応
するオブジェクトデータに対するストレージクライアント５０からの要求に応じて、ノー
ドピッカー１３０又はコーディネータ１２０は、特定のキーと対応するロケータを取得す
るためにキーマップエントリ取得操作を作成し、それによってビットストアノード１６０
が、前項に説明されるようにオブジェクトデータを取り出すためにアクセスされてもよい
。
【０１３３】
　キーマップエントリ格納操作のように、キーマップインスタンス１４０の階層は、キー
マップエントリ取得操作と対応する複製を識別するために誘導さてもよい（ブロック１４
０２）。続いて、個々の取得操作が、識別された複製に指示されてもよい（ブロック１４
０４）。各取得操作について、キーマップインスタンス１４０の残存する階層は、対応す
るエントリ１４４へのアクセス及び取り出しを誘導されてもよい（ブロック１４０６）。
エントリ１４４の所定の複製が無事に取り出されると、対応する取得操作は成功を表示し
てもよい（ブロック１４０８）。上記、及び図１３に示す個々の格納操作のように、個々
のエントリ１４４のそれぞれの複製を目標とする取得操作は、同時に行われてもよく、ブ
ロック１４０６～１４０８は、同様に平行で示される。
【０１３４】
　個々の複製取得操作の成功表示は、複製の定数の数が無事に読み込まれたかを決定する
ために監視されてもよい（ブロック１４１０）。そうでない場合、付加的な複製が読み込
まれるまで監視が続いてもよい。キーマップエントリ格納操作について上記に記載される
ように、一部の実施形態において、キーマップエントリ取得操作は、定数の数の複製が無
事に読み込まれるまで永久に待機してもよい。他の実施形態において、キーマップエント
リ取得操作は、一定期間の後、タイムアウトになってもよく、エラー表示後及び／又はそ
の時点で利用可能な最良のデータ（例えば、最も最近のタイムスタンプを有する複製デー
タ）が、要求するクライアントに返されてもよい。
【０１３５】
　複製の定数の数が無事に読み込まれた場合、取り出された複製の内容が異なるかどうか
決定されてもよい（ブロック１４１２）。例えば、要求されたエントリ１４４の各複製の
全部は、他の取り出された複製のそれぞれと比較されるか、又はエントリ１４４のあるフ
ィールドのみ（例えば、記録１４８のあるフィールド）比較されてもよい。該比較に使用
された基準に従い、取り出された複製間に相違がない場合、取り出されたデータは、キー
マップエントリ取得操作が完了したことの表示とともに、要求するクライアントに返され
てもよい（ブロック１４１４）。
【０１３６】
　複製間の相違が存在する場合、選択基準に従い、複製の１つが選択されてもよい（ブロ
ック１４１６）。例えば、該基準は、最も高いタイムスタンプ値を有する複製が選択され
る、各複製のタイムスタンプ値を考慮することを含んでもよい。キーマップエントリ格納
操作は、選択された複製のデータを使用して開始されてもよい（ブロック１４１８）。例
えば、格納操作は、上記に記載されるように図１３に従い行われてもよい。格納操作の結
果として、初めに要求されたエントリ１４４の複製の定数の数は、選択された複製の内容
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で書き込まれてもよく、将来の取得操作が、複製間の不一致に遭遇するのをを減少する。
格納操作に続き、選択された複製のデータが、キーマップ取得操作が完了した表示と共に
、要求するクライアントに返されてよい（ブロック１４１４）。一部の実施形態において
、複製間で検出された不一致の場合の取得操作の完了は、不一致を解決するための開始さ
れた格納操作の完了を条件としてもよいが、他の実施形態において、取得操作は、カット
して生じる格納操作が完了したかどうかに関係なく、完了したことを要求するクライアン
トに表示する
【０１３７】
　上記に記載されるように、一部の実施形態において、キーマップＡＰＩは、検索パター
ンなど、一部の基準を満たすキーマップエントリ１４４のこれらのキー１４６を示すよう
に構成される、キーマップエントリリスト又はカウント操作をサポートしてもよい。一実
施形態において、リスト及び／又はカウント操作は、キーマップエントリ取得操作の特別
な場合として実装されてもよく、所定のリスト、又はカウント操作の基準を満たす各エン
トリ１４４について、対応するキーマップエントリ取得操作が行われてもよい。しかしな
がら、定数プロトコルに従い、複数の複製からエントリデータ（例えば、記録１４８）を
実際に取り出すことの付加的な諸経費は、キーマップエントリリスト、又はカウント操作
に不必要である場合がある。したがって、一部の実施形態において、定数プロトコルに関
係するキーマップエントリ取得操作のこれらのステップは、キーマップエントリリスト、
又はカウント操作から省略されてもよい。例えば、所定のエントリのすべての複製を識別
し、ブロック１４０２～１４０４の各複製のための個々の取得操作を作成するよりはむし
ろ、リスト、又はカウント操作について、単一の複製は（例えばブリック４１５）任意の
選択されてもよく、その対応する階層が、リスト、又はカウント操作基準を満たす各エン
トリ１４４を識別するために誘導されてもよい。該基準を満たす結果として得られるエン
トリ１４４について、結果として得られるエントリ１４４の対応するキー１４６、又はカ
ウントは、図１４の定数関係の処理部分を回避して、要求するクライアントに返されても
よい（例えば、ブロック１４１０～１４１８）。
【０１３８】
　一部の実施形態において、キーマップインスタンス１４０は、インデックスエントリ１
４４に対して使用された様々なデータ構造に加え、キャッシュを実装してもよい。例えば
、キャッシュは、頻繁に使用されるエントリ１４４のキーに命令されたキーマップ操作が
、対応するエントリ１４４に直接アクセスするために、インデックスデータ構造の誘導を
回避することを可能にしてもよく、キーマップエントリ取得操作の性能を改善してもよい
。さらに、キャッシュは、普及した、頻繁にアクセスされるキーに関連するホスト４００
を、キーマップ要求トラフィックによって過負荷になることから防ぐ助けとなってもよい
。例えば、キーマップキャッシュがホスト４００の間に分散される一実施形態において、
キーのコピーは、キーのためのインデックスデータ構造を維持するホスト４００よりも異
なるホストでキャッシュされてもよい。ホスト４００の間でキャッシュするキーのこのよ
うな分散に関わらず、キー処理作業負荷は、ホスト４００の間でさらに均一に分けられて
よい。
【０１３９】
　一実施形態において、キーマップキャッシュは、キーそのものよりも、キー１４８のハ
ッシュによって保存及びインデックス化されるように設定されてもよい。データハッシュ
は、不均衡インデックスデータ構造の論考と共にさらに以下に詳しく説明するように、キ
ーマップキャッシュ内で管理することがさらに容易であるような、キー１４８などの、確
定された長さのデータ構造において、様々な長さのデータを表すための効果的な技術を構
成してもよい。さらに、様々なハッシュアルゴリズムは、当初は均一に分散されていない
場合があるデータ（例えば、共通するデータの多量の部分を有するキー１４８の一式）の
ための均一に分散されたハッシュ値を作成してもよく、ホスト４００間におけるキーマッ
プキャッシュデータの一定の分散を容易にしてもよい。一部の実施形態において、エント
リ１４４の内容は、対応するクー１４８のハッシュされた値と共にキーマップキャッシュ
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に保存されてもよい。他の実施形態において、エントリ１４４それ自体の内容よりはむし
ろ、エントリ１４４のためのポインタ、又は他の参照情報が保存されてもよい。
【０１４０】
　一般的に言えば、キーマップキャッシュを含むキーマップ実施形態において、キーマッ
プエントリ格納及び取得操作は、上記説明に対するわずかな修正をともなって行われても
よい。一実施形態において、キーマップエントリ取得操作は、取得操作が、キャッシュの
データ常駐から情報提供されることができるかどうかを決定するために、最初にキャッシ
ュを参考にしてもよい。所得操作は、読み込みのための定数プロトコルに移る前に、キャ
ッシュからの応答のために一定量の時間待機してもよい。キャッシュが、定数プロトコル
読み込みが開始された後に値を返した場合、キャッシュからの値読み込みが処理され、対
応するエントリ１４４が返され、定数プロトコル読み込みが終了されてもよい。キャッシ
ュから値が返されない場合、定数プロトコル読み込み操作からのエントリ１４４読み込み
、又は当該のエントリ１４４に対するポインタは、対応するキー情報と共にキーマップキ
ャッシュにインストールされてもよい。
【０１４１】
　一般的に言えば、キャッシュを含むキーマップ実施形態におけるエントリ格納操作は、
同一のキャッシュエントリを修正するために、複数の格納操作を同時に試みることを妨げ
るためにロックされ、又は他の一貫性プロトコルが採用されることを除き、上記に記載さ
れるように実質的に行われてもよい。一実施形態において、キーマップエントリ操作は、
書き込みのための定数プロトコルを開始する前に、キー１４８と対応するキャッシュエン
トリをロックすることを試みるように設定されてもよい。ロック要求が成功したキャッシ
ュからの応答を受け取ると（例えば、エントリに他にロックが存在しないため、又はキャ
ッシュに対応するエントリがないため）、定数プロトコルを続行してもよい。定数プロト
コルに従い納操作が完了した後、ロックが解放され、新規エントリデータがキャッシュに
インストールされてもよい。
【０１４２】
　一部の実施形態において、今しがた説明したように、キーマップエントリ格納及び取得
操作のための定数プロトコルは、キーマップエントリ状態を更新するための強一致性モデ
ルを実装してもよい。すなわち、定数プロトコルは、特定のキーに対する格納操作が、完
了するときにクライアントに認識されるとそれに続く取得操作が、取得操作が続行された
時点において、各複製が更新されてない場合でも、最も最近格納されたデータを返すこと
を保証してもよい。
【０１４３】
　格納及び削除操作などの、キーマップ操作は、特定のキーマップインスタンス１４０に
たいして命令され、その特定のキーマップインスタンス１４０内のエントリ１４４の状態
は、時間と共に変わってもよい。したがって、それらを調整する試みがないと、展開内の
異なるキーマップインスタンス１４０は、時間と共に相違、又は不一致になる傾向がある
場合がある。たった１つのストレージサービスクライアント５０が、所定のオブジェクト
３０を参照する場合、またそれを同一のキーマップインスタンス１４０を介して行う場合
、当該の相違は実用上の影響を有さない場合がある。しかしながら、複数のストレージサ
ービスクライアント５０が、異なるキーマップインスタンス１４０を介して同一のキーを
参照する場合、当該の不一致は、クライアント５０が、同一の時点において、異なるキー
マップ状態及び／又はオブジェクトデータの異なるバージョンを観察する結果となる場合
がある。
【０１４４】
　前に説明したように、アトミックプロトコル、又は定数プロトコルのような強一致性プ
ロトコルは、クライアントが複製の不一致を観察することを効果的に防ぐために、又は当
該の不一致が起こることを完全に防ぐために、複製を更新する時に用いられることがある
。しかしながら、異なる複製のアクセス待ち時間が異なる分散された状況において、時々
多量の強一致性プロトコルが非常に高い操作コストを有してもよい。例えば、アトミック
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プロトコル、又は定数プロトコルについて、操作完了に必要とされる時間は、それぞれ、
すべての複製の最も遅いもの、又は複製の定数の数の最も遅いものに関して、操作を完了
するために必要とされる時間の機能であってもよい。さらに、強一致性プロトコルがない
ことにおいて、クライアントに対して複製の不一致が可視になることの見込みは（例えば
、ストレージサービスクライアント５０が古くなったキーマップ、又はオブジェクトデー
タを得ることの可能性）、概して、アクセスされた複製がまだ更新を反映しない期間内に
、クライアントが複製にアクセスすることの見込み機能であってもよい。
【０１４５】
　多くのオブジェクト３０について、この後者の見込みは低くてもよい。例えば、一部の
例において、大部分のオブジェクト３０は、特定のキーマップインスタンス１４０を介す
る単一のクライアント５０によってアクセスされてもよいストレージサービスシステムに
よって管理され、この場合、不一致は、クライアントの観点からは現実的な価値を無くす
場合がある。複数のクライアント５０からアクセスされてもよいオブジェクト５０につい
て、観察できる不一致は、依然として可能性が低い。例えば、２つのキーマップインスタ
ンス１４０は、例えば、１０秒間の期間、特定のキーに関して不一致である。しかしなが
ら、不一致の期間に関してアクセスが行われない場合（例えば、対応するオブジェクト３
０のアクセス間の持続時間が不一致の期間よりも長い場合）、又は行われるアクセスがさ
らに最近更新されたキーマップインスタンス１４０に命令された場合（例えば、キーの状
態を最後に更新したクライアント５０が、同一のキーマップインスタンス１４０を介する
キーを参照するための次である場合）、不一致はクライアント５０に目立った影響を有さ
ない場合がある。したがって、一部の実施形態において、キーマップインスタンス１４０
は、キーマップインスタンス１４０を一貫した状態に収束するよう努める緩やかな同期プ
ロトコルを採用してもよいが、いかなる時において、キーマップインスタンス１４０の間
にある程度の不一致を与える場合がある。この様な同期プロトコルは、厳密な同期化が必
要でないような、大部分のクライアント５０に対して、よりよい全体的な機能を提供して
もよい。一部の実施形態において、共有されるオブジェクト３０のためのキーマップデー
タの厳密なアクセス同期化を必要とするクライアント５０は、すべてのクライアント５０
が厳密な同期化の義務を課すことを要求することなく、クライアントの間で付加的なプロ
トコルを実装してもよい。例えば、特定のオブジェクト３０の１組へのアクセスを共有す
るクライアント５０の１組は、キーマップデータへのアクセスを調整するセマフォ、又は
他の分散されたロック技術を採用してもよい。
【０１４６】
　一部の実施形態において、キーマップインスタンス１４０の間の緩やかな同期プロトコ
ルは、同期化過程の異なる態様を独立して実行する、異なる同期化タスクの組み合せを含
んでもよい。図１５Ａ～Ｂは、２つの相異なる同期化タスク、図１５Ａに示す更新伝播タ
スクと、アンチエントロピー、又は図１５Ｂに示す設定調整タスクを含む、緩やかな同期
プロトコルの操作の方法の一実施形態を示す。図１５Ａに最初に言及して、１つのキーマ
ップインスタンス１４０に更新するブロック１５００で始まる操作が検出されてもよい。
例えば、キーマップインスタンス１４０は、上記に記載されるように、定数プロトコルに
従い、キーマップエントリ格納、又は削除操作を受信し、完了してもよい。
【０１４７】
　キーマップ更新を処理したキーマップインスタンス１４０は、ストレージサービスシス
テム内でプロビジョニングされたそれぞれの他のキーマップインスタンス１４０に対する
更新操作を転送してもよい（ブロック１５０４）。例えば、キーマップインスタンス１４
０ａがキーマップエントリ格納操作を処理した場合、キーマップインスタンス１４０ｂと
１４０ｃに引数、パラメータなどを含む操作を転送してもよい。一実施形態において、転
送は照合、又は認識なしで行われてもよい。例えば、キーマップ更新操作を処理したキー
マップインスタンスは、転送された操作がその送り先で受信されかたどうかを照合するこ
と、又はそれが受信されていない場合には操作を再送信することを試みること無しで互い
のキーマップインスタンスに操作を転送することを一度だけ試みる、「ファイアー・アン
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ド・フォーゲット」プロトコルを使用する操作を転送してもよい。この様な転送は、源を
発するキーマップインスタンス１４０から複数のキーマップインスタンス１４０への同時
送信、源を発するキーマップインスタンス１４０から他のインスタンスへの配列転送、ツ
リー系方策などの、あらゆる適切な転送方策を使用して生じてもよい。
【０１４８】
　転送された操作を受け取るこれらの関連するホスト４００は、更新操作をローカルで実
行してもよい（ブロック１５０６）。例えば、ホスト４００ｆが、ホスト４００ａから転
送されたキーマップエントリ格納操作を無事に受信した場合、それはあらゆるキーマップ
クライアントから操作を受信したかのように操作を実行してもよい。ホスト４００ｆで格
納操作が無事に完了した場合、その結果として、キーマップインスタンス１４０ａと１４
０ｂは、格納操作に関して同期化されてもよい。
【０１４９】
　一般的に言えば、ホスト４００間における転送するキーマップ更新操作は、大多数の場
合成功する。したがって、このような操作を転送することを伴う諸経費を最小限にするこ
とは、大多数の事例において、キーマップインスタンス１４０間における同期化を達成す
るために必要とされる時間及び／又は回線容量を削減する。例えば、転送過程から、肯定
応答、又は他の種類の照合プロトコル、又はハンドシェイクを消去することは、さらに大
きな程度の同期化トラフィックを伴う、キーマップ実装のさらに大きい規模をサポートす
ることなど、他のユーザのための伝達回線容量を自由にする。多くの例において、キーマ
ップ展開を通じてキーマップ更新を展開するために必要とされる時間は（例えば、所定の
キーマップエントリ１４４の複製の不一致の可能性のウィンドウと概して対応してもよい
）、ホスト４００と関連する操作を転送するために必要とされる伝達の遅延、ホスト４０
０が転送された操作を適応する為に必要とされる処理の遅延を制限してもよい。しばしば
、この合計時間は、秒の順序、又は秒の分数であってもよい。
【０１５０】
　しかしながら、一部の例において、ホスト４００間におけるキーマップ更新操作の転送
は失敗する場合がある。例えば、伝達リンクの障害は、別のホストから１つのホスト４０
０へ達し得ないことを伝える場合があり、又は転送された操作の損失、不完全化、又は輸
送中に破損することを生じる場合がある。代わりに、送り先ホスト４００は、例えば、一
時的なハードウェア又はソフトウェアの問題のため、適切に転送された更新操作を受信し
、又は正しく処理することに失敗する場合がある。一実施形態のように、転送されたキー
マップ更新操作が、目的とされるホスト４００によって無事に受信され、処理されたこと
を照合する、又は確かめるために、源を発するホスト４００の部分になにも試みがなされ
ない場合、個々の操作の転送の失敗は、あるエントリ１４４に関するキーマップインスタ
ンス１４０間における不一致の結果になる場合がある。
【０１５１】
　同様に、一実施形態において、キーマップインスタンス１４０間における緩やかな同期
プロトコルは、上記に記載されるように、及び図１５Ｂに示すように、アンチエントロピ
ー、又は設定調整タスクを含んでもよい。このタスクは、概して、タスクの操作は、異な
るキーマップインスタンス１４０間における相違点を減少し、類似点を増加する役割を果
たす場合があり、したがって、適切に同期化されたインスタンスに対する更新伝播の無作
為な、又は体系的な障害によってもたらされることがある、キーマップインスタンス１４
０間における全体的なエントロピーの減少となる、「アンチエントロピー」タスクといわ
れることもある。図示した実施形態において、操作はブロック１５１０で始まり、開始し
ているキーマップインスタンス１４０が、特定のパーティションの調整を行う、別のキー
マップインスタンス１４０を無作為に選択し、異なるホスト４００における
【０１５２】
　開始しているキーマップインスタンス１４０は選択されたキーマップインスタンス１４
０を有するインスタンス内のパーティションについての情報を交換してもよい（ブロック
１５１２）。例えば、２つのキーマップインスタンス１４０内の特定のホスト４００は、
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各インスタンス内で維持されるパーティションインデックス４１０のコピーを交換し、入
れ替わりに各インスタンス内のこれらのブリック４１５を識別するように設定されてもよ
い。
【０１５３】
　交換されたパーティション情報に基づき、開始しているキーマップインスタンス１４０
は、２つのインスタンスのパーティション間での一致を識別してもよく（ブロック１５１
４）、選択されたキーマップインスタンス１４０内の対応するパーティションを有する源
を発するキーマップインスタンス１４０内の各パーティションを調整してもよい（ブロッ
ク１５１６）。例えば、前に説明したように、所定のキーマップインスタンス１４０内の
各パーティションは、多くのブリック４１５に渡って複製されてもよい。一実施形態にお
いて、開始しているキーマップインスタンス１４０は、パーティション間の相違を調整す
るために、パーティション内の特定のブリック４１５が（「リードブリック」といわれる
こともある）選択されたキーマップインスタンス１４０内の対応するパーティションの対
応するブリック、又は「ピア」ブリック４１５と通信することを命令するように設定され
てもよい。一実施形態において、２つのブリック４１５の調整は、ブリックが各ブリック
４１５に含まれるキーマップエントリ１４４の相違についての情報を交換することを伴い
、各キーマップインスタンス１４０内の最も現在の情報を展開することを伴ってもよい。
例えば、１つのブリック４１５が、タイムスタンプ情報に基づき、エントリ１４４のバー
ジョンがピアブリック４１５よりもさらに現在のものであることを決定する場合、ブリッ
クはエントリデータからピアブリック４１５に対して通信してもよい。それに続き、ピア
ブリック４１５は、エントリ１４４のそのコピーを更新するために、キーマップエントリ
格納操作（例えば、上記に詳しく説明した定数プロトコルに従い）を行ってもよい。
【０１５４】
　２つのキーマップインスタンス１４０間のパーティション調節が完了すると、操作は、
調整操作が、別のランダムキーマップインスタンス１４０に関し再び開始されるブロック
１５１０から継続されてもよい。様々な実施形態において、各キーマップインスタンス１
４０は、予め所定の、又は動的に決定された間隔でこの課程を実行するように設定されて
もよい。例えば、調整は、１分に１回の静的割合、又はランダム確率分布、又は他の統計
的確率分布に従い決定される間隔で起こってもよい。一部の実施形態において、ある数の
キーマップアクセスが起こった後に、又はある個々の１つにアクセスした後に、キーマッ
プエントリの種類、又はグループが検出された後に調整が行われてもよい。
【０１５５】
　一般的に言えば、図１５Ａ～Ｂに示す更新伝播及び調整の設定又はアンチエントロピー
の方法は、補足的な方法で行われてもよい。大部分の状況下において、更新伝播は、展開
内において異なるキーマップインスタンス１４０を満足に同期化してもよい。キーマップ
の不一致が更新伝播の障害によりもたらされるこれらのインスタンスにおいて、アンチエ
ントロピータスクは、当該の不一致を調整するために概して行われてもよい。一部の実施
形態において、アンチエントロピータスクの実行は、２つのキーマップインスタンス１４
０がその全体において正確に同期化されることを保証しない場合があることに留意された
い。しかしながら、一実施形態において、アンチエントロピータスクは、その実行が２つ
のキーマップインスタンス１４０間の不一致の程度を増加しないことを保証するために実
装されてもよい。したがって、度重なるアプリケーションの全体に渡って、アンチエント
ロピータスクは、キーマップインスタンス１４０の収束を容易にしてもよい。アンチエン
トロピータスクの一実施形態におけるさらなる詳細は、キーマップインスタンス１４０が
実装されてもよいデータ構造の特定の実施形態の説明とともに以下に提供される。
【０１５６】
　図２に示し、上記で論考したように、一部の実施形態において、ストレージサービスシ
ステムは、他のキーマップインスタンス１４０に加え、レプリケータキーマップインスタ
ンス１９０を含んでもよい。一実施形態において、レプリケータキーマップインスタンス
１９０は、上記に記載されるとおり、キーマップインスタンス１４０と基本的にあらゆる



(48) JP 5047988 B2 2012.10.10

10

20

30

40

50

点で等しく構成され、上記で論考したように、プロトコルを使用してキーマップ同期化に
関与してもよい。しかしながら、この様な実施形態において、レプリケータインスタンス
１９０は、コーディネータ１２０、又は他のキーマップクライアントよりはむしろレプリ
ケータ１８０の役目をするように設定されてもよい。一部の状況において、他のキーマッ
プインスタンス１４０から分離するレプリケータキーマップインスタンス１９０は、概し
てキーマップ能力を改善してもよい。例えば、レプリケータ１８０は、オブジェクト３０
の複製のヘルス状態及び数をチェックするためにキーマップを通じて反復する、相当量の
キーマップ要求トラフィックを作成してもよい。ストレージサービスクライアント５０の
要求を代行して作成されたキーマップトラフィックと混合されると、レプリケータキーマ
ップトラフィックは、応答時間、又は他のクライアント５０に関するサービスの質の目安
にマイナスの影響を与える場合がある。それに反して、戦況のキーマップインスタンス１
９０を使用するためにレプリケータ１８０を構成することは、クライアント作成のトラフ
ィックから内部で作成されたキーマップトラフィックを分離させてもよい。加えて、この
ような分離は、その大部分のクライアントの要求に従い、各種類のキーマップインスタン
スを増やすことを実装することをより可能にする。例えば、レプリケータキーマップイン
スタンス１９０の実装は、いかなる所定のキーマップ操作の遅延を最小にするためよりは
むしろ、多数の同時キーマップ操作の処理を容易にするように設定され、キーマップイン
スタンス１４０は、サービスの質基準の異なる組み合わせのために最適化される。しかし
ながら、この方法におけるキーマップインスタンスの分離は必要ではなく、一部の実施形
態対において、レプリケータ１８０は、専用のレプリケータキーマップインスタンス１９
０よりはむしろ、キーマップインスタンス１４０のクライアントであってもよいことに留
意されたい。
【０１５７】
　一実施形態において、レプリケータキーマップインスタンス１９０は、クライアント５
０によるストレージサービスシステム供給源の使用の会計を容易にするように設定されて
もよい。具体的に、レプリケータキーマップインスタンス１９０は、対応するオブジェク
ト３０に対する請求、又は他の金融責任を負うそれぞれのエンティティを示す付加的なデ
ータを有する、キーマップインスタンス１４０によって保存されたエントリ１４４を増や
すように構成されてもよい。例えば、図１６に示した実施形態において、レプリケータキ
ーマップエントリ１９４が示される。 entry 194 may function identically to entries
 144 with respect to the structure and hierarchy of keymap instances 140レプリケ
ータキーマップインスタンス１９０内において、エントリ１９４は、キーマップインスタ
ンスの構造及び階層に関して、エントリ１４４に対してあらゆる点で等しく機能してもよ
い。しかしながら、具体的な実施形態において、エントリ１９４は、付加的なフィールド
、バケットＩＤ１９６を含む。一般的に言えば、バケットＩＤ１９６は、キー１４６に対
応するオブジェクト３０を含むバケット２０の識別子の表示を含んでもよい。当該識別子
は、例えば、上記に記載されるようにオブジェクト３０を保存するためのバケット２０を
作成するためにクライアント５０からの要求に応じる、ウェブサービスインターフェース
１００又はコーディネータ１２０によって定義されてもよい。他の実施形態において、会
計情報は、レプリケータキーマップインスタンス１９０のエントリ内だけを反映する必要
はないことに留意されたい。例えば、一実施形態において、一部の、又はすべてのキーマ
ップインスタンス１４０のキーマップエントリ１４４は、例えば、記録１４８、又はキー
１４６内の付加的なフィールドとして、バケットＩＤ１９６の表示を保存するように設定
されてもよい。
【０１５８】
　上記に記載されるように、オブジェクト３０とバケット２０との間の関係は、キーマッ
プインスタンス１４０の全体的な操作に対し、透過的であってもよい。しかしながら、も
し、この関係が一般的に静的である場合、レプリケータキーマップエントリ１９４を介し
て明示的に関連するバケット２０及びオブジェクト３０は、クライアント５０の会計及び
請求を容易にする場合がある。例えば、各オブジェクト３０と関連するバケット２０のた
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めのウェブサービスインターフェース１００を明示的に要求するよりはむしろ、会計過程
（レプリケータ１８０、又は別のモジュールに含まれてもよい、又はシステム内の相異な
るボジュール内に実装されてもよい）は、バケットＩＤ１９６に従い、レプリケータキー
マップエントリ１９４をソートするように設定されてもよい。当該のソートが完了すると
、特定のバケットＩＤと関連するすべてのキー１４６は容易に明らかになる。記録１４８
内に表示されたように対応するオブジェクト３０のサイズは、バケットＩＤ１９６に関連
する全体のストレージリソースの使用を決定するために合計される。さらに、特定のオブ
ジェクト３０と関連するストレージのクラスなど、オブジェクト３０の他の特徴が配慮さ
れてもよい。供給源の使用が、適切な請求モデルに従い通貨に定めされてもよい。
【０１５９】
　様々な実施形態において、レプリケータキーマップエントリ１９４は、様々な内部シス
テム管理、又は会計タスクを容易にしてもよいバケット１９６のかわりに、又はそれに加
えて他のフィールドを含んでもよい。レプリケータキーマップインスタンス１９０が他の
キーマップインスタンス１４０から相異なる実施形態において、当該付加的なフィールド
のストレージコストはレプリケータキーマップインスタンス１９０を構成してもよいこと
に留意されたい。しかしながら、専用のレプリケータキーマップインスタンス１９０を欠
く実施形態において、キーマップインスタンス１４０のエントリ１４４は当該付加的なフ
ィールドを含むために増大されてもよい。
【０１６０】
層別不平衡データ構造
　前に説明したように、一部の実施形態において、ストレージサービスシステムは、例え
ば、数十億又はそれ以上の、非常に多いオブジェクト３０の数をサポートするために増や
してもよい。したがって、このような実施形態において、各キーマップインスタンス１４
０は、管理するための同様の数のエントリ１４４を有するであろう。一部の実施形態にお
いて、キーマップインスタンス１４０は、前項で論考したキーマップエントリリスト、及
びカウント操作などの、様々な種類のソート化及び／又はグループ化操作をサポートして
もよい。さらに、一貫したキーマップ操作をサポートするために、各キーマップインスタ
ンス１４０によって管理される多くのキーは、上記に記載されるように他のキーマップイ
ンスタンス１４０の間で同期化される必要があってもよい。
【０１６１】
　多くの状況において、キーマップインスタンス１４０によって提供されたキーマップ機
能性は、全体的なストレージサービスシステムの操作の中心である。例えば、クライアン
ト５０がオブジェクト３０の特定のインスタンスに対してロケータ系のアクセスを行わな
いことを選ぶ場合、キーマップインスタンス１４０はクライアント５０によって操作され
る各キー系のオブジェクトアクセスを仲介してもよい。したがって、クライアント５０に
よって見られるストレージサービスシステムの操作は、アクセスするキーマップインスタ
ンス１４０及びキーマップエントリ１４４の処理の効率及び速度に直接左右される場合が
ある。言い換えると、キーマップインスタンス１４０の性能は、図１２の実施形態の、パ
ーティションインデックス４１０、ブロックインデックス４２０、エントリインデックス
４３０を実装するために使用されるデータ構造などの、エントリ１４４をインデックス化
し、体系化するデータ構造に直接左右される。
【０１６２】
　大規模のキーマップ実装において、ソート化及び同期操作をサポートするためのインデ
ックスデータ構造を設計することは、相当量の課題をもたらす場合がある。例えば、デー
タ系など、大量のデータのインデックス化を必要とする従来のアプリケーションは、Ｂツ
リー、又は他の種類の平衡ツリーなどの従来の平衡データ構造をしばしば用いる。一般的
に言えば、キーマップエントリ１４４などの、所定の数量のデータアイテムをインデック
ス化するために使用する場合、平衡データ構造アルゴリズムは、管理するべきアイテムの
数量に従い、平衡データ構造にわたって、データアイテムを分散する試みをする。例えば
、所定の１００００のキーマップエントリ１４４をインデックス化するためには、平衡デ
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ータ構造アルゴリズムは、エントリが１グループおよそ１０００のエントリの１０のグル
ープに分割されるような、エントリ１４４の間の区切り点を選ぶ試みをしてもよい。平衡
データ構造アルゴリズムは、例えば、およそ１０００のエントリの各グループを、それぞ
れおよそ２００のエントリの５つの下位グループに再分割する、各グループ内に平衡した
階層のさらなるレベルを作ってもよい。データアイテムが平衡データ構造に加えられ、デ
ータ構造から削除されると、データ構造内のグループ及び／又は下位グループは不平衡と
なる場合がある。したがって、従来の平衡データ構造アルゴリズムは、グループ間でデー
タアイテムを再配置することによって、付加的なグループを作ること、及び／又は階層の
付加的なレベルを作ることによって、データ構造を再平衡する。このような再平衡は、デ
ータアイテムが加えられ、又は削除された場合、「オンザフライ」が行われる、又はある
数のデータアイテム修正が行われたあと、又は最後の再平衡から一定期間が経過した後に
「オンザフライ」が起こる場合がある。
【０１６３】
　平衡の取れた方法においてデータを分離することの長所によって、平衡データ構造は、
予測可能な、データ構造内でのいかなる所定のデータアイテムのおよそ一定のアクセス遅
延をもたらしてもよく、多数のデータアイテムをインデックス化することが必要である、
大規模の実装において望ましい場合がある。しかしながら、例えば、上記に記載されるよ
うに緩やかな同期化モデルを使用することは、平衡データ構造の分散されたインスタンス
を効果的に調整、又は同期化することは特に困難である場合がある。具体的には、平衡デ
ータ構造のインスタンスが独立して修正された場合、各インスタンス内でデータアイテム
をグループに分割する区切り点が不一致になる場合がある。その結果、異なる平衡データ
構造インスタンスのグループ又は下位グループ間のデータアイテムメンバーシップに関し
て、直接の一致がない場合がある。２つの当該インスタンスを調整するためには、２つの
インスタンスの全体を徹底的に比較することが必要であることがあり、各インスタンスイ
ンデックスが多数のデータアイテムである場合は非常に時間がかかる場合がある。
【０１６４】
　数量に従いデータアイテムをグループ間に分散する平衡データ構造の代替として、一部
の実施形態において、キーマップインスタンス１４０のインデックスデータ構造は、各グ
ループ内のデータアイテム間の一部の関係に従い、グループ間でデータアイテムを分散す
る、非平衡データ構造（トライとしても言及される）を実装するように設定されてもよい
。具体的には、キーマップインスタンス１４０は、対応するキー１４６のプレフィックス
に従い、エントリ１４４をインデックス化するように設定されてもよい。例として、対応
する、大文字と小文字を区別しない英数字キー１４６を有する６００のキーマップエント
リ１４４が存在する事例を考慮されたい。これらの６００のエントリの平衡インデックス
は、それぞれ２００のエントリの３つの平衡グループのエントリに分割されるであろう。
それに反して、一実施形態において、非平衡インデックスは、ａからｌまでの文字で始ま
るこれらのエントリが、第１のグループに割り当てられ、ｍからｘの文字で始まるこれら
のエントリが第２のグループに割り当てられ、ｙ又はｚの文字又は数字０～９で始まるこ
れらのエントリが第３のグループに割り当てられる、３つの英数字グループを定義するで
あろう。
【０１６５】
　エントリ１４４は、非平衡インデックスのグループにわたって不均一に分散されてもよ
い。例えば、第１のグループに３００のエントリ、第２のグループに２５０のエントリ、
そして第３のグループにわずか５０のエントリがある場合がある。しかしながら、いかな
る所定のエントリ１４４について、非平衡の特定のグループにおける所定のエントリ１４
４のメンバーシップは、いかなる特定のグループにおける多くのエントリ１４４に依存す
ることなく、その対応するキー１４６の機能であってもよい。したがって、非均衡印デッ
クする２つが、同一のグループ定義を維持する場合、各グループは、一方のグループに依
存することなく、独立して同期化されてもよい。例えば、２つのインスタンス間における
ａ～ｌグループは、ｍからｘグループ及びｙから９グループから独立して同期化されても
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よい。それに反して、上記に記載されるように、エントリ１４４の同一の組の平衡インデ
ックスの２つのインスタンスの同期化は、すべてのグループにわたるすべてのエントリを
考慮することを必要とする場合がある。
【０１６６】
　多くのデータアイテムをインデックス化するための非平衡データ構造の使用を示す１つ
の例を、図１７に示す。図示した実施形態において、非平衡インデックス２００（又は、
単にインデックス２００）は、プレフィックス「ａｌ」で始まる多くの文字値をインデッ
クス化するための階層的な方法に配置される、多くのノード２１０ａを含む。例えば、イ
ンデックス化された値は、キーマップインスタンス１４０の様々なエントリ１４４のキー
１４６と対応してもよい。インデックス２００内の各ノード２１０は、インデックス化さ
れるデータアイテムと直接一致してよい、又は一致しなくてよい関連するタグ値を含む。
図示した実施形態において、楕円で描かれたノードは、対応するデータアイテムを有しな
いインデックス２００の内部ノードと対応してもよいが、長方形で描かれたノードは、イ
ンデックス化されたデータアイテムと対応してもよい。したがって、例えば、ノード２１
０ａは文字列「ａｌ」と対応し、インデックス２００内の多くの他のノ－ドと関係するが
、文字列「ａｌ」と対応する実際のキー１４６は存在しない場合がある。それに反して、
「ａｌｉｃｉａ」というタグを有するノード２１０ｎは、同一の文字列を特定するキー１
４６と対応してもよい。内部ノード２１０と非内部ノード２１０との間の相違は、ノード
２１０の状態を明示的に反映してよく、又は反映しなくてもよい。
【０１６７】
　以下に説明するように、一部の実施形態において、非平衡データ構造は、他の複数のイ
ンデックスの１つのインデックスとして構成されてもよい。このような一部の実施形態に
おいて、インデックス２００の第１のインスタンス内のデータアイテムは、別のインデッ
クス２００のルートノード２１０であってもよく、第１のインデックス２００内の対応す
るノード２１０は、非内部ノードと見なされる場合がある。すなわち、一部の実施形態に
おいて、所定のインデックス２００の非内部ノード２１０は、所定のインデックス２００
の外部である、エントリ１４４、又は別のインデックス２００のルートノードなど、デー
タ値と関連するいかなるノード２１０として概して定義される場合がある。同様に、所定
のインデックス２００の内部ノードは、所定のインデックス２００内の他のノード２１０
のみを参照してもよく、エントリ１４４、又は所定のインデックス２００から異なる他の
インデックス２００とのあらゆる関連を担ってもよい。また、図１７に示すように、非内
部ノード２１０は、リーフノード（例えば、さらに低い階層レベルで、他のノードを参照
しないノード）である必要はないことに留意されたい。
【０１６８】
　様々な実施形態において、各ノード２１０は、様々な情報を暗号化してもよい。ノード
内でコード化されてもよい様々なデータフィールドを示す、ジェネリックノード２１０の
一実施形態を、図１８に示す。具体的な実施形態において、ノード２１０は、タグフィー
ルド２１２、カウントフィールド２１４、フィンガープリントフィールド２１６、及び１
つ以上のポインタフィールド２１８を含む。概して、タグ２１２は、以下にさらに詳しく
説明するように、インデックス２００をトラバースする又は操る過程で使用されてもよい
、所定のノード２１０と対応する値を保存するように設定されてもよい。一部の実施形態
において、タグ２１２は、インデックス２００内のすべてのノード間からノード２１０を
独自に識別してもよい。また、一部の実施形態において、所定のノード２１０のタグ２１
２は、インデックス２００内の所定のノード２１０のすべての直接の先祖であるタグ２１
２に、プレフィックスとして含んでもよい。すなわち、所定のノード２１０のタグ２１２
は、その所定のノードの直接の親ノード２１０のタグに対する一部の値を加えることを通
じて決定されてもよい。例えば、タグ、「ａｌｉｃｉａ」を有する、図１７のノード２１
０ｎを考慮されたい。ノード２１０ｎの直接の先祖ノード２１０ｌ、２１０ｋ、及び２１
０ａのそれぞれは、ノード２１０ｎのタグの適切なプレフィックスを形成するタグ（それ
ぞれ「ａｌｉｃ」、「ａｌｉ」及び「ａｌ」）を有する。
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【０１６９】
　図１７に示すように、あるノード２１０は、インデックス２００の階層のさらに下方で
、１つ以上の子、又は子孫ノード２１０を参照する。一実施形態において、ポインタフィ
ールド２１８は、所定のノード２１０から別のノード２１０へ、ポインタ、又は参照を反
映するデータを保存するように設定されてもよい。例えば、所定のポインタフィールド２
１８は、メモリアドレス空間などの、アドレス空間内で参照されたノード２１０の位置を
識別するアドレスを含んでもよい。また、所定のポインタフィールド２１８は、参照され
たノード２１０に関する付加的なタグ情報を含んでもよい。例えば、図１７に示すように
、子孫ノード２１０への所定のノード２１０からの各アークは、所定のノード２１０のタ
グ２１２によって形成されるプレフィックスとは異なる子孫ノード２１０のタグ２１２の
第１の文字をラベルされる。一実施形態において、この付加的なタグ情報は、参照された
ノード２１０に対するポインタと共に、対応するポインタフィールド２１８内に保存され
てもよい。例えば、ノード２１０ａに含まれるポインタフィールド２１８は、対応するタ
グデータ、「ａ」、「ｅ」、「ｆ」、「ｉ」、及び「ｚ」のみならず、ノード２１０ｂ、
２１０ｇ、２１０ｊ、２１０ｋ、及び２１０ｔに対する参照をそれぞれ含んでもよい。
【０１７０】
　図１２に関連して上記に記載されるように、インデックス２００のようなインデックス
は、選択のためにキーマップエントリ１４４などのデータアイテムを体系化するために使
用されてもよい。一部の実施形態において、非内部ノード２１０のポインタフィールド２
１８（すなわち、インデックス化されたデータアイテムに直接マップするノード２１０）
も、キーマップエントリ１４４、ブロック４２５、又はブリック４１５などの、対応する
データアイテムに対するポインタを含んでもよい。一部の実施形態において、以下にさら
に詳しく説明するように、インデックス２００のような、非平衡インデックスは、１つの
インデックス２００の非内部ノード２１０が、別のインデックス２００を参照してもよい
ような、階層的に実装されてもよい。インデックス化されたデータアイテムを参照するポ
インタフィールド２１８は、ポインタフィールド２１８の異なる種類のために異なるコー
ド化を使用することなどの、あらゆる適切な技術によって、別のノード２１０を参照する
ポインタフィールド２１８から区別されてもよい。例えば、前の段落内で説明したように
、子孫ノード２１０に対するアークに関連するタグ情報がポインタフィールド２１８内で
コード化された実施形態において、空タグは、子孫ノード２１０への参照から、インデッ
クス化されたデータへの参照を区別するために使用されてもよい。
【０１７１】
　所定のノード２１０について、カウントフィールド２１４及びフィンガープリントフィ
ールド２１６は、所定のノード２１０の真下のノード２１０の状態を参照するように設定
されてもよい。一実施形態において、カウント２１４は、所定のノード２１０の子孫（例
えば、階層的に間下にある）であるすべてのノードのカウントを保存するように設定され
てもよい。例えば、図１７のノード２１０ｋは、その真下に、インデックス２００内で８
つの他のノード２１０を有する。同様に、そのカウント２１４は、あらゆる適切なコード
化又は形式を使用する、８つの値を表示してもよい。
【０１７２】
　様々な実施形態において、所定のノード２１０のフィンガープリントフィールド２１６
は、所定のノード２１０の階層的に真下にあるノード２１０のデータの一部分で行われた
ハッシュの値標示（例えば、適切なハッシュアルゴリズムの結果）を保存するように設定
されてもよい。例えば、所定のノード２１０のフィンガープリントフィールド２１６は、
所定のノード２１０の子孫であるすべてのノード２１０のタグ２１２のハッシュの合計を
反映してもよい。代わりに、フィンガープリントフィールド２１６は、トラバーサル（例
えば、横型トラバーサル、又は縦型トラバーサル）の特定の、一貫した順序に従い、子孫
ノード２１０のタグ２１２の連結のハッシュを反映してもよい。他の実施形態において、
タグ２１２のそばのノード２１０の他のフィールドは、ハッシュ化に関与してもよい。一
部の実施形態において、所定のノード２１０と関連するデータは、それ自体のフィンガー
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プリントフィールド２１６内で反映されてもよいが、他の実施形態において、所定のノー
ド２１０のフィンガープリントフィールド２１６は、その子孫ノードに基づいて厳密に決
定されてもよい。記述の一貫性について、本願で使用した所定のノード２１０のフィンガ
ープリントは、所定のノード２１０の少なくとも一部の子孫ノードの機能であるハッシュ
値を参照してもよいが、所定のノード２１０のハッシュは、子孫ではなく、所定のノード
２１０のみと関連するデータの機能である、ハッシュ値を参照してもよい。
【０１７３】
　一般的に言えば、ハッシュアルゴリズムは、２つのハッシュ値が異なる場合、２つのハ
ッシュ値が作成された元のソースデータ値も何らかの方法で違わなければならない、小さ
い、一般的に固定された長さのハッシュ値の上に、あるいは任意の長さの所定のソースデ
ータ値をマップするように設定されてもよい。ハッシュアルゴリズムは、一般的に１対１
の機能ではなく、２つのハッシュ値間のアイデンティティは、元のソースデータ値間のア
イデンティティを必ずしも暗示しない。しかしながら、ハッシュアルゴリズムの一部のク
ラスについて、同一のハッシュ値を与えられた元のソースデータ値間のアイデンティティ
は、とりわけ、冗長のある程度を示すソースデータ値について、統計的に定量化できる確
率、又は信頼度内である可能性がある場合がある。ハッシュアルゴリズムの異なる種類は
、署名、フィンガープリント、又はチェックサムアルゴリズムと言われることもある。ハ
ッシュアルゴリズムのいかなる適切な種類は、あらゆる適切なバージョンのＭｅｓｓａｇ
ｅ　Ｄｉｇｅｓｔ５（ＭＤ５）アルゴリズム、又は、ＳＨＡ－１、ＳＨＡ－２５６、ＳＨ
Ａ－５１２などのようなＳｅｃｕｒｅ　Ｈａｓｈ　Ａｌｇｏｒｉｔｈｍ（ＳＨＡ）を含む
、制限されない例を手段として、フィンガープリントフィールド２１６に保存されるハッ
シュ値を作成するために用いられてもよいことを意図する。
【０１７４】
　前項に記載のように、キーマップインスタンス１４０で行われる基本的な操作は、操作
に対するパラメータとして特定されるキーと対応するエントリ１４４をそれぞれ保存し及
び取り出す、格納及び取得操作を含んでもよい。一部の実施形態において、キーマップイ
ンスタンス１４０内の様々なインデックスは、インデックス２００などの非平衡インデッ
クスとして実装されてもよい。
【０１７５】
　多数のデータアイテムをインデックス化する場合、キーマップインスタンス１４０で共
通する場合があるように、すベてのデータアイテムのためのインデックス２００の１つの
インスタンスを使用することは、実用的でないであろう。例えば、１つの大きなインデッ
クスは、インデックスを処理するシステムのメモリに完全に収まらない場合があり、イン
デックスに左右される操作の能力にマイナスに影響を与える場合がある。一部の実施形態
において、大きなインデックスは、層別の、非平衡データ構造、又は層別インデックスを
使用して実装されてもよい。一般的に言えば、層別インデックス内で、インデックス２０
０の複数のインスタンスは、階層的に識別されてもよく、階層が上であるインスタンスは
、他のインデックス２００をインデックス化してもよく、階層が下であるインデックスは
、特定のエントリ１４４、又は他のエンティティ（例えば、ブロック４２５、又はブリッ
ク４１５）をインデックス化してもよい。
【０１７６】
　層別インデックスの一実施形態を図１９に示す。図示した実施形態において、層別イン
デックス２２０は、５つのインデックス２００ａ～ｅを含む。インデックス２００ａは、
ノード２１０ｕ～ｘを含み、各ノードはインデックス２００ｂ～ｅのうちの１つのそれぞ
れのルートノードを参照する、非内部ノードである。代わりに、インデックス２００ｂ～
ｅは、図１７に示されたノード２１０ａ～ｔの様々なものをそれぞれ含む。層別インデッ
クス２２０の一部の実施形態において、インデックス２００ａのような、上位インデック
スは、メモリ、キャッシュ、又はシステム処理インデックスの別の上位メモリ階層に属す
るように設定されてもよいが、インデックス２００ｂ～ｅなどの下位インデックスは、デ
ィスク、又は別の当該メモリ階層の下位に主として属してもよい。このような実施形態に
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おいて、下位インデックスは、例えば、ページングタイプの技術を使用して、必要があれ
ば、メモリ階層の下位から上位に再配置されてもよい。多数のデータアイテムのインデッ
クスの階層的なパーティションをサポートすることによって、層別インデックス２２０は
、システム供給源をさらに効率的、効果的に使用できる。
【０１７７】
　例えば、前述のページング技術を使用して、層別インデックス２２０の頻繁に使用され
たインデックス２００は、容量が限られるが一般的にアクセスすることが速い上位のメモ
リ階層に保存されてもよいが、それほど頻繁に使用されないインデックス２００は、上位
よりは大きなストレージ容量を有するが一般的にアクセスすることが遅い下のメモリ階層
位に保存されてもよい。一部の実施形態において、ノード２１０が、層別インデックス２
２０内でインデックス２００に加えられると、個々のインデックス２００は、目的とする
サイズ（インデックスに実装するシステム上のディスクブロック、又はメモリページなど
）を超えて増大する場合があることを考慮されたい。このような実施形態において、所定
のインデックス２００が目的とするサイズを超えて増加した場合、２つ以上のインデック
スインスタンスに分割されてもよい。当該の分割の実行過程において、ノード２１０は、
新規インデックスインスタンスを説明するために必要であるものとして上位インデックス
２００に加えられてもよい。
【０１７８】
　キーマップエントリの格納又は取得操作に応じて、層別、又は非層別非平衡インデック
スは、特定のキーが、インデックス２００内のノード２１０と対応するかどうかを決定す
るためにトラバースされてもよい。非平衡インデックストラバーサルの方法の一実施形態
を図２０に示す。図示した実施形態において、インデックス内でキー値を検索する（検索
値としても言及される）ブロック２０００で開始する操作を、例えば、関連するキーマッ
プ操作を介して、特定する。それに続き、インデックスのルートノード２１０（例えば、
親ノードを有さないノード２１０）が選択される（ブロック２００２）。
【０１７９】
　選択されたノード２１０について、ノードの対応するタグ値２１２は、タグ値が、検索
値と正確に一致するか、検索値のプレフィックスであるか、又はそのいずれでもないかど
うかを決定するために検索値に対して比較される（ブロック２００４）。選択されたノー
ド２１０のタグ値２１２が検索値と一致する場合、選択されたノード２１０は、内部、又
は非内部ノードであるかどうか決定するために調査される（ブロック２００６～２００８
）。例えば、ポインタ２１８又は選択されたノード２１０の他の内容は、ノードが、エン
トリ１４４、又はインデックス２００の別のインスタンスなどのインデックス２００によ
ってインデックス化されたデータ値を参照するかを決定するために調査されてもよい。選
択されたノード２１０が内部ノードである場合、以下に説明するようにインデックス不足
が生じる場合がある（ブロック２０２２）。
【０１８０】
　選択されたノード２１０が非内部ノードである場合、選択されたノード２１０によって
参照されたデータ値は取り出される（ブロック２０１０）。層別非平衡データ構造をサポ
ートする実施形態において、一部のデータ構造インスタンスは、他のデータ構造インスタ
ンスをインデックス化してもよく、取り出されたデータ値はエントリ１４４、又はインデ
ックス２００の別のインスタンスのルートノードのいずれかと対応してもよい。取り出さ
れたデータ値がエントリ１４４である場合、インデックストラバーサルが完了され、取り
出されたエントリ１４４は、トラバーサルを始めたキーマップ操作に従い、処理されても
よい（ブロック２０１２－２０１４）。例えば、開始しているキーマップ操作が取得操作
の場合、取り出されたエントリ１４４が取得操作の結果として返されてもよい。例えば、
開始しているキーマップ操作が格納操作の場合、取り出されたエントリ１４４が、格納操
作で特定されたパラメータに従い修正されてもよい。
【０１８１】
　取り出されたデータ値が、エントリ１４４と対応しない場合、図示した実施形態におい
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て、それは別のインデックス２００のルートノード２１０と対応してもよい。同様にこの
ルートノード２１０が選択されてもよく（ブロック２０１２、２０１６）、操作は、新規
に選択されたインデックス２００のトラバーサルであるブロック２００４から処理されて
もよい。したがって、一実施形態において、図２０の方法の実行は、検索値と対応するノ
ード２１０の存在又は不足が断定的に決定されるまで続いてもよい。
【０１８２】
　ブロック２００６に戻って、選択されたノード２１０のタグ２１２が検索値と一致しな
いが、検索値のプレフィックスである場合、選択されたノード２１０の子孫は、どの子孫
も検索値と対応するかを判断するために調査されてもよい（ブロック２０１８）。そうで
ある場合、対応する子孫ノード２１０は選択されてもよく（ブロック２０２０）、操作は
ブロック２００４から処理されてもよい。一実施形態において、選択されたノード２１０
のポインタ２１８は、選択されたノード２１０のタグ２１２と共に取得された時、付加的
なタグ情報が特定のポインタ２１８と関連しているか、また検索値のプレフィックスを形
成する（又は完全に一致する）かどうか決定するために調査されてもよい。例えば、図１
７に言及して、ノード２１０ａのタグ「ａｌ」は、「ａｌｉｂａｂａ」の検索値のプレフ
ィックスであると決定されてもよい。さらに、対応するポインタ２１８によって代表され
てもよい、ノード２１０ａからノード２１０ｋのアークは、付加的なタグ情報「ｉ」と関
連する。このタグ情報は、ノード２１０ａのタグ「ａｌ」に添付されると、検索値のプレ
フィックスでもある、値「ａｌｉ」を形成する。したがって、ノード２１０ｋは、将来の
トラバーサルのために選択されてもよい。
【０１８３】
　ブロック２０１８に戻って、検索値と対応する選択されたノード２１０の子孫がない場
合、検索値は、インデックス２００内で対応するエントリ１４４を持たず、インデックス
不足としても言及される（ブロック２０２２）。該インデックス不足は、インデックスト
ラバーサルを始めたキーマップ操作の種類に従い処理されてもよい（ブロック２０２４）
。例えば、キーマップエントリ取得操作は、要求するクライアントに不足の適切な状態表
示標示を返すことによって処理してもよい。対照的に、キーマップエントリ格納操作は、
選択されたノード２１０の子孫としてインデックスに保存されるエントリ１４４と対応す
る新規ノード２１０を挿入することによって、インデックス不足を処理してもよい。例え
ば、新規ノード２１０が作成されてもよく、その様々なフィールドが、保存されるエント
リ１４４のために適切に設定されてもよく、新規ノード２１０に対するポインタ２１８が
、選択されたノード２１０内に保存されてもよい。新規ノード２１０がインデックス２０
０に付加された場合、又は存在するノード２１０が修正された場合、付加された、又は修
正されたノード２１０のすべての先祖ノード２１０のカウントフィールド２１４及びフィ
ンガープリントフィールド２１６は、変更を反映するために更新されてもよい。
【０１８４】
　ブロック２００６に戻って、選択されたノード２１０のタグ２１２が検索値と一致せず
、検索値のプレフィックスである場合、インデックス不足が生じる場合があり、ブロック
２０２２から処理が続けられる。一部の例において、この事例は、選択されたノード２１
０がインデックス２００のルートノードである時に生じる場合がある。同様に、一実施形
態において、この新規ノード２１０をインデックス２００に付加することは、検索値及び
存在するルートノード２１０（この場合、選択されたノード２１０）のタグ２１２の両方
に共通のプレフィックスであるタグ２１２を有する新規ルートノード２１０を作成するこ
とを含む。（一部の例において、新規ノード２１０の共通のプレフィックスは、あらゆる
値のための有効なプレフィックスとして解釈される、空値である場合がある。）新規ルー
トノード２１０は、子孫として、選択されたノード２１０を参照するように設定されても
よい。必要な場合、付加的なノード２１０は、検索値と対応し、新規ルートノード２１０
の付加的な子孫として構成されるために作成されてもよい。
【０１８５】
　一部の実施形態において、インデックスの不足は、選択されたノード２１０のタグ２１
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２が検索値と一致せず、検索値のプレフィックスでない場合、階層的非平衡インデックス
２００をトラバースする間、ただちに生じなくてもよいことに留意されたい。一実施形態
において、これらの事例に遭遇した場合、選択されたノード２１０が親を有する場合、親
ノード２１０が選択される。親ノード２１０が別のインデックス２００を参照する非内部
ノードである場合、参照されたインデックス２００のルートノード２１０が選択されても
よく、処理はブロック２００４から続いてもよい。そうでなければ、インデックスの不足
が生じる場合がある。（しかしながら、この事例は他のインデックス２００をインデック
ス化しない非階層的、内蔵型インデックス２００には生じなくてもよいことに留意された
い。）この事の例として、検索値が「ａｌｉｃｅ」である図１９の階層的インデックスを
考慮されたい。インデックス２００ａのトラバーサルが、タグ「ａｌｉ」を有するノード
２１０ｗに処理されてもよい。ノード２１０ｗは、「ａｌｉ」と共に検索値のプレフィッ
クスを形成する、関連するタグ情報「ｃ」をもつ子孫ノード２１０ｘに対するポインタを
有するため、ノード２１０ｘが選択されてもよい。しかしながら、ノード２１０ｘのタグ
は、一致しない、検索値のプレフィックスでない、「ａｌｉｃｉａ」である。したがって
、トラバーサルは、インデックス２００ｃを参照する非内部ノードである、ノード２１０
ｗ（ノード２１０ｘの親）に戻ってもよい。同様に、トラバーサルは、ノード２１０ｋに
対して、そして最終的に検索値と一致するタグ２１２を有する、ノード２１０ｍに対して
続いてもよい。
【０１８６】
　様々な実施形態において、非平衡インデックス２００、又は階層的非平衡インデックス
２２０は、キーマップインスタンス１４０内のキーマップエントリ１４４をインデックス
化するために使用されてもよい。例えば、階層的インデックス２２０は、１つ以上のパー
ティションインデックス４１０、ブロックインデックス４２０、又はエントリインデック
ス４３０、又はキーマップインスタンス１４０内に実装される、あらゆる他のインデック
スのレベルを実装するために用いられてもよい。上記に論考のように、異なるキーマップ
インスタンス１４０は、緩やかな同期プロトコルが用いられる場合、普通の操作の方法に
おいて相違、又は不一致になってもよい。一部の実施形態において、キーマップインスタ
ンス１４０は、インデックス構造、又はインデックス化された内容の相違を識別するため
に、一貫した順序で（例えば、縦型、又は横型検索順序）、それぞれのインデックスデー
タ構造の各ノードをトラバースする、包括的なプロトコルを使用して同期化されてもよい
。しかしながら、インデックスデータ構造内の、キーの数、及びカウントの含有及び／又
は累積したハッシュ情報よりは、むしろキー情報に従ったデータの分散などの、上記に記
載される非平衡インデックスの様々な特徴は、さらにコンピュータ的に効率的な同期化ア
ルゴリズムの実装を容易にしてもよい。
【０１８７】
　前に説明したアンチエントロピー設定の調整プロトコルの多くの可能なバージョンは、
キーマップインスタンス１４０によって実装された、非平衡で、多分満たされたインデッ
クスの使用を意図する。このようなプロトコルの一実施形態の説明は、例えば、他の事例
にわたりある事例を最適にするために選択することで、又はプロトコルの一般的なステッ
プを行うために、アルゴリズムの１つ、又は別の特定の種類又はクラスを使用することを
選択することで、一般的なプロトコルの予期される変化は、異なる実装の優先順位を提示
し得ることが既知であるが、以下のとおりである。したがって、説明された実施形態は、
制限することよりはむしろ実例として意図されたものである。
【０１８８】
　一実施形態において、非平衡インデックス２００、又は階層的非平衡インデックス２２
０の異なるインスタンスを調整するように構成されるアンチエントロピープロトコルは、
様々な種類のメッセージのインスタンス間の交換を含んでもよい。アンチエントロピープ
ロトコルの一実施形態に基づいてもよい例示的なメッセージの１組は、ＤＡＴＡメッセー
ジ、ＲＥＱＵＥＳＴメッセージ、ＨＡＳＨメッセージ、ＦＩＬＴＥＲメッセージ、及びＦ
ＩＮＧＥＲＰＲＩＮＴメッセージを含んでもよい。これらの各メッセージのそれぞれの実
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施形態の一般的な機能は、メッセージが、アンチエントロピープロトコルの実施形態を実
装するためにどのように使用されてよいかの論考に続いて、以下に説明される。以下の論
考において、当該キーマップインスタンスが、上記に記載された特徴のどれかを含む、非
平衡インデックス２００の１つ以上のインスタンス、又は層別非平衡インデックス２２０
を実装してもよいことが理解されるが、参照が、キーマップインスタンス１４０間のデー
タの交換になされてもよい。
【０１８９】
　ＤＡＴＡメッセージは、１つのキーマップインスタンス１４０から別のキーマップイン
スタンスへ、１つ以上のインデックスノード２１０においてのデータを伝えるために使用
されてもよい。一実施形態において、ＤＡＴＡメッセージは、所定のノード２１０と関連
するタグ２１２のみを伝えるように設定されてもよいが、他の実施形態において、ＤＡＴ
Ａメッセージは、所定のノード２１０と関連する他のフィールドを伝えてもよい。一部の
実施形態において、所定のノード２１０が非内部ノードである場合、ＤＡＴＡメッセージ
は、所定のノード２１０と関連するデータアイテムのすべて、又は一部分を含んでもよい
（例えば、エントリ１４４、又は別のインデックス２００のルートノード２１０について
の情報）。
【０１９０】
　ＨＡＳＨメッセージは、所定のノード２１０のフィールド、又は所定のノード２１０と
関連するデータアイテムを明示的に伝えることなく、１つのキーマップインスタンス１４
０から別のキーマップインスタンスへ、１つ以上のインデックスノード２１０についての
情報を伝えるために使用されてもよい。一実施形態において、ＨＡＳＨメッセージは、適
切なアルゴリズムに従い計算された所定のノード２１０のハッシュのみならず、所定のノ
ード２１０と関連するタグ２１２を伝えるように設定されてもよい。一部の実施形態にお
いて、所定のノード２１０のハッシュは、所定のノード２１０と関連するデータアイテム
（例えば、キーマップエントリ１４４）を反映してもよいが、所定のノード２１０のあら
ゆる子孫を除外してもよい。
【０１９１】
　ＲＥＱＵＥＳＴメッセージは、１つ以上のノード２１０に関連する情報のための要求を
伝えるために使用されてもよい。一実施形態において、ＲＥＱＵＥＳＴメッセージは、１
つ以上のタグプレフィックス値を伝えるように設定されてもよい。それに応じて、要求す
るインスタンスは、伝えられたタグプレフィックス値が実際にプレフィックスである、タ
グ２１２を有するこれらのノード２１０についての情報を受け取ることを期待してもよい
。所定のノード２１０について、受信した情報は、所定のノード２１０の対応するフィー
ルドの内容及び／又は所定のノード２１０と対応するデータアイテム（例えば、キーマッ
プエントリ１４４）を含んでもよい。一部の実施形態において、特定のタグプレフィック
ス値によって定義された結果空間内の値、又は値の範囲などは、タグプレフィックス値の
ために返された結果から除外されるべきであることを特定することによって、ＲＥＱＵＥ
ＳＴメッセージは、要求されたプレフィックス値のさらなる必要条件をサポートしてもよ
い。例えば、ＲＥＱＵＥＳＴメッセージは、プレフィックス「ａｌｅｘｅ」又は「ａｌｅ
ｘｊ」とこれらのノード２１０を除き、タグプレフィックス値「ａｌｅｘ」と一致するす
べてのノード２１０についての情報が返されるべきであることを特定してもよい。
【０１９２】
　今説明したメッセージは、個々のノード２１０の粒度のレベルで一般的に行われてもよ
い。しかしながら、キーマップインスタンス１４０間の相違が概して小さい場合（例えば
、少数のノード２１０に伝えられた）、同期化過程が、一度に複数のノード２１０の状態
を素早く確かめるために容易にしてもよい。一実施形態において、ＦＩＮＧＥＲＰＲＩＮ
Ｔ及びＦＩＬＴＥＲメッセージは、ノード２１０の総計についての情報を伝達するように
設定されてもよい。とりわけ、一実施形態において、ＦＩＮＧＥＲＰＲＩＮＴメッセージ
は、１つのキーマップインスタンス１４０から別のキーマップインスタンスへ、タグ２１
２とともに、ノード２１０のフィンガープリントフィールド２１６を伝えるように設定さ
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れてもよい。上記に記載されるように、所定のノード２１０のフィンガープリントフィー
ルド２１６は、所定のノード２１０の子孫の機能として決定されるハッシュ値を保存する
ように設定されてもよい。したがって、異なるキーマップインスタンス１４０のそれぞれ
のノード２１０のフィンガープリントフィールド２１６が等しい場合、それぞれのノード
２１０の子孫の配列及び内容が同一であることがほぼ確実であり得る（使用されたハッシ
ュアルゴリズムの特徴によって）。すなわち、それぞれのノード２１０から下に向かって
いくキーマップインスタンス１４０の部分が同期化されることは、ほぼ確実である。
【０１９３】
　フィンガープリントの使用は、相当数のノード２１０を含むキーマップインスタンスの
１４０が同期化されたか否かの素早い判断を可能にする。しかしながら、対応する一部が
同期化されてないことを示しているフィンガープリントは、概してどのように該部分が異
なるかについてのさらなる詳細を提供しなくてもよい。一実施形態において、ＦＩＬＴＥ
Ｒメッセージは、第１のキーマップインスタンス１４０から、第２のキーマップインスタ
ンス１４０へ、特定のプレフィックス値に対応するノード２１０の数をコード化するフィ
ルタ値を伝えるように設定されてもよい。第２のインスタンスは、ある場合は、どの第２
のインスタンスのノード２１０が、第１のインスタンスに存在していないかを確認するた
めに、プレフィックス値に対応する自体のノード２１０をテストするための受信したフィ
ルタ値を使用してもよい。
【０１９４】
　一実施形態において、データ値の１組をフィルタ値に回復可能にコード化するあらゆる
適切なフィルタリング技術が採用されてもよいことが考慮されるが、ＦＩＬＴＥＲメッセ
ージから伝えられたフィルタ値は、Ｂｌｏｏｍフィルタであってもよい。一般的に言えば
、値の１組のＢｌｏｏｍフィルタ（例えば、ノード２１０）は、Ｍが整数である、Ｍビッ
トと対応してもよい。Ｂｌｏｏｍフィルタに、あらゆる値がコード化される前は、最初の
値はゼロであってもよい。すなわち、フィルタのすべてのビットは、アサート停止状態で
あってもよい。Ｂｌｏｏｍフィルタは、それぞれが範囲［０、Ｍ－１］内の値でコード化
されるべき値をマップする、フィルタ内でコード化すべき各値を、ｋ独立ハッシュ機能の
各１組に通すことによって投入されてもよい。各ｋの結果として得られるハッシュ値につ
いて、Ｂｌｏｏｍフィルタ内で対応するビットはアサートされる（例えば、論理１値に設
定する）。Ｍ及びｋは、偽陽性（以下に論考）の所望の可能性のみならず、Ｂｌｏｏｍフ
ィルタ内でコード化されるべき値の数及び種類に従い、設計パラメータとして選択されて
もよい。例えば、８のハッシュ機能を使用する１０２４ビットＢｌｏｏｍフィルタにおい
て、各ハッシュ機能は、アサートされるべきフィルタの１０２４ビットの特定の１つを特
定する対応する１０ビットハッシュ値を生成してもよい。
【０１９５】
　所定の値がＢｌｏｏｍフィルタにコード化されたかどうかをテストするために、値は、
フィルタをコード化するために使用されたｋ独立ハッシュ機能の同一の組を通り、フィル
タ値の結果として得られたｋビットが調査される。フィルタの結果として得られたｋビッ
トのどれもアサートされない場合、テスト値はフィルタ内で全くコード化されない。すべ
てのフィルタの結果として得られたｋビットがアサートされる場合、テスト値はフィルタ
内でコード化されても、されなくてもよい。すなわち、テスト値は、フィルタ内で最初に
コード化されているか、又は偽陽性であってもよい。一部の実施形態において、ハッシュ
機能は、所定の値の１組が、フィルタ内で無事にコード化される時に同一の偽陽性値が作
成される可能性を低くするために、Ｂｌｏｏｍフィルタが作成された各別々の場合におい
て無作為に、又は自然発生的に作成された（例えば、現在のシステム時間の機能として）
ソルト、又はシード値でパラメータ化されてもよい。
【０１９６】
　したがって、例えば、第１のキーマップインスタンス１４０は、Ｂｌｏｏｍフィルタの
中のプレフィックスＰと対応するノード｛Ａ，Ｂ，Ｃ，Ｄ，Ｅ｝の組をコード化してもよ
く、ＦＩＬＴＥＲメッセージを使用する第２のキーマップインスタンス１４０に対してフ
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ィルタを伝えてもよい。第２のキーマップインスタンス１４０において、ノード｛Ａ，Ｂ
，Ｘ，Ｙ，Ｚ｝の１組は、プレフィックスＰと対応してもよい。第２のキーマップインス
タンス１４０は、フィルタに対する各ノードをテストしてもよく、ノードＡ、Ｂ、及びＸ
がフィルタでコード化されたが、ノードＹ及びＺはフィルタで全くコード化されなかった
ことを決定してもよい。したがって、第２のキーマップインスタンス１４０は、第１のキ
ーマップインスタンス１４０にノードＹ及びＺが存在しないことを正しく結論づけてもよ
く、ノードＡ、Ｂ及びＸが、Ｘが偽陽性である、第１のキーマップインスタンス１４０に
おそらく存在することを結論付けてもよい。その結果、第２のキーマップインスタンス１
４０は、ノードＹ及びＺについての情報を、第１のキーマップインスタンス１４０に伝え
るための行動をとってもよい。
【０１９７】
　ＤＡＴＡ、ＨＡＳＨ、ＲＥＱＵＥＳＴ、ＦＩＮＧＥＲＰＲＩＮＴ及びＦＩＬＴＥＲメッ
セージが実装され、あらゆる適切なプロトコル、又はＡＰＩに従い伝えられてもよく、メ
ッセージを解読及び適切に処理するために必要なあらゆる付加的な情報のみならず、上記
に記載されるように、情報を伝えるように構成されるフィールド、又はパラメータの様々
な種類を含んでもよいことを考慮されたい。一実施形態において、メッセージは、メッセ
ージに含まれる所定のタグ値について、送信するキーマップインスタンスが、それぞれ、
得られたデータ、及び必要なデータパラメータとして言及される、対応するデータ、又は
必要な対応するデータのいずれかを有するかどうかを示す、付加的なパラメータを含んで
もよい。例えば、キーマップインスタンス１４０が、タグ「ａｌ」と、いくつかの数の子
孫を有するノード２１０のためにＦＩＮＧＥＲＰＲＩＮＴメッセージを送信する場合、イ
ンスタンスは、「ａｌ」によって定義されたプレフィックス空間内にいくつかのノード２
１０を有することを示す、得られたデータパラメータを含んでもよい。またインスタンス
は、例えば、「ａｌ」によって定義されたプレフィックス空間のコピーが、不完全である
と考えられる場合、必要なデータパラメータを含んでもよい。一部の実施形態において、
ＤＡＴＡ又はＨＡＳＨメッセージは、必要なデータパラメータを明示的に特定してもよい
一方、ＦＩＬＴＥＲ又はＲＥＱＵＥＳＴメッセージは明示的に得られデータパラメータを
特定するが、得られたデータパラメータは、ＤＡＴＡ及びＨＡＳＨメッセージに潜在して
もよいが、必要なデータパラメータは、ＦＩＬＴＥＲ及びＲＥＱＵＥＳＴメッセージに潜
在してもよい。一実施形態においてＦＩＬＴＥＲメッセージは、必要なデータパラメータ
、又は得られたデータパラメータの少なくとも１つを特定することが要求されてもよい。
【０１９８】
　一実施形態において、２つのキーマップインスタンスによって実行されたアンチエント
ロピープロトコルは、２つのインスタンスが互いに接点を確率する時に開始してもよい。
各インスタンスは、その両方がいくつかのデータを持ち、欠くことを仮定してもよい。同
様に、各インスタンスは、インスタンスのルートノード２１０のタグ２１２及びフィンガ
ープリント２１６を特定し、得られたデータ及び必要なデータパラメータを含む、ＦＩＮ
ＧＥＲＰＲＩＮＴメッセージを他のインスタンスへ送信してもよい。例えば、層的非平衡
インデックス２２０を用いるキーマップインスタンス１４０の実施形態において、ルート
ノード２１０は、親ノード、又は上位のインデックス２００を持たないインデックス２０
０内に、親ノードを持たないノード２１０と対応してもよい。
【０１９９】
　ＦＩＮＧＥＲＰＲＩＮＴメッセージ処理の方法の一実施形態を、図２１に示した。図示
した実施形態において、操作は、ＦＩＮＧＥＲＰＲＩＮＴメッセージが、メッセージ送信
側から受信されたブロック２１００で開始する。例えば、第１のキーマップインスタンス
１４０は、タグ値、フィンガープリント、及び１つ以上の得られたデータ、又は必要なデ
ータパラメータを含むＦＩＮＧＥＲＰＲＩＮＴメッセージを、第２のキーマップインスタ
ンス１４０に伝えてもよい。ＦＩＮＧＥＲＰＲＩＮＴメッセージが受信された後、メッセ
ージ受信部のインデックスは、受信したタグ値が、対応するタグフィールド２１２のプレ
フィックスである（又は正確に一致する）ノード２１０が存在するかどうかを識別するた
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めに、トラバースされてもよい（ブロック２１０２）。例えば、キーマップインスタンス
１４０のインデックスは、図２０の方法を使用する、又は本願の適切な改良型を使用する
ルートノードから始まってトラバースされてもよい。
【０２００】
　受信したタグ値がプレフィックスでない、又はいかなるノード２１０のタグフィールド
２１２の正確な一致でない場合、ＦＩＮＧＥＲＰＲＩＮＴメッセージによって参照された
ノードと対応するノード２１０は、メッセージ受信部に存在しなくてもよい。同様に、受
信部は、最初に受信したＦＩＮＧＥＲＰＲＩＮＴメッセージに含まれるタグ値を特定する
送信側に、ＲＥＱＵＥＳＴメッセージをメッセージ送信側に伝えることによって応答して
もよい（ブロック２１０４）。一実施形態において、ＲＥＱＵＥＳＴメッセージの処理は
、以下に詳しく説明するように続行されてもよい。一部の実施形態において、ＲＥＱＵＥ
ＳＴメッセージは、受信されたＦＩＮＧＥＲＰＲＩＮＴメッセージが得られたデータパラ
メータを示す場合のみに伝えられてもよい。
【０２０１】
　一部の実施形態において、アンチエントロピープロトコルの操作の間に交換された個々
のメッセージの完了は、付加的なメッセージが、所定のメッセージが無事に完了すること
に応じて作成されたかどうかに左右される。すなわち、一部の実施形態において、個々の
メッセージを処理することは、他のメッセージに関して、処理状況を把握しない、非同期
方法で生じてもよい。本願に記載される例示的な実施形態の論考において、この処理状況
を把握しない、非同期モデルが仮定される。したがって、ＲＥＱＵＥＳＴメッセージが作
成された後、ＦＩＮＧＥＲＰＲＩＮＴメッセージの処理は、それ自体が完了と見なされて
もよい（ブロック２１０６）。しかしながら、このモデルは、アンチエントロピープロト
コルの一般的な操作にとって絶対に必要ではなく、他の実施形態において、いかなる所定
のメッセージは、下位に作成されたメッセージとの、又は所定のメッセージへの応答にお
いて、同期化を遮断、待機、又は維持してもよい。例えば、明示的なハンドシェイク、肯
定応答、再試行、又は他の種類のプロトコルは、１つのメッセージから別のメッセージへ
の完了の状態を伝えるために、一部の実施形態に用いられてもよい。
【０２０２】
　受信されたタグ値が、メッセージ受信部で特定のノード２１０のタグ２１２のプレフィ
ックス、又は一致として対応する場合は、受信されたフィンガープリント値は、２つのフ
ィンガープリントが一致するかどうかを決定するために、特定のノード２１０のフィンガ
ープリントフィールド２１６と比較されてもよい（ブロック２１０８）。一致する場合、
メッセージ送信側とメッセージ受信側が、受信されたタグ値に関して同期化されることが
ほぼ確実（例えば、異なるデータから作成されているにもかかわらず、衝突する、又は同
一の値を有する、２つのフィンガープリントを作るために使用する、フィンガープリント
アルゴリズムの可能性に従い）である。例えば、プレフィックスとしての受信されたタグ
値を有するいかなるノード２１０が、ＦＩＮＧＥＲＰＲＮＴメッセージが送信されたキー
マップインスタンス１４０及び、メッセージが受信されたキーマップインスタンス１４０
内と同一の状態である。したがって、ＦＩＮＧＥＲＰＲＩＮＴメッセージに応じて作成さ
れた付加的なメッセージはなくてもよく、メッセージは完了と見なされる（ブロック２１
０６）。
【０２０３】
　フィンガープリントが一致しない場合、メッセージ送信側とメッセージ受信側は、受信
されたタグ値に関して同期化しておらず、送信側と受信側の状態が共に近くなるようにす
るためには付加的な作業が必要とされる場合がある。上記に記載されるように、ＦＩＬＴ
ＥＲメッセージは、送信側があるノード２１０についての特定の情報を受信側と通信する
ことを可能にするのに役立ってもよい。しかしながら、一部の実施形態において、妥当な
偽陽性割合を保ちながらＦＩＬＴＥＲメッセージにコード化されてもよいノード２１０の
数は、あるしきい値に限られてもよい。子孫ノード２１０の数が、受信されたタグ値と一
致するメッセージ受信側ノード２１０でしきい値を超える場合、ＦＩＬＴＥＲメッセージ
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を送信する前に付加的なＦＩＮＧＥＲＰＲＩＮＴメッセージの処理を行うことはさらに効
率的であり得る。
【０２０４】
　したがって、図示した実施形態において、フィンガープリントが一致しない場合、メッ
セージ受信側の特定のノード２１０のカウントフィールドが、ＦＩＬＴＥＲメッセージ処
理のしきい値を超えるかどうか決定するために調査される（ブロック２１１０）。超える
場合、メッセージ受信側は、受信されたタグ値がプレフィックスである特定のノード２１
０の子に従い、受信されたタグ値と対応するインデックス範囲の一部を細分化するように
設定されてもよい（ブロック２１１２）。各子ノード２１０について、メッセージ受信側
は、それぞれの子ノード２１０のタグ２１２及びフィンガープリントフィールド２１６を
特定して、最初のメッセージ送信側に、対応するＦＩＮＧＥＲＰＲＩＮＴメッセージを送
り返すように設定されてもよい（ブロック２１１４）。さらに、例えば、特定のノード２
１０の子によって示されたような、受信されたタグ値と対応するインデックス範囲の一部
に格差がある場合、メッセージ受信側は、格差と対応するタグ値にたいして１つ以上のＲ
ＥＱＵＥＳＴメッセージを送るように設定される（ブロック２１１６）。受信されたＦＩ
ＮＧＥＲＰＲＩＮＴメッセージの処理は、そこで完了と見なされてもよい（ブロック２１
１８）。一実施形態において、上記の行動に加え、受信されたタグプレフィックス値が特
定のノード２１０の完全な一致である場合、特定のノード２１０に対応するＨＡＳＨメッ
セージは、メッセージ送信側に返されてもよい。
【０２０５】
　例えば、図１７に示すように、メッセージ受信側のインデックス２００の特定のノード
２１０ａは、タグ「ａｌ」、及び対応するタグ「ａｌａｎ」、「ａｌｅｘ」、「ａｌｆｒ
ｅｄ」、「ａｌｉ」及び「ａｌｚ」を有する子を有してもよい。これは、メッセージ受信
側が、「ａｌｂ」、「ａｌｃ」又は「ａｌｄ」で始まるであろうノード２１０についてで
はなく、「ａｌａｎ」及び「ａｌｅｘ」で始まるノード２１０についてのある情報を有す
ることを示唆する。同時に、メッセージ受信側は、子のタグ間の格差に対するＲＥＱＵＥ
ＳＴメッセージのみならず、ノード２１０ａの各ノードに対するＦＩＮＧＥＲＰＲＩＮＴ
メッセージを伝えてもよい。負のＲＥＱＵＥＳＴ構文がサポートされる実施形態において
、メッセージ受信側は、特定のノードの子と対応するタグ以外のタグに対するＲＥＱＵＥ
ＳＴメッセージを伝えてもよい。例えば、メッセージ受信側は、「ａｌａｎ」、「ａｌｅ
ｘ」、「ａｌｆｒｅｄ」、「ａｌｉ」及び「ａｌｚ」とプレフィックスであるタグ以外の
タグに対してＲＥＱＵＥＳＴメッセージを送ってもよい。
【０２０６】
　特定のノード２１０のカウント値が処理しているＦＩＬＴＥＲメッセージのしきい値を
超えない場合、また、受信されたＦＩＮＧＥＲＰＲＩＮＴメッセージが、得られたデータ
パラメータを含む場合、メッセージ送信側は、メッセージ受信側に存在しないノード２１
０についての特定の情報を有してもよい。同様に、メッセージ受信側は、特定のノード２
１０の子孫である各ノード２１０をフィルタ（例えば、上記載のＢｌｏｏｍフィルタ）に
コード化する、ＦＩＬＴＥＲメッセージを送るように設定されてもよい（ブロック２１２
０～２１２２）。例えば、図１７に言及して、特定のノードが、ノード２１０１と対応す
る場合、各ノード２１０ｍ～ｑをコード化するＢｌｏｏｍフィルタは、ＦＩＬＴＥＲメッ
セージを介して作成され、返されてもよい。図示した実施形態において、得られたデータ
パラメータが最初のＦＩＮＧＥＲＰＲＩＮＴメッセージに含まれていなかった場合、それ
ぞれのＦＩＮＧＥＲＰＲＩＮＴメッセージは、ＦＩＬＴＥＲメッセージの代わりに、特定
のノード２１０の各子に対して作成され、メッセージ送信側に返されてもよい（ブロック
２１２４）。これらのＦＩＮＧＥＲＰＲＩＮＴメッセージは、得られたデータパラメータ
を含んでもよい。この事例において、以下のＦＩＬＴＥＲ又はＦＩＮＧＥＲＰＲＩＮＴメ
ッセージの作成のいずれかは、受信されたＦＩＮＧＥＲＰＲＩＮＴメッセージの処理が完
了してもよい（ブロック２１１８）。
【０２０７】
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　ＦＩＬＴＥＲメッセージ処理の方法の一実施形態を、図２２に示す。図示された実施形
態において、操作は、例えば、上記に記載されるように、ＦＩＮＧＥＲＰＲＩＮＴメッセ
ージに応じて、タグ値及びフィルタ値を含むＦＩＬＴＥＲメッセージがメッセージ送信側
から受信されるブロック２２００で始まる。ＦＩＬＴＥＲメッセージが受信されると、メ
ッセージ受信側のインデックスは、図２１に関して上記の記載と同様の方法で、受信され
たタグ値（例えば、受信されたタグ値がプレフィックスである、又は一致する）と対応す
るノード特定のノード２１０を識別するためにトラバースされる（ブロック２２０２）。
一部の実施形態において、ＦＩＬＴＥＲメッセージが別のメッセージに応じて作成される
場合、受信されたタグ値と対応するノード２１０は概して存在する。
【０２０８】
　メッセージ受信者は、それがある場合には、フィルタ値にコード化されないノード２１
０を識別するために、ＦＩＬＴＥＲメッセージに提供されたフィルタ値に対する特定のノ
ード２１０の各子孫をテストしてもよい（ブロック２２０４）。フィルタ値にコード化さ
れないメッセージ受信側の各ノード２１０について、対応するＤＡＴＡメッセージが、メ
ッセージ送信側に返されてもよい（ブロック２２０６）。ＦＩＮＧＥＲＰＲＩＮＴメッセ
ージの処理は、そこで完了と見なされてもよい（ブロック２２０８）。上記に記載される
ように、ＦＩＬＴＥＲメッセージに用いられるフィルタアルゴリズムの種類及び形態によ
って、偽陽性が生じる場合がある。すなわち、メッセージ受信側は、実際にはそうでない
時に、ノード２１０のあるものがフィルタ値にコード化されており、したがって、メッセ
ージ送信側と同一の状態を呈すると誤って結論付ける場合がある。したがって、アンチエ
ントロピープロトコルの１ラウンドは、各ノード２１０に関して同期化になる２つのキー
マップインスタンス１４０の結果にならなくてもよい。しかしながら、多くの実施形態に
おいて、アンチエントロピープロトコルの１ラウンドは、インスタンスがさらに相違する
ようになることを引き起こさなくてもよく、異なるインスタンス、及び使用されるアルゴ
リズムの特徴の程度によって、（例えば、フィルタのコード化のためのしきい値に定めら
れた偽陽性の確率）プロトコルの反復のアプリケーションが、可能性のある程度を伴うい
くらかのラウンド内で収束することが期待されてもよい。
【０２０９】
　一部の実施形態において、ＨＡＳＨ、ＲＥＱＵＥＳＴ、及びＤＡＴＡメッセージの処理
は、ＦＩＬＴＥＲ及びＦＩＮＧＥＲＰＲＩＮＴメッセージよりもかなり単純である。一実
施形態において、ＨＡＳＨメッセージ受信側は、メッセージに含まれるタグ値と対応する
ノード２１０を識別する試みをしてもよく、識別されたノード２１０の対応するハッシュ
値を計算してもよい。受信されたハッシュ値が、計算されたハッシュ値と一致する場合、
識別されたノード２１０は、メッセージ送信側で対応するノード２１０とすでに同期化し
ていてもよい。そうでない場合、受信されたタグ値を含むＲＥＱＵＥＳＴメッセージは、
送信側がさらに最新のデータバージョンを取得するために返される。
【０２１０】
　ＲＥＱＵＥＳＴメッセージの処理は、一実施形態において、例えば、上記に記載される
非平衡インデックス誘導技術を使用して、メッセージに含まれた受信されたタグ値が一致
する、又は対応するタグ値２１２のプレフィックスである各ノード２１０を識別するメッ
セージ受信側を、単に含んでもよい。各識別されたノード２１０について、上記に記載さ
れるように構成された、対応するＤＡＴＡメッセージは、メッセージ送信側に返されても
よい。一実施形態において、受信されたＤＡＴＡメッセージの処理は、メッセージ受信側
で、メッセージに示されたタグ値と対応するノード２１０が存在するかどうかを識別する
ことを含んでもよい。存在しない場合、対応するノード２１０が、メッセージから抽出さ
れたデータと共に作成され、投入されてもよい。存在する場合、存在するノード２１０及
び／又はその対応するデータ値に関連するデータは、メッセージから抽出されたデータと
置き換えられてもよい。一部の実施形態において、存在するノード２１０のデータは、受
信されたデータがさらに最新のものである場合にのみ置き換えられてもよい。例えば、Ｄ
ＡＴＡメッセージは、メッセージ送信側でノード２１０と対応するエントリ１４４の内容
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を含んでもよく、エントリ１４４は、受信されたエントリ１４４が存在するエントリ１４
４よりもさらに最新であるかどうかを確かめるために、メッセージ受信側で対応するタイ
ムスタンプ情報と比較してもよい、タイムスタンプ情報を含んでもよい。最新である場合
、受信されたエントリ１４４は、存在するエントリ１４４を置き換えてもよい。
【０２１１】
　図２１の一般的な同期プロトコルのバリエーションは可能であり、考えられる。例えば
、一定の長さを有するパケットを使用して行われるキーマップインスタンス間の伝達の実
施形態において、回線容量使用は、特定のノード２１０と対応する１つのＦＩＮＧＥＲＰ
ＲＩＮＴメッセージというよりはむしろ、１パケット内の複数のノード２１０のための複
数のＦＩＮＧＥＲＰＲＩＮＴメッセージを伝えることによって、改善されてもよい。当該
のパケットを受け取るインスタンスは、送信側とさらにメッセージを交換する必要なく、
送信者と一致しないインデックス２００の特定の１つを速やかに見分けることが出来ても
よい。例えば、第１のＦＩＮＧＥＲＰＲＩＮＴメッセージが一致しない場合、受信側は、
パケットの送信側に対するＲＥＱＵＥＳＴ、ＦＩＬＴＥＲ、又は他のメッセージを発行す
る前に、パケット内で、他のＦＩＮＧＥＲＰＲＩＮＴメッセージを考慮してもよい。そう
することで、受信者は、相違をデータの特定の部分に絞ることが出来、すでに同期化され
ているデータ構造の他の部分に関するメッセージを交換するための不必要なネットワーク
トラフィックを削減してもよい。
【０２１２】
　概して、アンチエントロピープロトコル及び／又は更新伝播プロトコルを使用するキー
マップインスタンス調整の実行のための上記に記載されるいずれかの方法、又は技術は、
インスタンス内のキーマップインスタンス１４０、又は個々のホスト４００のレベルで操
作されるように構成されるキーマップコーディネータ過程によって、実装されてもよいこ
とを意図する。非平衡データ構造のためのアンチエントロピープロトコルを実装するため
の、前述の方法及び技術の多くの変更は可能であり、企図され、上記の論考は、限定的と
いうよりは実例であることが意図される。例えば、他と頻繁に伝達する一部のエンティテ
ィを介するプロトコルの一般的なクラス、ネットワーク全体を通じて情報を分散するため
に無作為に選択されたエンティティは、ゴシップ系プロトコルとして言及されてもよく、
ゴシップ系のプロトコルの他の技術、又は態様は、キーマップインスタンス１４０間のア
ンチエントロピープロトコルの使用に用いられてもよい。様々な実施形態において、上記
に記載される実例同期化メッセージ（又は、他の適切なメッセージ）は、異なる特徴を有
する同期プロトコルをもたらす異なる様式に組み合わされてもよい。
【０２１３】
　さらに、図１７～２２に関し、上記に記載される層的インデックス化データ構造及び同
期化技術がキーマップインスタンス１４０内で使用するための効果的なデータ構造の実装
の内容で論考されてきたが、当該データ構造及び同期化技術は、速やかなアクセスのため
にインデックス化されてもよい、大量のデータのあらゆるアプリケーションに用いられて
もよいことを意図したものである。当該のアプリケーションは、図２のシステムのような
、オブジェクトストレージシステムを必ずしも含む必要はないが、データインデックス化
が適用できる、データ系システム、検索システム、又はあらゆる他のアプリケーションを
含んでもよい。
【０２１４】
　様々な実施形態において、本願に説明された事例の無作為な作成、又は選択のいかなる
種類の実装は、乱数、又は自称発生のためのいかなる適切なアルゴリズム、又は技術を用
いてもよいことを留意したい。多くの場合、無作為の方法を実装するコンピュータ技術は
、純粋に無作為な結果を生まず、むしろ擬似乱数の結果を生む場合がある。例えば、擬似
乱数アルゴリズムは、確率的に無作為な結果を作成するように構成される決定論的な過程
を特定してもよい。本願で使用されるように、「無作為」又は「実質的に無作為」データ
の作成は、純粋に無作為データ供給源のみならず、あらゆる適切な擬似乱数コンピュータ
技術を含むことを意図するものである。
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【０２１５】
ストレージサービスコンポーネント検出及び管理
　ストレージサービスシステムの大規模な、極めて分散された実装において、システム全
体にわたって分散された図２に示す多くの様々なシステムコンポーネントがあってもよい
。例えば、ビットストアノード１６０、コーディネータ１２０、及びキーマップインスタ
ンス１４０の数百、又は数千の例がある場合がある。このような規模の分散型システムの
状態を管理することは、実用的な課題をもたらす。例えば、特定のシステムコンポーネン
トの異なるインスタンスは、計画されたメンテナンス、コンポーネントに依存するコンピ
ュータ供給源の障害、機能に反してコンポーネントを孤立させる伝達障害、又は他の理由
のため、いかなる時に稼動しない場合がある。さらに、新しい、又は以前のコンポーネン
トの非稼動は、任意の、又は予想不可能な時にある事例において稼動に戻る場合がある。
【０２１６】
　一実施形態において、発見、障害、及び検出デーモン（ＤＦＤＤ）１１０は、ストレー
ジサービスシステムの様々な関連するコンポーネントの状態をそれぞれ監視するように構
成され、当該の状態に関して互いに伝達しあうように構成され、当該のクライアントが、
キーマップ、又はビットストア操作などの、システム操作を実行するために使用されても
よい、利用可能なシステムコンポーネントを識別してもよいことを通じるインターフェー
スでＤＦＤＤクライアントアプリケーションを提供するように設定されてもよい。概して
、ＤＦＤＤ１１０は、他のコンポーネントに代わって、ストレージサービスシステムコン
ポーネントの現在の状態の一様にアクセス可能なビューを提供するように設定されてもよ
い。すなわち、他の、類似しないコンポーネントとの状態情報の直接の伝達のために構成
された、複数の異なるインターフェースを有するストレージサービスシステムの様々なコ
ンポーネントを構成するよりはむしろ、当該の情報を提供し、それに依存する各コンポー
ネントは、基本的なＤＦＤＤインターフェースを介してＤＦＤＤ１１０のインスタンスと
伝達するように設定されてもよい。一部の実施形態において、ＤＦＤＤ１１０は、オペレ
ーティングシステムによって管理される環境内で行われるように構成される、デーモン過
程として実装されてもよい。しかしながら、他の実施形態において、ＤＦＤＤ１１０は、
オペレーティングシステム、又は他のコンポーネントに依存、又は従属する必要なく、本
願に記載される機能性を実装するように構成される、独立した、又は自立したハードウェ
ア、又はソフトウェア媒体として、実装されてもよい。
【０２１７】
　一般的に言えば、ＤＦＤＤ１１０のインスタンスによって発見、及び監視されるように
構成される、ストレージサービスシステムコンポーネントの各インスタンスは、アプリケ
ーションインスタンスといわれることもある。例えば、操作状態、又は所定のビットスト
アノード１６０のヘルス状態は、所定のビットストアノード１６０によって実行されるた
めに構成されるＳＮＭコントローラ１６１のインスタンスによって示されてもよい。した
がって、ＳＮＭコントローラ１６１は、ビットストアアプリケーションインスタンスと対
応してもよい。同様に、キーマップインスタンス１４０の操作状態は、キーマップインス
タンス内の１つ以上のホスト４００で実行されるために構成されるキーマップマネージャ
ーのインスタンスによって示されてもよい。各キーマップマネージャーインスタンスは、
キーマップアプリケーションインスタンスと対応してもよい。他の種類のアプリケーショ
ンインスタンスも可能であり、考えられる。例えば、一実施形態において、１つ以上のス
トレージサービスシステムコンポーネントが展開されたものを介する各コンピュータシス
テムは、プロセッサ、メモリ、ディスク、入力／出力（Ｉ／Ｏ）、又は他のシステム供給
源の使用などの、システム特定の操作状態の詳細を検出し、報告するように構成される、
ホスト監視アプリケーションインスタンスを含んでもよい。一部の実施形態において、Ｄ
ＦＤＤ１１０の各インスタンスは、それ自体アプリケーションインスタンスとして設定さ
れてもよい。すなわち、ＤＦＤＤインスタンスは、他のアプリケーションインスタンスの
状態に加えて、それ自体、操作状態を監視するように設定されてもよい。
【０２１８】
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　ストレージサービスシステム内で、アプリケーションインスタンスは、一般的にアプリ
ケーション名で識別され、それぞれのアプリケーションインスタンス識別子（ＩＤ）によ
って固有に識別されてもよい。例えば、特定のアプリケーション名は、「キーマップ－マ
ネージャー」、「ビットストア－マネージャー」、「ホスト－マネージャー」、又は別の
適切な名前などの、アプリケーションインスタンスの包括的な種類を識別する文字列を含
んでもよいが、アプリケーションインスタンスＩＤは、アプリケーション名前領域内で特
定のインスタンスを固有に識別する文字列を含んでもよい。一部の実施形態において、ア
プリケーションインスタンスＩＤは、「キーマップ－マネージャー－４ＡＢ８Ｄ９４５」
などの、アプリケーション名を明示的に含んでもよい。アプリケーションインスタンスＩ
Ｄのための他の適切な形式も用いられてもよい。一実施形態において、ＤＦＤＤ１１０の
所定のインスタンスは、それぞれの状況情報を有する、多くのアプリケーションインスタ
ンス（例えば、名前及びインスタンスＩＤを介して）を関連させるように設定されてもよ
い。例えば、図２３に示す実施形態において、ＤＦＤＤ１１０は、それぞれがアプリケー
ション名１１２及びインスタンスＩＤ１１３とインスタンス状況情報１１４を結びつける
、多くのエントリ１１１を含む。一部の実施形態においてＤＦＤＤ１１０は、状態情報１
１４と、所定のアプリケーション名１１２及びインスタンスＩＤ１１３との異なる種類の
関連づけを反映するための１つ以上のテーブルを用いてもよいが、他の実施形態において
、ＤＦＤＤ１１０は、ツリー、上記に記載されるような非平衡インデックス、又は所定の
アプリケーションと対応する状態情報間の関連付けを暗示するあらゆる他の適切な種類の
データ構造を用いてもよい。
【０２１９】
　一部の実施形態において、アプリケーションインスタンスＩＤは、粒度の任意のレベル
のそれ自体の名前領域を含んでもよいことに留意されたい。例えば、一実施形態において
、所定のキーマップアプリケーションインスタンスＩＤは、＜マップ名＞／＜インスタン
ス＞／＜エンドポイント＞形式の場合がある。＜マップ名＞という用語は、所定のキーマ
ップ展開と概して対応してもよい、キーエントリ関連付けの特定のキーマップ辞書を識別
してもよい。（キーマップアプリケーションインスタンスが、異なるキーマップ展開をＤ
ＦＤＤ１１０の同一のインスタンス内で管理することは可能である。）＜インスタンス＞
という用語は、固有の文字列によって、キーマップインスタンス１４０内の特定のホスト
４００を識別してもよい。＜エンドポイント＞という用語は、識別されたホスト４００（
例えば、特異的な過程）で実行する多くの機能的に同一のキーマップアプリケーションの
１つを識別してもよい。アプリケーションインスタンスＩＤ内の他の複雑な名前領域は、
可能であり、考えられる。
【０２２０】
　ＤＦＤＤ１１０によってアプリケーションインスタンスと関連する状態情報は、様々な
異なる種類の情報を含んでもよい。一実施形態において、ＤＦＤＤ１１０は、ＤＦＤＤ１
１０によって管理されるすべての種類のアプリケーションインスタンスに共通であっても
よい、広域状態情報である、状態情報１１４内に保存されるように設定されてもよい。例
えば、さらに以下に詳しく説明するように、一部の実施形態において、ＤＦＤＤ１１０は
、状態の１組の間の考えられる移行のみならず、アプリケーションインスタンスの広域操
作状況（又は、単に広域状態）の１組を定義する、広域操作状態マシンを実装してもよい
。このような実施形態において、ＤＦＤＤ１１０によって管理された各アプリケーション
インスタンスは、いかなる時に、広域状態の組の特定の１つと関連してもよく、所定のア
プリケーションインスタンスのための広域状態は、アプリケーションインスタンスのマシ
ン、及び動作に従い、時間と共に変化してもよい。
【０２２１】
　アプリケーションインスタンスの広く異なる種類に共通してもよい、広域状態情報に加
えて、一部の実施形態において、状態情報１１４は、特定のアプリケーションインスタン
ス又はインスタンスの種類に特定されてもよく、又はカスタマイズされる場合がある操作
状態情報を反映してもよい。例えば、アプリケーションインスタンスが、特定のビットス
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トアノード１６０のビットストアマネージャーと対応する場合、その状態情報１１４は、
その特定のノードで利用可能なストレージリソースの量、これらの供給源の該種類（例え
ば、高性能、低性能など）、又はビットストアノードの該内容に特有である、あらゆる他
の関連する状態情報を含んでもよい。同様に、特定のキーマップインスタンス１４０のキ
ーマップマネージャーに対応するアプリケーションインスタンスについては、その状態情
報は、特定のキーマップインスタンス、使用される、又は利用可能なキーマップストレー
ジリソース、又は、他の関連するキーマップ状態情報によって管理されるエントリ１４４
の数についての情報を含んでもよい。一部の実施形態において、どのアプリケーションイ
ンスタンス特有の状態情報を対応するＤＦＤＤエントリ１１１内に含むかという選択は、
ＤＦＤＤクライアントの要求に従い決定されてもよい。例えば、いくつかの選択肢から特
定のビットストア又はキーマップアプリケーションを選択することにおいて、コーディネ
ータ１２０又はノードピッカー１３０を援助するために使用できてもよい状態情報は、こ
れらのアプリケーションインスタンスのＤＦＤＤエントリ１１１内に含まれてもよい。
【０２２２】
　一部の実施形態において、アプリケーションインスタンスの状態情報１１４は、どのよ
うにＤＦＤＤクライアントがインスタンスへアクセスするかについての情報も含んでもよ
い。例えば、状態情報１１４は、ＤＦＤＤクライアントが、アプリケーションインスタン
スとの連絡を通じて確立してもよい、インターネットプロトコル（ＩＰ）アドレス及びポ
ート番号を含んでもよい。一部のアプリケーションインスタンスは、ウェブサービスイン
ターフェース、出版／購読型インターフェース、又は他の適切なインターフェースなどの
他の種類のインターフェースをサポートしてもよい。このような実施形態において、出版
／購読チャネルを購読するための、又はアプリケーションインスタンスとの通信を確立す
るために必要な別の種類の処置を行うために、状態情報１１４はＵＲＬ、又はＤＦＤＤク
ライアントがウェブサービスコールを実行するために必要な他の情報を含んでもよい。一
部の実施形態において、アプリケーションインスタンスアクセス情報に加えて、又はその
代わりに、状態情報１１４は、ストレージサービスシステム内に物理的に位置付けられて
いる場所についての情報を含んでもよい。例えば、状態情報１１４は、特定のアプリケー
ションインスタンスが対応する、データセンタ３００、又は領域３１０の識別子を含んで
もよい。
【０２２３】
　上記に記載されるように、一部の実施形態において、ＤＦＤＤ１１０は、所定のアプリ
ケーションインスタンスが通常に操作しているか、したがって、使用できるか、又は異常
な状態にあるかどうかを一般用語で示してもよい、個々のアプリケーションインスタンス
のための広域状態情報を維持してもよい。一実施形態において、ＤＦＤＤ１１０のインス
タンスによって監視するように構成された各アプリケーションインスタンスは、（必ずし
もではないが）多くの場合、数秒、又は数分などの通常の間隔で、ＤＦＤＤ１１０へその
状態を報告するように設定されてもよい。このような報告は「ハートビート」と言われる
こともある。ハートビート報告は、あらゆる適切なプロトコルに従い（例えば、ＴＣＰ／
ＩＰメッセージとして、ウェブサービスコールとして、又は他の基準、又は所有者メッセ
ージプロトコルに従って）通信されてもよく、情報の内容によって様々であってもよい。
最小限の例として、所定のアプリケーションインスタンスは、所定のインスタンスに対応
するアプリケーション名及びアプリケーションインスタンスＩＤを単に含むＤＦＤＤ１１
０に対するハートビートを提出してもよい。他の事例において、所定のアプリケーション
インスタンスは、ローカル供給源利用の特定の状態などの、ハートビートにおける付加的
な状態情報を含んでもよい。一部の実施形態において、アプリケーションインスタンスは
、ハートビートを送信する前に、それ自体の機能状態を確認するために、あるレベルの自
己診断、又は自己照合を実行するように設定されてもよいが、他の実施形態において、ア
プリケーションインスタンスは、いかなる自己評価に依存することなく、ハートビートを
送信してもよい。
【０２２４】
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　一般的に言えば、予想通りに、アプリケーションインスタンスが、ＤＦＤＤ１１０へハ
ートビートを送信している場合、それは通常に操作しているという理にかなった可能性が
ある。ハートビートがある期間にわたって中断されなければならない場合、アプリケーシ
ョンインスタンスに異常があるという理にかなった可能性がある。図２４は、ハートビー
トアクティビティ及び／又は他のパラメータの機能として、各アプリケーションインスタ
ンスのためにＤＦＤＤ１１０によって維持されてもよい広域状態マシンの一実施形態を示
す。図示した実施形態において、新規のアプリケーションインスタンスは、ＮＥＷ状態で
オンライン化され、例えば、間もなく操作を開始し、ＤＦＤＤ１１０のインスタンスの存
在を知らせ、アプリケーション名、アプリケーションインスタンスＩＤ、及び対応するエ
ントリ１１１を使用するために、ＤＦＤＤ１１０に必要なあらゆる他の情報を提供する。
新規のアプリケーションインスタンスが安定し、通常の操作を開始すると、ＯＫ状態に入
る。様々な実施形態において、ＮＥＷからＯＫ状態への移行は、時間の機能（例えば、ア
プリケーションインスタンスの種類に基づいた初期設定時間）、アプリケーションインス
タンス自己報告、管理者介入、又はこれら、又は他の要素の組み合せであってもよい。
【０２２５】
　図示した実施形態において、インスタンスのＤＦＤＤ１１０への最後のハートビートが
障害しきい値Ｔfail未満であるため、アプリケーションインスタンスは、時間が経過した
間、ＯＫ状態を維持してもよい。例えば、ＤＦＤＤ１１０は、対応するインスタンスから
受信した各ハートビートに増加された各アプリケーションインスタンスのためのカウンタ
を維持してもよく、Ｔfailが経過する前にその値が変更するかどうかを確かめるためにそ
れぞれのカウンタ（例えば、カウントダウン時間）を監視してもよい。一部の実施形態に
おいて、以下に説明するように、当該の状態のなかで相違がある場合があるが、ＯＫ（及
び、あるいはＮＥＷ）以外の広域状態は、異常な操作状態、又は障害状態として概して言
及される場合がある。
【０２２６】
　アプリケーションインスタンスのための最後のハートビートから時間Ｔfailが経過した
場合、その広域状態は、ＩＮＣＯＭＭＵＮＩＣＡＤＯへ移行してもよい。図示した実施形
態において、ＩＮＣＯＭＭＵＮＩＣＡＤＯは、アプリケーションインスタンスに異常があ
るが、永久に障害があることを断定的に決定されていないことを示す過渡状態として機能
してもよい。例えば、アプリケーションインスタンスは、一時的に行き詰まる、又はハン
グアップする場合があり、ＤＦＤＤ１１０へのハートビートメッセージは、遅延される、
又は失われる場合があり、又は以下にさらに詳しく説明するように、ＤＦＤＤ１１０の一
例は、アプリケーションインスタンスの現在の状態に関してＤＦＤＤ１１０の別のインス
タンスと同期化しない場合がある。ハートビートがＩＮＣＯＭＭＵＮＩＣＡＤＯ状態のア
プリケーションインスタンスから受信される場合、インスタンスはＯＫ状態へ逆移行して
もよい。一部の実施形態において、ＤＦＤＤクライアントは、自身のリスクでＩＮＣＯＭ
ＭＵＮＩＣＡＤＯ状態にあるアプリケーションインスタンスを使用することを選んでもよ
い。
【０２２７】
　アプリケーションインスタンスが、ＩＮＣＯＭＭＵＮＩＣＡＤＯ状態から自然に回復し
ない場合、インスタンスに影響しているさらに深刻な問題がある場合がある。図示した実
施形態において、２つの予想される障害のシナリオが生じる場合がある。ＦＡＩＬ状態に
よって示すように、個々のアプリケーションインスタンスは、例えば、個々のインスタン
スをホストしている根本を成すコンピュータ供給源の障害によって、分離に失敗する場合
がある。あるいは、アプリケーションインスタンスは、ＮＥＴＷＯＲＫ　ＳＰＬＩＴ状態
によって示すように、インスタンスとＤＦＤＤ１１０との間のネットワーク通信の喪失の
ために機能しない場合がある。例えば、アプリケーションインスタンスは、互いにストレ
ージサービスシステムの部分を隔絶する通信障害のため、他ではなく、ＤＦＤＤ１１０の
一部のインスタンスに対して操作可能であり、アクセス可能であってもよい。
【０２２８】
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　所定のアプリケーションインスタンス障害が隔絶されている、又はネットワークスプリ
ットのためあるかどうかを確実に決定するのは困難である場合がある。一部の実施形態に
おいて、ＤＦＤＤ１１０は、アプリケーションインスタンスが、ＩＮＣＯＭＭＵＮＩＣＡ
ＤＯ状態からＦＡＩＬ状態、又はＮＥＴＷＯＲＫ　ＳＰＬＩＴ状態へ移行すべきかどうか
の決定をするための利用可能な情報の様々な種類を考慮にいれる、それぞれ発見的な基準
Ｈfail及びＨnetsplitを用いてもよい。例えば、該基準は、所定のアプリケーションイン
スタンスが、別の障害状態に移行する前に、少なくともしきい値量の時間Ｔheuristicに
わたってＩＮＣＯＭＭＵＮＩＣＡＤＯ状態であることを必要としてもよい。さらに、該基
準は、所定のアプリケーションインスタンスとしての、同一の領域３１０、又はデータセ
ンタ３００と、供給源を共有する、又はそれに属する他のアプリケーションインスタンス
もＩＮＣＯＭＭＵＮＩＣＡＤＯ、ＦＡＩＬ又はＮＥＴＷＯＲＫ　ＳＰＬＩＴ状態であるか
どうかを考慮に入れてもよい。例えば、所定のアプリケーションインスタンスとしての同
一のＩＰアドレス上に、又は同一の領域３１０、又はデータセンタ３００内の別のアドレ
ス上に位置する別のアプリケーションインスタンスがＯＫである場合、所定のアプリケー
ションインスタンスの障害は隔絶されている可能性がある場合がある。それに反して、複
数のアプリケーションインスタンスがＯＫではない場合、とりわけ、アプリケーションイ
ンスタンス状態が地理、又はネットワークトポロジーに従いクラスタ化された場合に、ネ
ットワークスプリットのシナリオである可能性がある場合がある。一部の実施形態におい
て、ＤＦＤＤ１１０は、障害の本質を決定するための消極的に受信した状態情報を使用す
ることに加えて、障害の疑いのあるアプリケーションインスタンスを問い合わせるように
設定されてもよい。一部の実施形態において、発見的な基準は、アプリケーションインス
タンスが、あるしきい値の可能性（例えば、５０％可能性より高い、９０％可能性より高
い、など）に従い、確率的に機能不全の可能性があるかどうかを決定するように設定され
てもよい。
【０２２９】
　発見的な基準によって、機能不全のアプリケーションインスタンスは、ＦＡＩＬ状態、
又はＮＥＴＷＯＲＫ　ＳＰＬＩＴ状態のいずれかに移行してもよい。一部の実施形態にお
いて、ハートビートが受信された場合、これらの状態のいずれかからＯＫ状態に戻る移行
をしてもよいが、他の実施形態において、これらの状態のいずれか、又はその両方は回復
可能であってもよい。ＩＮＣＯＭＭＵＮＩＣＡＤＯ状態にあるアプリケーションインスタ
ンスは、障害の可能性に機能的、又は回復可能であることが想定される場合があるが、Ｆ
ＡＩＬ又はＮＥＴＷＯＲＫ　ＳＰＬＩＴ状態にあるアプリケーションインスタンスは、機
能不全であることが予想される場合がある（一部の実施形態において、回復の可能性を有
する）。概して、ＤＦＤＤクライアントは、これらの障害状態のいずれにおいても、これ
らのアプリケーションインスタンスを選択することを避けてもよい。一部の実施形態にお
いて、ＤＦＤＤ１１０は、これらの障害状態のいずれにおいてのアプリケーションインス
タンスについての情報を、クライアントから隠すように設定されてもよい。
【０２３０】
　図示した実施形態において、アプリケーションインスタンスは、ＦＯＲＧＯＴＴＥＮ状
態に進める前に、それぞれＴclean及びＴrecover期間に、ＦＡＩＬ又はＮＥＴＷＯＲＫ　
ＳＰＬＩＴ状態にとどまってもよい。例えば、ＦＡＩＬのある事例において、機能不全の
アプリケーションインスタンスと関連する供給源は、回復、又は分析の目的のために一定
期間保存されてもよい。可能な場合、当該の供給源（例えば、ビットストアノード１６０
のストレージリソース）は、新規のアプリケーションインスタンスとして再展開するため
に初期化されてもよい。ＮＥＴＷＯＲＫ　ＳＰＬＩＴ状態のある事例において、機能不全
のアプリケーションインスタンスのないシステム操作を続けるかどうかに関連する決定を
する必要がある場合があり、機能不全がある場合、どのような回復処置がとられるべきか
を決定する必要がある場合がある（例えば、残存するアプリケーションインスタンスの間
でオブジェクトの複製を再生成することなど）。一部の実施形態において、機能不全のア
プリケーションインスタンスは、当該の回復処置が完了するまで、ＦＯＲＧＯＴＴＥＮ状
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態を通過しなくてもよい。
【０２３１】
　アプリケーションインスタンスのＦＯＲＧＯＴＴＥＮ状態は、ＤＦＤＤ１１０内で明確
に表されなくてもよい。むしろ、一部の実施形態において、ＤＦＤＤ１１０からのＤＦＤ
Ｄエントリ１１１などの、アプリケーションインスタンスの存在する状態情報の削除によ
ってマークされてもよい。一般に、ある例において、アプリケーションの新規のインスタ
ンスは、ＮＥＷ状態を介してフォーガットンインスタンスへ割り当てられた同一の供給源
を使用して初期化されてもよいが、アプリケーションインスタンスは、ＦＯＲＧＯＴＴＥ
Ｎ状態から回復しなくてもよい。一部の実施形態において、ＦＯＲＧＯＴＴＥＮ状態にあ
る間に、アプリケーションインスタンスが自然にハートビートの送信を再開しなければな
らない場合、ＤＦＤＤ１１０は、インスタンスが忘れられた（例えば、有効なエントリ１
１１ともはや対応しない）ことを認識してもよく、インスタンスに操作を中止する、又は
リセットする、又はそれ自体を再初期化することを指示してもよい。
【０２３２】
　一部の実施形態において、広域状態の移行を考慮に入れる経験則及び移行時間のパラメ
ータは、アプリケーションインスタンスの異なる種類に対して異なってもよく、これらの
パラメータの一部、あるいはすべては、ＤＦＤＤクライアントによって調整されてもよい
ことに留意されたい。また、ＤＦＤＤクライアントは、概してＤＦＤＤ１１０のインスタ
ンスを所定のアプリケーションインスタンスの現在の広域状態を確かめるために問い合わ
せるが、一部の実施形態において、ＤＦＤＤ１１０は、出版／購読状態の変更通知モデル
をサポートしてもよい。例えば、ＤＦＤＤクライアントは、クライアントが、特定のアプ
リケーションインスタンス、又はインスタンスの組の広域状態変更のすべての、又はある
種の通知を受けたいということを、購読過程を介してＤＦＤＤ１１０へ通知してもよい。
このような状態変更を検出する際に、ＤＦＤＤ１１０は、購読するＤＦＤＤクライアント
に対して変更のメッセージ表示を伝えてもよい。
【０２３３】
　しばしば、アプリケーションインスタンスは、アプリケーションインスタンスに最も近
いＤＦＤＤ１１０のインスタンスへ、ハートビート情報を送信するように設定されてもよ
い。例えば、一部の実施形態において、アプリケーションインスタンスが、単にホストの
ローカルＩＰアドレスを参照すること及びアプリケーションインスタンスＤＦＤＤ通信の
ために用意される既知のＩＰポートを使用することによって、ＤＦＤＤ１１０のローカル
インスタンスへ直ちにアクセスできるように、ＤＦＤＤ１１０のインスタンスは、１つ以
上の他のアプリケーションインスタンスをホストするように構成される各コンピュータシ
ステムで提供されることがある。しかしながら、アプリケーションインスタンスが、他で
はなく、ＤＦＤＤ１１０の一部のインスタンスへその状態を報告し、その状態を同期化す
るためのある取り組みがない場合、ＤＦＤＤ１１０の展開されたインスタンスは不一致に
なってもよい。
【０２３４】
　一部の実施形態において、ＤＦＤＤ１１０のインスタンス間の不一致は、ゴシップ系の
プロトコルなどのキーマップインスタンス１４０に関する上記に記載されるものと類似の
同期プロトコルを使用して対処されてもよい。しかしながら、多くの事例において、ＤＦ
ＤＤ１１０のインスタンスによって集合的に管理されるＤＦＤＤエントリ１１１の数は、
キーマップインスタンス１４０によって管理されるキーマップエントリ１４４の数よりも
実質的に少なくてもよい。この事例の場合、簡素化された調整プロトコルがＤＦＤＤ１１
０のインスタンスを同期化するために使用されてもよい。このようなゴシップ系のプロト
コルの一実施形態の操作の方法は、図２５に示す。図示した実施形態において、開始して
いるキーマップインスタンスとしても言及される、ＤＦＤＤ１１０の１つのインスタンス
であるブロック２５００で始まる操作は、同期化のためにＤＦＤＤ１１０の別のピアイン
スタンスをランダムに選択する。一部の実施形態において、開始するＤＦＤＤインスタン
スは、開始しているＤＦＤＤインスタンスの状態情報に従い、現在機能不全状態にある（
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例えば、ＮＥＴＷＯＲＫ　ＳＰＬＩＴ）これらのＤＦＤＤインスタンスの中からピアＤＦ
ＤＤインスタンスを時には故意に選択してもよい。開始しているＤＦＤＤインスタンスが
明らかに機能不全であるピアインスタンスとの連絡及び同期化に成功する場合、明らかな
機能不全からの回復が容易になってもよい。
【０２３５】
　開始しているインスタンスは、そのエントリ１１１に反映されるアプリケーションイン
スタンスの識別する情報のハッシュ値を計算してもよい（例えば、アプリケーションイン
スタンス名及びＩＤ、及びおそらくエンドポイント、又は他の識別する情報をハッシュす
ることによって）（ブロック２５０２）。ハッシュ値は、例えば、ＭＤ５アルゴリズムな
どのあらゆる適切なハッシュアルゴリズムに従い決定されてもよい。開始しているインス
タンスは、現在のアプリケーションインスタンス状態情報の保存されたリストと共に、ピ
アインスタンスへ、計算されたハッシュ値を伝えてもよい（例えば、ハートビートカウン
ト、広域状態情報及び／又は状態情報１１４に含まれるあらゆる他の情報）（ブロック２
５０４）。状態情報のリストは、開始しているインスタンス及びピアインスタンスの両方
に一貫したリストを作成する、あらゆる基準に従い保存されてもよい。例えば、該リスト
は、アプリケーションインスタンス名及び／又はＩＤに従い保存されてもよい。
【０２３６】
　上記に記載されるように、一部の実施形態において、アプリケーションインスタンスと
関連する状態情報は、ハートビートメッセージ内に含まれるハートビートカウントから派
生してもよいことに留意されたい。同様に、一部の実施形態において、ＤＦＤＤインスタ
ンスは、アプリケーションインスタンスのためのハートビートカウント情報を交換しても
よく、他のＤＦＤＤインスタンスから直接に状態情報を受け取るよりはむしろ、受信した
ハートビートカウント情報からアプリケーションインスタンスの状態情報を派生してもよ
い。したがって、一実施形態において、所定のＤＦＤＤインスタンスは、その情報が特定
のアプリケーションインスタンスから直接に受信されたか、又は同期プロトコルを介して
別のＤＦＤＤインスタンスから非直接的に受信されたかに関わらず、受信されたハートビ
ートカウント情報に基づいて、特定のアプリケーションインスタンスの状態を（例えば、
図２４の状態マシンに従い）更新するように設定されてもよい。このような実施形態にお
いて、ＤＦＤＤインスタンス間の状態情報を操作するアプリケーションインスタンスの同
期化は、同期プロトコルの操作を簡略化してもよいアプリケーションインスタンスの特定
の広域操作状態（例えば、ＯＫ、ＩＮＣＯＭＭＵＮＩＣＡＤＯなど）を、直接交換するこ
となく、ハートビート情報の同期化を伴ってもよい。
【０２３７】
　状態情報のハッシュ値及びリストの受信に応じて、ピアインスタンスは、開始している
インスタンスによって行われるものと一致する方法で、それ自体のアプリケーションイン
スタンスの識別する情報のハッシュ値を計算し（ブロック２５０６）、結果として得られ
たハッシュ値と、開始しているインスタンスから受信されたハッシュ値とを比較する（ブ
ロック２５０８）。２つの値が一致する場合、開始しているインスタンスとピアインスタ
ンスの両方が、アプリケーションインスタンスの同一の組と一致するエントリ１１１を有
することが高確率である。ピアインスタンスは、状態情報の受信したリストを走査し、適
切であれば受信したリストからそのエントリ１１１を更新する（ブロック２５１０）。例
えば、受信したリストのハートビートカウント、又はタイムスタンプが、ピアエントリ１
１１の１つに保存されたものよりも大きい、又はより最近である場合、該ピアは、受信さ
れたリストの状態情報からエントリ１１１を更新してもよい。一部の実施形態において、
ピアインスタンスは、開始しているインスタンスからのリスト受信と同時か、それに続い
てのいずれかで、同様の処理のための開始しているインスタンスへ、状態情報の独自のリ
ストを送り返してもよい。
【０２３８】
　ハッシュ値が一致しない場合、少なくとも１つのエントリ１１１で、ピア及び開始して
いるインスタンスに既知のアプリケーションインスタンスの組が異なることがあり得る。
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同様に、ピアインスタンスは、開始しているインスタンスに既知のエントリ１１１の完全
なダンプを要求してもよい（これらエントリ１１１の状態情報１１４にちょうど対立する
形で）（ブロック２５１２）。ピアインスタンスは、欠けていたあらゆるエントリ１１１
を加え、残存するエントリ１１１の状態を同期化してもよい（ブロック２５１４）。上記
のように、一部の実施形態において、ピアインスタンスは、開始しているインスタンスか
らのダンプ受信と同時か、それに続いてのいずれかで、開始しているインスタンスへその
エントリ１１１の完全なダンプを送り返してもよい。
【０２３９】
　一部の実施形態において、システム内に存在するＤＦＤＤ１１０の各インスタンスは、
一定間隔で、説明した同期プロトコル、又は本願の適切な改良型を繰り返し実行するよう
に設定されてもよいことに考慮されたい。例えば、プロトコルは、およそ定期的に１秒間
隔、又はあらゆる他の適切な間隔で、ＤＦＤＤ１１０のインスタンスによって実行されて
もよい。さらに、一部の実施形態において、ＤＦＤＤ１１０のインスタンスは、およそ同
一の間隔で同期プロトコルを実行してもよいが、その時々で、ＤＦＤＤ１１０のインスタ
ンスの部分のみがプロトコルを開始する場合がある、異なる相は、互いに関連してオフセ
ットであってもよい。
【０２４０】
　一部の実施形態において、ＤＦＤＤ１１０のインスタンスは、単にストレージサービス
システム内に定義されているアプリケーションインスタンスではなく、あらゆる分散型シ
ステム内のあらゆる種類のアプリケーションインスタンスの状態情報を調整、及び通信す
る操作に使用される場合があることに留意されたい。また、一部の実施形態において、異
なるグループのＤＦＤＤインスタンスは、異なるアプリケーションインスタンスの状態情
報を管理してもよい。このような一部の実施形態において、グループは、同一グループの
メンバーであり、ＤＦＤＤ同期化の条件として、識別子が一致することを要求するＤＦＤ
Ｄ１１０のインスタンスに共通識別子を割り当てることによって、互いを識別してもよい
。例えば、ストレージサービスシステムのアプリケーションインスタンスを管理するＤＦ
ＤＤインスタンスは、ストレージサービスシステムと関連していない、その他のアプリケ
ーションインスタンスの状態を管理するように設定されているＤＦＤＤインスタンスと異
なる識別子を有してもよく、同一識別子を有するそれらのＤＦＤＤインスタンスのみが、
図２５の同期プロトコルに従い、互いに情報を交換してもよい。
【０２４１】
　一部の実施形態において、ＤＦＤＤグループ識別子は、同一システム内に存在するアプ
リケーションインスタンスの異なる設定を識別するために使用されてもよい。例えば、「
製品」識別子に対応するＤＦＤＤ１１０のインスタンスのある組は、ストレージサービス
システム、又は別の分散型システムの製品バージョンを管理するために配置されてもよく
、製品システムに対応するアプリケーションインスタンスの組を示す場合があり、一方、
別の「テスト」識別子に対応するＤＦＤＤ１１０のインスタンスの組は、アプリケーショ
ンインスタンス及び状態の異なる組に対応するシステムのテストバージョンを管理するた
めに配置されてもよい。一部の例では、いずれかのシステムバージョンに対応するアプリ
ケーションインスタンス及び／又はＤＦＤＤインスタンスは、同一の基礎システムリソー
ス上（例えば、同一コンピュータシステム上）で実行されてもよいが、それらの異なるＤ
ＦＤＤグループ識別子の長所によって、互いに透過的に行われる場合があることに留意さ
れたい。例えば、図２５に示されるプロトコルのような同期プロトコルの実行中に、ＤＦ
ＤＤインスタンスは、同一グループのメンバーであるかどうかを最初に判断し（例えば、
グループ識別子を交換することによって）、この判断を条件とする後続の同期化ステップ
を実行し、従ってグループ間のアプリケーションインスタンスの状態情報の分離を促進し
てもよい。
【０２４２】
　前述のＤＦＤＤ１１０のインスタンスを同期化するためのゴシップ系プロトコルは、ス
トレージサービスシステム全域に渡る既存のアプリケーションインスタンスの動作状態の
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配布を助長するだけでなく、その他のシステムコンポーネントによる新しいアプリケーシ
ョンインスタンスの発見も促進する場合があることに留意されたい。例えば、一度新しい
アプリケーションインスタンスが初期化され、ＤＦＤＤ１１０のインスタンスと連絡を取
る（例えば、システム上で局所的に動作しているインスタンス上で新しいアプリケーショ
ンインスタンスが初期化された）と、新しいインスタンスに対応する新しいエントリ１１
１が作成されてもよい。新しいエントリ１１１が作成されたＤＦＤＤ１１０のインスタン
スが、ＤＦＤＤ１１０の様々なその他のインスタンスでその状態を同期化する際、新しい
エントリ１１１は、システム全体に伝播されてもよい。様々な目的（例えば、新しいオブ
ジェクト３０を保存する、又はキーマップエントリ１４０を更新する）のためのアプリケ
ーションインスタンスを識別するために、ＤＦＤＤ１１０に問い合わせるＤＦＤＤクライ
アントは、あらゆる既存のものばかりでなく、新しいアプリケーションインスタンスに関
する状態情報を提供されてもよい。
【０２４３】
　上記に記載される実施例において、障害検出及び発見に関係するアプリケーションイン
スタンスの状態変更は、アプリケーションインスタンスの一部又はこれらのインスタンス
を参照するＤＦＤＤクライアントの干渉なしに、システム全体に伝播されてもよい。つま
り、所定のアプリケーションインスタンスは、どのようにハートビート情報をＤＦＤＤ１
１０の１つのインスタンスに伝達するかのみを知っていればよい。システム内のＤＦＤＤ
１１０のすべてのインスタンス、その他のアプリケーションインスタンス、又は当該の所
定のアプリケーションインスタンスを起動する様々なクライアントの知識を有する必要は
ない。同様に、ＤＦＤＤクライアントは、システム内のその他のクライアント、又はすべ
てのアプリケーションあるいはＤＦＤＤインスタンスの独立した知識を有する必要はなく
、クライアントは、システム内で使用可能なリソースの状態に関する合理的に最新の情報
を獲得するために情報をやり取りする、ＤＦＤＤ１１０のインスタンスに依存してもよい
。その他のアプリケーションインスタンスを要求せずに、アプリケーションインスタンス
の状態を変更すること、又はクライアントにそのような変更を即座に知らせることを可能
にすることより、ＤＦＤＤ１１０は、ストレージサービスシステムの拡張性を促進しても
よい。
【０２４４】
ストレージクラス
　ストレージサービスシステムの一部の実施形態において、オブジェクト３０は、それら
の複製レベル、領域３１０に渡る複製の分散、複製が保存されているストレージリソース
の種類、及び／又はその他のシステム機能あるいはポリシーに関して一様に取り扱われる
場合がある。例えば、システムは、同一回数だけ、同一番号の異なる領域３１０に、各オ
ブジェクト３０を複製することを試みる場合がある。しかし、異なるクライアント５０は
、異なるオブジェクト３０に対して、異なるストレージ要件を有してもよい。例えば、１
つのクライアント５０は、初期ストレージポリシーが提供し得る信頼性の程度よりも高い
信頼性で特定のオブジェクト３０を保存する（例えば、数及び複製の分散に関して）こと
を望む一方、別のクライアント５０は初期設定レベルの信頼性でさえ必要としない場合が
ある。あるいは、クライアント５０は、可能な信頼性の費用で、オブジェクトの複製が分
散する領域３１０の数を制限することによって、オブジェクトの書き込み性能を向上する
ことを希望する場合がある。
【０２４５】
　同様に、一実施形態において、図２のようなストレージサービスシステムは、オブジェ
クト３０のストレージクラスをサポートするように設定されてもよい。一般的にいうと、
所定のオブジェクト３０のストレージクラスは、当該所定のオブジェクト３０に関するサ
ービスレベル合意書（ＳＬＡ）に影響を与えるあらゆるストレージサービスシステム機能
又は特徴の組を指定してもよい。サービスレベル合意書は、一般的に、クライアントから
受け取る、ある対価（例えば、料金又はその他の対価の適切な種類）と引き換えに、サー
ビスプロバイダがクライアントに提供するサービスに対する保証又は期待を反映してもよ



(73) JP 5047988 B2 2012.10.10

10

20

30

40

50

い。例えば、ストレージサービスシステムにより管理されるオブジェクト３０のＳＬＡは
、様々なレベルのオブジェクトの信頼性、可用性、アクセス機能（例えば、待ち時間、バ
ンド幅）、料金又はサービス率、あるいはクライアントのオブジェクト３０とのやり取り
における、あらゆるその他の測定可能な態様を指定してもよい。一部の実施形態において
、ストレージクラスは、ＳＬＡ特性（例えば、以下に記載されるオブジェクトの複製の数
及び配布）の特定のサブセットのみを指定してもよいが、他の実施形態において、ストレ
ージクラスは所定のオブジェクト３０に関して、ＳＬＡ合意のすべての定義された態様を
網羅する総合的なＳＬＡと直接対応してもよい。
【０２４６】
　一実施形態において、ストレージサービスシステムは、それぞれが特定の定義されたＳ
ＬＡ特性を有する、ストレージクラスの固定組を定義する場合があり、クライアント５０
は、特定のオブジェクト３０と特定のストレージクラスを関連付けることを選択してもよ
い。例えば、初期ストレージクラスは、オブジェクト３０が少なくとも３回、少なくとも
２つの異なる領域３１０に複製されるように指定してもよい。高信頼性ストレージクラス
は、オブジェクト３０が少なくとも５回、少なくとも３つの異なる領域３１０に複製され
るように指定してもよい。予算ストレージクラスは、オブジェクト３０の１つの複製が単
一領域３１０に保存されるように指定してもよい。ローカルストレージクラスは、オブジ
ェクト３０が少なくとも３回、単一領域３１０に複製されるように指定してもよい。その
他の実施形態において、ストレージサービスシステムは、その他の特徴を有するストレー
ジクラスを定義する、又はクライアント５０が、ストレージポリシー（例えば、ノードピ
ッカー１３０に関して上記に記載されるような）の組み合せを指定することにより、所定
のオブジェクト３０のストレージクラスをカスタマイズすることを可能にする。
【０２４７】
　上記に記載されるように、ＳＬＡ特性は、複製の数及び複製が分散されるべき領域の数
を越えて拡張してもよい。一実施形態において、特定のストレージクラスのＳＬＡ特性は
、特定のストレージクラスに関連するオブジェクト３０に対する期待処理待ち時間の指示
を含む場合がある。例えば、１つのストレージクラスは、所定の費用で低期待処理待ち時
間を指定してもよいが、別のストレージクラスは、より低コストで高期待処理待ち時間を
指定してもよい。異なるレベルの期待処理待ち時間が、様々な方法で実装されてもよい。
例えば、所定のコーディネータ１２０の観点から、いくつかのノード１６０は、ノード１
６０と所定のコーディネータ１２０の近接ノード１６０で利用可能なリソースのレベル及
び種類、ノード１６０の処理負荷、又はその他の関連した要因により、他より短いアクセ
ス待ち時間を示すことができる。従って、所定のストレージクラスにより指定されるその
他のＳＬＡ特性によりもたらされる制約に従い、一部の実施形態において、コーディネー
タ１２０及び／又はノードピッカー１３０は、より短い期待処理待ち時間を指定するスト
レージクラスのオブジェクト３０に対して、より短いアクセス待ち時間を示すノード１６
０を選択するように設定されてもよい。その他の実施形態において、コーディネータ１２
０は、オブジェクト３０に関連するストレージクラスの期待処理待ち時間に従い、オブジ
ェクト３０に対するクライアントのアクセス要求の処理に優先順位をつけるように設定さ
れてもよい。例えば、コーディネータ１２０は、低期待処理待ち時間を有するストレージ
クラスを支持し、処理にバイアスをかける一方、高期待処理待ち時間を有するストレージ
クラスの要求が、最終的には確実に完了するように設定されている、異なるキュー又はそ
の他の処理制御、あるいはデータ構造を実装してもよい。
【０２４８】
　ストレージクラスは、オブジェクト３０が最初にストレージサービスシステムに保存さ
れる時点で、クライアント５０により指定されてもよい。あるいは、一部の実施形態にお
いて、クライアント５０は、オブジェクト３０がストレージサービスシステム内に存在す
る間のいずれの時点で、オブジェクト３０に関するストレージクラスを変更してもよい。
オブジェクト３０が最初に保存される時点で、クライアント５０によりストレージクラス
が指定されていない場合、上記に記載されるような初期ストレージクラスが使用される。
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上記に記載されるように、一部の実施形態において、オブジェクト３０のストレージクラ
スは、オブジェクト３０のキーに関連するキーマップ記録１４８内に保存されてもよい。
そのような実施形態において、コーディネータ１２０及び／又はレプリケータ１８０は、
オブジェクト３０の既存の複製を保存、複製、及び維持する際に、オブジェクト３０のス
トレージクラスを考慮するように設定されてもよい。クライアント５０は、異なるストレ
ージクラスに関連するオブジェクト３０に対して、異なる使用料を請求される場合がある
ことが考慮される。例えば、高信頼性ストレージクラスは、一般的によりシステムリソー
スを使用する場合があり、一方、予算ストレージクラスは、より少ないリソースを使用し
てもよい。従って、所定のサイズのオブジェクト３０において、クライアント５０は、前
者のストレージクラスを使用するオブジェクト３０の保存に対してはより多く、後者に対
してはより少なく請求される。
【０２４９】
　ストレージサービスシステム内のストレージクラスの動作方法の一実施形態を、図２６
に図示する。図示される実施形態において、動作は、クライアント５０が特定のオブジェ
クト３０と関連するストレージクラスを指定するブロック２６００から始まる。続いて、
ストレージクラスは、ストレージサービスシステム（ブロック２６０２）内において、特
定のオブジェクト３０と永続的に関連付けられる。例えば、ストレージクラスの指示は、
クライアント５０の代わりに、コーディネータ１２０によって、特定のオブジェクト３０
に関連するデータ構造内、例えばキーマップ記録１４８に保存される。オブジェクト３０
に関連するオブジェクトデータの状態は、そして指定されたストレージクラスの特性に従
って設定される（ブロック２６０４）。例えば、ストレージクラスが、領域３１０内のオ
ブジェクトの複製の数及び／又は分散に対して特定の要件を指定する場合、コーディネー
タ１２０及び／又はレプリケータ１８０は、特定のオブジェクト３０に関連するストレー
ジシステムの結果的に生じる状態が、ストレージクラスの要件を満たすように、必要な複
製を作成及び分散するように動作する。一部の実施形態において、レプリケータ１８０は
、オブジェクト３０に対するストレージクラス要件が長い間確実に維持されるように設定
されてもよい。例えば、複製が機能しなくなった場合、レプリケータ１８０は障害を検出
し、さらなる複製を作成するように設定されてもよい。
【０２５０】
　一部の実施形態において、所定のストレージクラスにより指定されるストレージ特性は
、ビットストアノード１６０を介して利用可能な異なる種類のストレージリソースの識別
を含む場合がある。例えば、一部の実施形態において、いくつかのビットストアノード１
６０は、他より高性能なストレージデバイスを含む、又はそれぞれのビットストアノード
１６０は、高性能及び低性能なデバイスの組み合せを含む場合がある。そのような実施形
態において、ストレージクラスは、そのクラスに関連するオブジェクト３０に対して、ど
ちらか一方のデバイスを使用するように指定してもよい。
【０２５１】
動的複製
　上記に記載されるように、一部の実施形態において、ノードピッカー１３０は、特定の
オブジェクト３０の複製が書き込まれるべき特定のビットストアノード１６０を識別する
書き込みプランを作成するように設定されてもよい。そのような書き込みプランは、一度
書き込みプランが、例えばコーディネータ１２０などによって導入されると、例えば特定
のオブジェクト３０に関する様々な書き込みポリシーが満たされるように作成されてもよ
い。例えば、書き込みプランにより指定されるノード１６０の数は、特定のオブジェクト
３０の複製の最小要求数、複製を分散する異なる領域３１０の最小数、又はあらゆるその
他のストレージポリシー配慮に従い、決定されてもよい。
【０２５２】
　一部の実施形態において、ノードピッカー１３０は、ノード１６０の現行状態を考慮す
ることなく、予測可能な手順に従い、ノード１６０を連続して選択する静的方法にて、書
き込みプランを作成するように設定されてもよい。例えば、ノードピッカー１３０は、文
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字列複製のためにノード１６０の同一組を連続して選択する、又はラウンドロビン法で沢
山のノード１６０を回転してもよい。しかし、大規模な実装において、ストレージサービ
スシステムは、様々な時点において大幅に異なる状態で動作し得る、多くのノード１６０
を含む場合がある。例えば、いくつかのノード１６０は動作不能であり、その他は動作し
ているが要求アクティビティにより飽和状態であるか、又は使用可能なリソースが少ない
、そしてその他は比較的遊休状態又は十分な使用可能リソースを有してもよい。
【０２５３】
　さらに、異なるノード１６０は、それぞれの任意のコーディネータ１２０又はノードピ
ッカー１３０から、異なるレベルの通信費用を提示してもよい。例えば、コーディネータ
１２０と同一の領域３１０又はデータセンタ３００内に存在するノード１６０は、ローカ
ルで応答時間の短いネットワーク接続を介して、アクセス可能であってもよい。一方、コ
ーディネータ１２０とは異なる領域３１０又はデータセンタ３００に存在するノード１６
０は、ローカルノード１６０より大幅に長い待ち時間を示すことができる。さらに、一部
の実施形態において、領域３１０間又はデータセンタ３００間の通信は、ローカル通信と
は異なる経済費用モデルの通信ネットワークにおいて行われる場合がある。例えば、領域
３１０内での通信は、データ転送において、使用量に基づく請求のない、十分なバンド幅
を有するプライベートローカルエリアネットワーク（ＬＡＮ）において行われる場合があ
る。一方、データセンタ３００間の通信は、専用通信設備、公共インターネット、プライ
ベート広域ネットワーク（ＷＡＮ）設備、又はその他の長距離通信ネットワークなどの設
備において行われる場合がある。これらの設備は、一般的にＬＡＮ設備よりバンド幅に制
限がある場合があり、一部の例において、ＬＡＮ通信には適用されない利用費用（例えば
、ピーク又は合計バンド幅使用量に基づく）が第三者により請求されてもよい。
【０２５４】
　様々なノード１６０の両方の動作状態及びこれらのノードの通信費用は、長期に渡り、
変動してもよい。例えば、ある時点において動作している、又は遊休状態のノード１６０
は、後に動作不能又は使用中になる場合があり、またその逆も同様である。同様に、待ち
時間及び／又は経済費用などの通信費用は、ある期間において高くなり、その他では低く
なる（例えば、ピーク時対ピーク時以外の利用量）場合がある。この変動のため、ある時
点において効率的で低コストな書き込みプランは、大幅に効率が低く、高コストである、
また別の時点（例えば、書き込みプランに指定されているノード１６０が使用中になる、
通信が遅くなる、又は動作不能になる場合）において、実行不可能でさえある場合もある
。
【０２５５】
　従って、一部の実施形態において、ノードピッカー１３０は、任意のオブジェクト３０
の書き込み複製に対する任意の書き込みプランを、ノード１６０の現行状態情報に従い、
動的に決定するよう設定されてもよい。一般的に言うと、動的に決定される書き込みプラ
ンは、ノード１６０の監視可能な動的状態情報を考慮してもよい。すなわち、動的に決定
される書き込みプランは、時間とともに変化するノードの状態情報の機能として作成され
てもよい。従って、任意のオブジェクト３０の動的に決定される書き込みプランは、ノー
ド１６０の状態から独立して決定されてもよい、静的に作成される書き込みプランと比較
し、ノード１６０の基礎状態情報により、時間とともにそれ自身を変化してもよい。
【０２５６】
　上記に記載されるように、多くの異なる種類の状態情報は、書き込みプランの動的作成
に考慮されてもよい。一般的に、ノード１６０の状態情報は、任意のノード１６０に関す
る状態情報、及びそれを介して任意のノード１６０にアクセス可能な通信リソースに関す
る状態情報（例えば、ネットワークリソース）を含む場合がある。様々な実施形態におい
て、任意のノード１６０に関する状態情報は、任意のノード１６０（又はノードに関連す
るアプリケーションインスタンス）がＯＫであるかどうか、隔離されているか、又は上記
に記載されるようなＤＦＤＤ１１０により示されるその他の動作状態などの、任意のノー
ドの動作状態を含む場合がある。任意のノード１６０に関する状態情報は、動作状態情報
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より詳細な任意のノード１６０の行動を示す場合がある負荷状態情報も含む場合がある。
例えば、様々な実施形態において、負荷状態情報は、任意のノード１６０に対応するプロ
セッサ利用レベル、メモリ利用レベル、ストレージデバイス利用レベル、ストレージデバ
イス入力／出力バンド幅利用レベル、又はネットワークインターフェースのバンド幅利用
レベル、又はノード動作のいずれのその他の計測可能な局面を示すことができる。上記に
記載されるように、一部の実施形態において、動作状態情報に加え、負荷状態情報は、Ｄ
ＦＤＤ１１０を介して入手可能であってもよい。
【０２５７】
　ネットワーク費用情報とも称される場合がある通信リソース状態情報は、任意のノード
１６０への１つ以上の通信経路の状態に関するいずれの適切な情報を含む場合がある。様
々な実施形態において、ネットワーク費用情報は、任意のノード１６０への及び／又はか
らのメッセージの伝達に関連するネットワーク通信待ち時間を示す場合があり、時間（秒
、ミリ秒など）、ネットワークホップ数（例えば、メッセージを伝達するためのルーティ
ングステップ数）、又は別の適切な測定基準により表されてもよい。一実施形態において
、ネットワーク費用情報は、任意のノード１６０との通信に利用可能な利用可能バンド幅
（例えば、データ転送率）の指示を含む場合がある。別の実施形態において、ネットワー
ク費用情報は、任意のノード１６０とのネットワーク通信に関係する経済費用の指示を含
む場合がある。例えば、そのような費用は、ある量のデータの転送又は受信に対して請求
される率、又はいずれのその他のネットワーク通信に適切な費用又は率モデルにより表さ
れてもよい。
【０２５８】
　ノードピッカー１３０は、通常、オブジェクト３０の書き込みプランの動的な決定にお
いて、ノード１６０の状態情報のいずれの適切な機能を使用してもよい。一部の実施形態
において、ノードピッカー１３０により導入されるストレージポリシー（前述のストレー
ジポリシーの追加又は代わりであってもよい）は、特定のオブジェクト３０に対する書き
込みプランに含めることが可能である、ノード１６０を制約する状態情報に対するガイド
ライン又は要件を指定してもよい。様々な実施形態において、これらのポリシーは、オブ
ジェクト３０の特定の組（例えば、特定のストレージクラス又はバケットに含まれており
、共通鍵プレフィックスを有する、又は組のメンバーであると表示されている、オブジェ
クト）に対して全体的に（例えば、すべてのオブジェクト３０に対して）、又は個別のオ
ブジェクト３０（例えば、オブジェクト３０に関する特定のポリシーを指定するクライア
ントへの応答として）に対して、あるいはいずれの適切なこれらの組み合せで適用されて
もよい。一実施例において、特定のストレージクラスは、いくつかの最小数の複製は、い
くつかの最大通信待ち時間以下を示すことを要求するストレージポリシーを指定してもよ
い。同様に、このストレージクラスのオブジェクト３０への書き込みプランの作成におい
て、ノードピッカー１３０は、指定される最大通信待ち時間を満たすかどうかに従い、少
なくともいくつかのノード１６０を選択するように設定されてもよい。
【０２５９】
　一部の実施形態において、ノードピッカー１３０は、ノード状態情報における様々な種
類の最適化に従い、書き込みプランを作成するようにも設定されてもよい。例えば、特定
の最大ネットワーク費用又はその他の書き込みプランに関連する費用を指定する代わりに
、ストレージポリシーは、特定の時間において利用可能なリソース間で費用が最小限化さ
れることを指定してもよい。同様に、ノードピッカー１３０は、例えば、低ネットワーク
通信又はその他の関連費用を有するノード１６０を選択することによって、書き込みプラ
ンに関連する１つ以上の費用を最小化するように設定されてもよい。一部の実施形態にお
いて、そのような最小化は、その他のノード状態情報要件を指定するその他のストレージ
ポリシーなどの、その他の制約の存在下において起こる場合がある。
【０２６０】
　さらに、一部の実施形態において、いくつかのノード状態情報は、予測可能な形で時間
とともに変化することに留意されたい。例えば、データセンタ３００間のネットワーク通
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信に関連するバンド幅費用は、明確な料金表に従い、変化する。一部の実施形態において
、書き込みプランに関連する費用を最小化することは、特定の時間帯に関連する費用に基
づき、書き込みプランのすべて又は一部が実行されるべき時間帯を識別することを含む場
合がある。例えば、ノードピッカー１３０は、遠隔データセンタ３００と通信するための
バンド幅が、将来のある時点において現時点より安価になることを判断する場合があり、
さらに遠隔データセンタ３００に存在するノード１６０を含む書き込みプランの費用は、
遠隔データセンタを対象とする少なくともそれらのストレージ作業を、特定の将来時に実
行することで最小化できる可能性があることを判断する。このプロセスの１つの起こりう
る結果は、ノードピッカー１３０により作成される書き込みプランが、任意のオブジェク
ト３０のいくつか（又は場合によりすべて）の複製の作成は、特定の将来時まで延期され
るべきであるということを示す場合があることである。
【０２６１】
　多くの異なるストレージポリシーを特定のオブジェクト３０に適用することは可能であ
る。さらに、ある場合において、特定のオブジェクト３０に関連する各ストレージポリシ
ーを満たす１つの書き込みプランを作成することは不可能である場合がある。例えば、特
定のオブジェクト３０に関連するストレージポリシーは、複製の最小数を、最小数の異な
る領域３１０に渡り、保存し、配布することを指定してもよい。しかし、オブジェクト３
０に対して、書き込みプランが作成された時点では、ノードピッカー１３０が実行中の領
域３１０は、一時的通信障害により、その他の領域３１０から一時的に隔離されてもよい
。従って、対応するストレージポリシーを満たしつつ、複製をその他の領域３１０に正常
に配布することは、少なくとも一時的に不可能である場合がある。
【０２６２】
　一実施形態において、ノードピッカー１３０は、オブジェクト３０に対する書き込みプ
ランを、書き込みプランが満たすストレージポリシーの数を最大化するという原則におい
て、動的に決定するように設定されてもよい。次善条件の存在下において、これは、スト
レージポリシーを満たすために「最善努力」を示す書き込みプランをもたらす場合がある
。例えば、今記載した特定のシナリオにおいて、通信障害のため、領域別ポリシーは満た
せない場合があるが、最小複製ポリシーは、特定のオブジェクト３１０の要求される最小
数の複製を、ローカル領域３１０内に保存することで、満たされてもよい。一部の実施形
態において、ストレージポリシーの最大化は、様々な抑制化で行われる場合がある。例え
ば、それらが満たされない場合、書き込みプランは決定されず、クライアントのオブジェ
クトを保存するという要求は、失敗する可能性があるというような、いくつかのストレー
ジポリシーは、義務として認識されてもよい。その他のストレージポリシーは、選好関係
又は重み付けを有する場合があり、例えば、最大化プロセスにおいて、低い選好ストレー
ジポリシーの中から、より高い選好ストレージポリシーが選択されてもよい。別の実施形
態において、ストレージポリシーの選択は、結果として生じるストレージプランにより満
たされるストレージポリシーの数の代わりに、又はそれへの追加として、結果として生じ
るストレージプランの合計重み（満たされるストレージポリシーの重みに基づき決定され
る）を最大化することにより実行されてもよい。
【０２６３】
　オブジェクト３０に対する書き込みプランを動的に決定するための様々な技術は、オブ
ジェクト３０が最初に保存される際、単独で実行する必要はないことに留意されたい。上
記に記載されるように、一部の実施形態において、レプリケータ１８０は、オブジェクト
３０の複製がアクセス可能であるかどうかを決定するために、オブジェクト３０に対応す
るキーマップエントリ１４４を調査するように設定されてもよい。特定のオブジェクト３
０のいずれの複製もアクセス可能でない場合、レプリケータ１８０は、さらなる複製を作
成するために使用されてもよい、新しい書き込みプランをノードピッカー１３０から要求
するように設定されてもよい。新しい書き込みプランは、上記に記載される技術のいずれ
の適切な組み合せを使用するノードピッカー１３０により、動的に決定されてもよい。さ
らに、一部の実施形態において、レプリケータ１８０は、オブジェクト３０の様々なスト
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レージポリシーへの順守をより広く監視するように設定されてもよい。例えば、レプリケ
ータ１８０は、オブジェクト３０の既存の複製の組が、最小複製ポリシー、又はいずれの
その他の適切なポリシーの組に加え、領域別ポリシーを満たすかどうかを判断するように
設定されてもよい。そのような一実施形態において、レプリケータ１８０が、特定のオブ
ジェクト３０の既存の複製により満たされているポリシーの数が、基準値より少ないと判
断する場合、レプリケータ１８０は、上記に記載されるように、満たされるストレージポ
リシーが最大になるように動的に決定される新しいストレージプランをノードピッカー１
３０から要求してもよい。別の実施形態において、レプリケータ１８０は、特定の義務ス
トレージポリシーが満たされないという判断に伴い、又は満たされるストレージポリシー
の合計重みが基準値を下回るという判断に伴い、新しいストレージプランを要求してもよ
い。
【０２６４】
　図２７は、ビットストアノード１６０の現行状態情報に従い、データオブジェクトの１
つ以上の複製を保存するための書き込みプランを動的に決定する方法の一実施形態を図示
する。図示される実施形態において、操作は、任意のオブジェクト３０を保存するという
クライアントの要求が受け取られるブロック２７００から始まる。一実施形態において、
そのような要求は、上記に詳細が記載されるウェブサービスインターフェース１００を介
して、ウェブサービスプロトコルに従い受け取られる場合がある。
【０２６５】
　続いて、ビットストアノード１６０の現行状態情報に従い、任意のオブジェクト３０の
複製を保存するための書き込みプランが動的に決定される（ブロック２７０２）。例えば
、ノードピッカー１３０は、任意のオブジェクト３０に適用されてもよい様々なストレー
ジポリシーに従い、書き込みプランを決定するように設定されている場合があり、当該ポ
リシーは、ノードの動作状態、ノードの負荷状態情報、ネットワーク通信費用、又は上記
に詳細に記載されるような、いずれのその他の適切な状態情報などの、いずれの適切な現
行状態情報を考慮する。さらに、上記に記載されるように、一部の実施形態において、動
的な書き込みプランの決定は、書き込みプランに関連する費用を最小化すること、又は書
き込みプランにより満たされるストレージポリシーの重み又は数を最大化することなどに
よる、状態情報又はストレージポリシーに関する最適化を含む場合がある。
【０２６６】
　任意のオブジェクト３０の複製は、そして動的に決定された書き込みプランに従い、１
つ以上のビットストアノード１６０に保存される（ブロック２７０４）。例えば、コーデ
ィネータ１２０は、上記に記載されるように、書き込みプランに指定されるそれぞれのビ
ットストアノード１６０に対する操作を設置するビットストアオブジェクトを作成するよ
うに設定されてもよい。一部の実施形態において、書き込みプランのいくつかのストレー
ジ操作は、上記に記載されるように、その他の操作とは異なる時間に実行されてもよい。
【０２６７】
　前述のように、一部の実施形態において、書き込みプランは、１つ以上の複製がビット
ストアノード１６０に渡り既に保存されているオブジェクト３０に対して動的に決定され
てもよい。図２８は、そのような方法の一実施形態を図示する。図示される実施形態にお
いて、操作は、任意のオブジェクト３０の１つ以上の既存の複製が調査されるブロック２
８００から始まる。例えば、上記に記載されるように、レプリケータ１８０の一実施形態
は、任意のオブジェクト３０の既存の複製がアクセス可能であるか、及び／又は任意のオ
ブジェクト３０の既存の複製がどの程度オブジェクトに関連するストレージポリシーを満
たすかどうかを判断するように設定されてもよい。
【０２６８】
　任意のオブジェクト３０の複製の調査を受けて、１つ以上のさらなる複製を作成する必
要があると判断されてもよい（ブロック２８０２）。例えば、既存の複製は、故障してい
るか、又は別の理由でアスセス不可となり、複製の最小数を下回っている場合がある。あ
るいは、既存の複製の状態は、１つ以上のストレージポリシーに対して不十分である場合
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がある。続いて、任意のオブジェクト３０のさらなる複製を保存するための書き込みプラ
ンは、ビットストアノード１６０の現行状態情報に従い、動的に決定される（ブロック２
８０４）。そのような書き込みプランは、前述と同様に、又はいずれの適切なその変更に
従い、決定されてもよい。一部の実施形態において、任意のオブジェクト３０のさらなる
複製を作成する必要がないと判断される場合、書き込みプランは決定されない場合がある
ことに留意されたい。
【０２６９】
　任意のオブジェクト３０の複製は、そして動的に決定された書き込みプラン（ブロック
２８０６）に従い、１つ以上のビットストアノード１６０に保存される。例えば、レプリ
ケータ１８０は、上記に記載されるように、書き込みプランに指定されるそれぞれのビッ
トストアノード１６０に対して操作を設置するビットストアオブジェクトを作成するよう
に設定されているか、又は単に任意のオブジェクト３０の既存の複製を保存する１つ以上
のノード１６０を、書き込みプランに指定されるノード１６０の１つ以上に直接それらの
複製をコピーしてもよい。
【０２７０】
例示的なコンピュータシステムの実施形態
　一部の実施形態において、上記に記載されるいずれの方法又は技術は、プログラムのイ
ンストラクション及びコンピュータアクセス可能な媒体を介して保存、又は伝達すること
が可能なデータとして実装されてもよい。そのような方法又は技術は、例えば、ストレー
ジクライアント５０、ウェブサービスプラットフォーム１００、ＤＦＤＤ１１０、コーデ
ィネータ１２０、ノードピッカー１３０、キーマップインスタンス１４０、ビットストア
ノード１６０、レプリケータ１８０、及び／又はレプリケータキーマップ１９０を含む場
合があるが、制限はない。そのような方法又は技術は、図６～９、１３～１５、２０～２
２、及び２５～２８に図示されているいずれの方法ならびにその適切な変更をさらに含む
場合がある。そのようなプログラムのインストラクションは、上記に記載される特定の方
法又は一部の方法などの特定のコンピュータ機能を実行し、より一般的なオペレーティン
グシステムの機能性、アプリケーションの機能性、及び／又はいずれのその他の適切な機
能を提供するために、実行されてもよい。一部の実施形態において、上記に記載されるコ
ンポーネント又は方法は、異なるその他の実施形態において、これらの示されているもの
より少ないエンティティに組み込まれる、又は機能性はコンポーネント又は方法に渡り、
上記に記載される分割とは異なる形で分割されてもよい。
【０２７１】
　コンピュータアクセス可能な媒体を含むコンピュータシステムの例示的な一実施形態を
図２９に図示する。そのようなシステムは、ノードとも称される場合がある。前述のよう
に、一実施形態において、上記に記載されるいずれの様々なストレージシステムコンポー
ネントは、多くのノードを渡り分散されている場合があり、そのような任意のコンポーネ
ントは、１つ以上のノードにより実装されている、又はいくつかのノードに渡り分割され
てもよい。一部の実施形態において、ノードは単一ストレージサービスシステムコンポー
ネントの機能を排他的に実装してもよいが、その他の実施形態において、ノードは、いく
つかの異なるシステムコンポーネントのすべて、又は部分的な機能性を実装してもよい。
図示される実施形態において、コンピュータシステム２９００は、入力／出力（Ｉ／Ｏ）
インターフェース２９３０を介してシステムメモリ２９２０と対になっている１つ以上の
プロセッサ２９１０を含む。コンピュータシステム２９００は、Ｉ／Ｏインターフェース
２９３０と対になっているネットワークインターフェース２９４０をさらに含む。
【０２７２】
　様々な実施形態において、コンピュータシステム２９００は、１つのプロセッサ２９１
０を含むユニプロセッサシステム、又はいくつかのプロセッサ２９１０（例えば、２つ、
４つ、８つ、又は別の適切な数）を含むマルチプロセッサシステムであってもよい。プロ
セッサ２９１０は、命令を実行する能力を有する、任意の適切なプロセッサであってもよ
い。例えば、様々な実施形態において、プロセッサ２９１０は、ｘ８６、ＰｏｗｅｒＰＣ
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、ＳＰＡＲＣ、又はＭＩＰＳ　ＩＳＡ、あるいはその他の適切なＩＳＡなどの様々な命令
組アーキテクチャ（ＩＳＡ）を実装する汎用、又は内蔵プロセッサであってもよい。マル
チプロセッサシステムにおいて、それぞれのプロセッサ２９１０は、必ずではないが、通
常、同一ＩＳＡを実装する。
【０２７３】
　システムメモリ２９２０は、プロセッサ２９１０によりアクセス可能に命令及びデータ
を保存するように設定されてもよい。様々な実施形態において、システムメモリ２９２０
は、静的ランダムアクセスメモリ（ＳＲＡＭ）、同期動的ＲＡＭ（ＳＤＲＡＭ）、非揮発
性／フラッシュ型メモリ、又はいずれのその他の種類のメモリなど、いずれの適切なメモ
リ技術を使用し、実装されてもよい。図示される実施形態において、上記に詳細を記載す
る、いずれのこれらのストレージサービスシステムコンポーネント及びその他の機能など
の所望の機能を実装するプログラムのインストラクション及びデータは、システムメモリ
２９２０内にコード２９２５として保存されることを示す。
【０２７４】
　一実施形態においてＩ／Ｏインターフェース２９３０は、ネットワークインターフェー
ス２９４０又はその他の周辺インターフェースを含む、プロセッサ２９１０、システムメ
モリ２９２０、及びデバイス内のいずれの周辺装置間のＩ／Ｏトラフィックを調整するよ
うに設定されてもよい。一部の実施形態において、Ｉ／Ｏインターフェース２９３０は、
いずれの必要なプロトコル、タイミング調節、又はその他のあるコンポーネント（例えば
、システムメモリ２９２０）からのデータ信号を別のコンポーネント（例えば、プロセッ
サ２９１０）での使用に適切なフォーマットに変換するためのデータ変換を実行してもよ
い。一部の実施形態において、Ｉ／Ｏインターフェース２９３０は、例えば、周辺装置相
互接続（ＰＣＩ）バス標準又はユニバーサルシリアルバス（ＵＳＢ）標準の異型などの様
々な種類の周辺装置のバスを通じて接続されたデバイスのサポートを含む場合がある。一
部の実施形態において、Ｉ／Ｏインターフェース２９３０の機能は、例えば、ノースブリ
ッジ及びサウスブリッジなど、２つ以上の分離したコンポーネントに分割されてもよい。
また、一部の実施形態において、システムメモリ２９２０に対するインターフェースなど
の、Ｉ／Ｏインターフェース２９３０の機能性の一部又はすべては、プロセッサ２９１０
に直接組み込まれている場合がある。
【０２７５】
　ネットワークインターフェース２９４０は、コンピュータシステム２９００とネットワ
ークに接続されたその他のデバイス、例えばその他のコンピュータシステムなどとのデー
タ交換が可能になるように設定されてもよい。様々な実施形態において、ネットワークイ
ンターフェース２９４０は、有線又は無線の一般的なデータネットワーク、例えば、イー
サネット（登録商標）ワークのいずれの適切な種類、アナログ音声ネットワーク又はデジ
タルファイバー通信ネットワークなどの電気通信／電話ネットワーク、ファイバーチャネ
ルＳＡＮなどのストレージ領域ネットワーク、又はその他のいずれの適切な種類のネット
ワーク又はプロトコルなどを介して、通信をサポートしてもよい。
【０２７６】
　一部の実施形態において、システムメモリ２９２０は、上記に記載されるように、プロ
グラムのインストラクション及びデータを保存するように設定されたコンピュータアクセ
ス可能媒体の一実施形態であってもよい。しかし、その他の実施形態において、プログラ
ムのインストラクション及び／又はデータは、異なる種類のコンピュータアクセス可能媒
体から受け取る、へ送る、上に保存してもよい。一般的に、コンピュータアクセス可能媒
体は、例えば、Ｉ／Ｏインターフェース２９３０を介してコンピュータシステム２９００
と対になっているディスク又はＣＤ／ＤＶＤ－ＲＯＭなどの磁気又は光学媒体などのスト
レージ媒体あるいはメモリ媒体を含む場合がある。またコンピュータアクセス可能媒体は
、コンピュータシステム２９００の一部の実施形態に、システムメモリ２９２０又は別の
種類のメモリとして含まれている場合がある、ＲＡＭ（例えばＳＤＲＡＭ、ＤＤＲ　ＳＤ
ＲＡＭ、ＲＤＲＡＭ、ＳＲＡＭなど）、ＲＯＭ、などのいずれの揮発性又は非揮発性媒体
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を含む場合もある。コンピュータアクセス可能媒体を介して保存されたプログラムのイン
ストラクション及びデータは、転送媒体、又は電気、電磁気、又はネットワーク及び／又
はネットワークインターフェース２９４０を介して実装されている無線リンクなどの通信
媒体を介して伝送される場合があるデジタル信号などの信号により、転送されてもよい。
【０２７７】
　上記の実施形態は、相当な詳細を記載したが、多数の変更及び修正は、一度上記の開示
が完全に理解されると、当技術分野に精通する者により明らかになるであろう。以下の特
許請求の範囲は、すべてのそのような変更及び修正を包含することが意図される。
【図面の簡単な説明】
【０２７８】
【図１】ウェブサービスとしてユーザにストレージを提示するためのストレージモデルの
一実施形態を示すブロック図である。
【図２】ストレージサービスシステムのアーキテクチャの一実施形態を示すブロック図で
ある。
【図３】ストレージシステムコンポーネントの物理的配置の一実施形態を示すブロック図
である。
【図４】ストレージノードの一実施形態を示すブロック図である。
【図５】ストレージノード内のデータオブジェクトを体系化するように構成されるデータ
ストラクチャの一実施形態を示すブロック図である。
【図６】オブジェクト取得操作を実行する方法の一実施形態を示す工程図である。
【図７】オブジェクト格納操作を実行する方法の一実施形態を示す工程図である。
【図８】オブジェクト解放操作を実行する方法の一実施形態を示す工程図である。
【図９】オブジェクトストレージ空間を再圧縮する方法の一実施形態を示す工程図である
。
【図１０】キーマップインスタンスデータ構造の一組の一実施形態を示すブロック図であ
る。
【図１１Ａ】キーマップインスタンスの階層的実装の一実施形態を示す。
【図１１Ｂ】キーマップインスタンスの階層的実装の一実施形態を示す。
【図１１Ｃ】キーマップインスタンスの階層的実装の一実施形態を示す。
【図１１Ｄ】キーマップインスタンスの階層的実装の一実施形態を示す。
【図１２】キーマップインスタンス内の階層的層間における関係を要約するブロック図で
ある。
【図１３】キーマップエントリ格納操作を実行する方法の一実施形態を示す工程図である
。
【図１４】キーマップエントリが取得操作を実行する方法の一実施形態を示す工程図であ
る。
【図１５Ａ】更新伝播を使用してキーマップインスタンスを同期化する方法の一実施形態
を示す工程図である。
【図１５Ｂ】アンチエントロピープロトコルを使用してキーマップインスタンスを同期化
する方法の一実施形態を示す工程図である。
【図１６】レプリケータキーマップエントリの一実施形態を示すブロック図である。
【図１７】不均衡インデックスデータ構造の一実施形態を示す。
【図１８】不均衡データ構造において使用するためのインデックスノードの一実施形態を
示す。
【図１９】層別インデックスデータ構造の一実施形態を示す。
【図２０】不均衡インデックスデータ構造をトラバースするための方法の一実施形態を示
す工程図である。
【図２１】ＦＩＮＧＥＲＰＲＩＮＴアンチエントロピープロトコルメッセージを処理する
方法の一実施形態を示す工程図である。
【図２２】ＦＩＬＴＥＲアンチエントロピープロトコルメッセージを処理するための方法
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の一実施形態を示す工程図である。
【図２３】発見及び障害検出デーモン（ＤＦＤＤ）の一実施形態を示す。
【図２４】ＤＦＤＤインスタンスによって維持してもよい大域操作状態マシンの一実施形
態を示す。
【図２５】ゴシッププロトコルに従ったＤＦＤＤインスタンスを同期化するための方法の
一実施形態を示す工程図である。
【図２６】ストレージサービスシステム内のストレージクラスの操作方法の一実施形態を
示す工程図である。
【図２７】ストレージノードの現在の情報に従い、データオブジェクトの１つ以上の複製
を保存するための書き込みプランを動的に決定する方法の一実施形態を示す工程図である
。
【図２８】１つ以上の複製が既にストレージノード間に保存されているオブジェクトに関
係する書き込みプランを動的に決定する一実施形態を示す工程図である。
【図２９】コンピュータシステムの例示的な実施形態を示す工程図である。

【図１】 【図２】



(83) JP 5047988 B2 2012.10.10

【図３】 【図４】

【図５】 【図６】



(84) JP 5047988 B2 2012.10.10

【図７】 【図８】

【図９】 【図１０】

【図１１Ａ】



(85) JP 5047988 B2 2012.10.10

【図１１Ｂ】

【図１１Ｃ】

【図１１Ｄ】

【図１２】 【図１３】



(86) JP 5047988 B2 2012.10.10

【図１４】 【図１５Ａ】

【図１５Ｂ】

【図１６】

【図１７】

【図１８】

【図１９】



(87) JP 5047988 B2 2012.10.10

【図２０】 【図２１】

【図２２】 【図２３】

【図２４】



(88) JP 5047988 B2 2012.10.10

【図２５】 【図２６】

【図２７】

【図２８】 【図２９】



(89) JP 5047988 B2 2012.10.10

10

20

30

フロントページの続き

(72)発明者  アトラス，アラン・ビイ
            アメリカ合衆国・９８１４４・ワシントン州・シアトル・１２ティエイチ　アベニュ　サウス・１
            ２００・スイート　１２００
(72)発明者  バース，デイビッド・エム
            アメリカ合衆国・９８１４４・ワシントン州・シアトル・１２ティエイチ　アベニュ　サウス・１
            ２００・スイート　１２００
(72)発明者  コーミー，ジョン・デイビッド
            アメリカ合衆国・９８１４４・ワシントン州・シアトル・１２ティエイチ　アベニュ　サウス・１
            ２００・スイート　１２００
(72)発明者  フィッシュマン，エイミ・ケイ
            アメリカ合衆国・９８１４４・ワシントン州・シアトル・１２ティエイチ　アベニュ　サウス・１
            ２００・スイート　１２００
(72)発明者  ソレンソン，ジェイムズ・クリストファ・サード
            アメリカ合衆国・９８１４４・ワシントン州・シアトル・１２ティエイチ　アベニュ　サウス・１
            ２００・スイート　１２００
(72)発明者  ワグナー，エリック・エム
            アメリカ合衆国・９８１４４・ワシントン州・シアトル・１２ティエイチ　アベニュ　サウス・１
            ２００・スイート　１２００

    審査官  桜井　茂行

(56)参考文献  国際公開第００／０２６７８２（ＷＯ，Ａ１）
              特開２００２－０５５８６９（ＪＰ，Ａ）
              欧州特許出願公開第０１１６０６９２（ＥＰ，Ａ１）

(58)調査した分野(Int.Cl.，ＤＢ名)
              G06F  12/00
              G06F  17/30
              G06F   3/06


	biblio-graphic-data
	claims
	description
	drawings
	overflow

