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Description
Title of Invention: ENDOSCOPIC SYSTEM, IMAGE

PROCESSING APPARAPUS, AND IMAGE PROCESSING

[0001]

[0002]

[0003]

[0004]

[0005]

[0006]

METHOD
Technical Field

The present technology relates to an image processing device, an image processing
method, a program, and an endoscope system and particularly relates to, for example,
an image processing device, an image processing method, a program, and an
endoscope system, each of which is capable of suppressing specular reflection light
components.

<CROSS REFERENCE TO RELATED APPLICATIONS>

This application claims the benefit of Japanese Priority Patent Application JP
2015-021078 filed February 5, 2015, the entire contents of which are incorporated
herein by reference.

Background Art

For example, in the case where a subject is observed with the use of an endoscope in
a surgical operation or diagnosis, specular reflection (regular reflection) easily occurs.
Specular reflection light caused by specular reflection prevents observation of the
subject, and therefore some countermeasure against specular reflection is requested.

There are proposed, as technologies to deal with specular reflection, for example, a
technology for estimating specular reflection light components corresponding to
specular reflection light, which are included in an endoscope image obtained by pho-
tographing with the use of an endoscope, on the basis of a dichromatic reflection
model and removing the specular reflection light components by image processing and

a technology for adjusting brightness of an endoscope image (e.g., see PTLs 1 and 2).
Citation List

Patent Literature

PTL 1: JP 2001-224549A
PTL 2: JP 2006-142003A
Summary of Invention

Technical Problem

Because specular reflection light components of an endoscope image prevent ob-
servation of unevenness, patterns, and the like of, for example, an organ serving as a
subject, proposition of various technologies for suppressing specular reflection light

components of an endoscope image is requested.
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The present technology has been made in view of the circumstances and is capable of
suppressing specular reflection light components.
Solution to Problem

An endoscopic system including an endoscope device configured to output image
data, an illumination device configured to illuminate a body of a patient, and circuitry
that obtains, from the image data, at least two frames each captured with a different il-
lumination state, generates, from the at least two obtained frames, a composite image
that has a reduced specular reflection light component with respect to at least one of
the obtained frames, and generates a video signal including the composite image.

An image processing apparatus including processing circuitry that obtains, from the
image data, at least two frames each captured with a different illumination state,
generates, from the at least two obtained frames, a composite image that has a reduced
specular reflection light component with respect to at least one of the obtained frames,
and generates a video signal including the composite image.

An image processing method for processing image data obtained from an endoscope
device configured to output the image data, including obtaining, from the image data,
at least two frames each captured with a different illumination state, generating, from
the at least two obtained frames, a composite image that has a reduced specular re-
flection light component with respect to at least one of the obtained frames, and

generating a video signal including the composite image.

Advantageous Effects of Invention

According to an embodiment of the present technologys, it is possible to suppress
specular reflection light components.

Note that the effect described herein is not necessarily limited and may be any one of
effects described in the present disclosure.
Brief Description of Drawings
[fig.1]Fig. 1 is a block diagram showing a configuration example of an embodiment of
an endoscope system to which the present technology is applied.
[fig.2]Fig. 2 illustrates a use example of an endoscope system.
[fig.3]Fig. 3 illustrates an example of an illumination method of illuminating a subject
in an endoscope system.
[fig.4]Fig. 4 illustrates an example of adjustment of an illumination direction in an illu-
mination unit 17.
[fig.5]Fig. 5 illustrates outlines of composition processing performed in a signal
processing unit 13.
[fig.6]Fig. 6 shows examples of amounts of exposure and gains in a central irradiation

image and a peripheral irradiation image.
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[fig.7]Fig. 7 shows examples of setting of weight a.

[fig.8]Fig. 8 illustrates an example of timings of composition processing performed in
the signal processing unit 13.

[fig.9]Fig. 9 illustrates another example of the timings of the composition processing
performed in the signal processing unit 13.

[fig.10]Fig. 10 is a flowchart showing an example of processing of an endoscope
system.

[fig.11]Fig. 11 is a flowchart showing an example of composition processing.
[fig.12]Fig. 12 illustrates other examples of the illumination method of illuminating a
subject in an endoscope system.

[fig.13]Fig. 13 illustrates still another example of the illumination method of illu-
minating a subject in an endoscope system.

[fig.14]Fig. 14 is a block diagram showing a configuration example of an embodiment
of a computer to which the present technology is applied.

Description of Embodiments

<Embodiment of endoscope system to which present technology is applied>

Fig. 1 is a block diagram showing a configuration example of an embodiment of an
endoscope system to which the present technology is applied.

In Fig. 1, the endoscope system includes an endoscope 11, a memory 12, a signal
processing unit 13, a display unit 14, a photographing control unit 15, an illumination
control unit 16, and an illumination unit 17.

The endoscope 11 includes, for example, an image sensor 11A such as a charge
coupled device (CCD) or a complementary metal oxide semiconductor (CMOS) sensor
and supplies a photograph image obtained by photographing a subject with the use of
the image sensor 11A to the memory 12 and the signal processing unit 13.

Herein, the endoscope system of Fig. 1 is, for example, a medical endoscope system,
and a living body serving as a subject, that is, for example, tissue of a body cavity of a
patient is photographed in the image sensor 11A of the endoscope 11. Then, an
endoscope image, which is a living body image obtained by photographing the living
body, is supplied to the memory 12 and the signal processing unit 13 from the
endoscope 11.

Note that, although not illustrated, the endoscope 11 includes, for example, an optical
system such as a focus lens and a stop as necessary.

Further, the endoscope 11 can photograph the subject to produce, as an endoscope
image, a two-dimensional (2D) image and a 3D image.

The memory 12 temporarily stores the endoscope image supplied from (the image

sensor 11A of) the endoscope 11.
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The signal processing unit 13 performs signal processing with the use of the
endoscope image supplied from (the image sensor 11A of) the endoscope 11 or the
endoscope image stored in the memory 12 and supplies an image obtained as a result
of the signal processing to the display unit 14.

Herein, the signal processing performed in the signal processing unit 13 is, for
example, demosaicing (developing) for obtaining values of RGB of each pixel in an
image in a Bayer array and composition processing described below. In the com-
position processing, the endoscope image from the endoscope 11 and the endoscope
image stored in the memory 12 are composed and a composite image obtained as a
result of the composition processing is supplied to the display unit 14.

The display unit 14 displays the composite image supplied from the signal processing
unit 13. The display unit 14 can be, for example, a display integrated with the signal
processing unit 13, a stationary display separated from the signal processing unit 13, or
a head mounted display.

The photographing control unit 15 controls photographing of the endoscope image in
(the image sensor 11A of) the endoscope 11. Further, the photographing control unit
15 performs control to supply the endoscope image obtained by photographing in the
endoscope 11 to the memory 12 or the signal processing unit 13.

Further, the photographing control unit 15 sets a condition of illumination
(illumination condition) suitable for a frame of the endoscope image obtained by pho-
tographing in the endoscope 11 and supplies the condition to the illumination control
unit 16.

That is, the endoscope image is obtained by photographing at a predetermined frame
rate in the endoscope 11. The photographing control unit 15 sets an illumination
condition for each frame of the endoscope image and supplies the illumination
condition to the illumination control unit 16.

The illumination control unit 16 controls the illumination unit 17 so that a subject is
illuminated in accordance with the illumination condition from the photographing
control unit 15.

The illumination unit 17 illuminates the subject by emitting illumination light in ac-
cordance with control of the illumination control unit 16.

Herein, the illumination unit 17 includes all mechanisms for irradiating a subject with
illumination light, such as a light source including a halogen lamp, a xenon lamp, a
light emitting diode (LED), or the like, which emits light as illumination light, and an
optical component including a light guide cable for guiding the illumination light
emitted from the light source to the subject.

The illumination unit 17 irradiates the subject with illumination light in different illu-

mination directions in, for example, an even-numbered frame and an odd-numbered
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frame in accordance with control of the illumination control unit 16.

That is, in the case where an endoscope image of the even-numbered frame is
obtained by photographing, the illumination unit 17 irradiates the subject with, for
example, illumination light in an illumination direction (first illumination direction)
(hereinafter, also referred to as a central direction) toward a central part of the subject
projected on the endoscope image.

Meanwhile, in the case where an endoscope image of the odd-numbered frame is
obtained by photographing, the illumination unit 17 irradiates the subject with, for
example, illumination light in an illumination direction (second illumination direction)
(hereinafter, also referred to as a peripheral direction) toward a peripheral part of the
subject projected on the endoscope image.

As aresult, in the endoscope 11, an image obtained by photographing the subject ir-
radiated with illumination light in the central direction can be obtained as the
endoscope image of the even-numbered frame (first photograph image), and an image
obtained by photographing the subject irradiated with illumination light in the pe-
ripheral direction can be obtained as the endoscope image of the odd-numbered frame
(second photograph image).

In the composition processing performed in the signal processing unit 13, the
endoscope image of the even-numbered frame and the endoscope image of the odd-
numbered frame described above are composed.

Note that a part or all of the illumination unit 17 can be included in the endoscope 11.

The number of illumination light beams emitted from the illumination unit 17 is not
particularly limited. That is, the illumination unit 17 can emit a single or a plurality of
illumination light beams.

The subject can be irradiated with illumination light in the central direction in the
case where the endoscope image of the odd-numbered frame is obtained by pho-
tographing, instead of the even-numbered frame, whereas the subject can be irradiated
with illumination light in the peripheral direction in the case where photographing the
endoscope image of the even-numbered frame is obtained by photographing, instead of
the odd-numbered frame.

The number of illumination directions of illumination light can be not only two di-
rections, i.e., the central direction and the peripheral direction, but also three or more
directions.

That is, the number of illumination directions of illumination light can be, for
example, three directions, i.e., a direction toward a left side of the subject, a direction
toward the center of the subject, and a direction toward a right side of the subject, or
four directions, i.e., directions toward an upper left side, a lower left side, an upper

right side, and a lower right side of the subject.



WO 2016/125450 PCT/JP2016/000362

[0041]

[0042]
[0043]

[0044]

[0045]

[0046]

[0047]

[0048]

[0049]

In the case where the number of illumination directions of illumination light are K di-
rections, for example, images of K frames whose illumination directions are the K illu-
mination directions, respectively, are obtained by photographing in the endoscope
system as endoscope images of the consecutive K frames, and the endoscope images of
the consecutive K frames are composed as a composite image of a single frame.

Fig. 2 illustrates a use example of the endoscope system of Fig. 1.

The endoscope system of Fig. 1 is used for, for example, endoscopic operation in
which a surgical part 32, which is a part in a body to be subjected to a surgical
operation, is photographed as a subject and an endoscope image (composite image) on
which the subject is projected is displayed on the display unit 14, and a doctor
performs an operation on the surgical part 32 while watching the endoscope image.

The endoscope 11 is inserted into, for example, a body cavity of a patient (human
body), and an endoscope image of tissue in the body cavity serving as a subject is
obtained by photographing.

That is, the endoscope 11 includes, from its appearance, for example, a camera head
21 that an operator (doctor) who performs a surgical operation as a user of the
endoscope system operates by his/her hand and a slender and tubular endoscope scope
22 to be inserted into a body of a patient.

In endoscopic operation, the endoscope scope 22 of the endoscope 11 and pairs of
forceps 31 which are treatment tools are inserted into a body of a patient as illustrated
in, for example, Fig. 2.

In the endoscope 11, for example, illumination light emitted by the illumination unit
17 is emitted through a tip end of the endoscope scope 22, the surgical part 32 serving
as a subject in the body of the patient is illuminated with the illumination light.

Further, in the endoscope 11, reflected light obtained by reflecting the illumination
light in the surgical part 32 enters the tip end of the endoscope scope 22 and is received
by the image sensor 11A of the endoscope 11. Thus, the surgical part 32 serving as a
subject is photographed.

Note that, in the endoscope 11, the image sensor 11A can be provided in, for
example, the camera head 21 or the tip end part of the endoscope scope 22. In the case
where the image sensor 11A is provided in the camera head 21 of the endoscope 11, an
optical component that leads reflected light, which is emitted from the subject (surgical
part 32) and enters the tip end of the endoscope scope 22, to the image sensor 11A of
the camera head 21 is provided in the endoscope scope 22.

Herein, in a general endoscope, a light guide for guiding illumination light emitted
by a light source substantially overlaps an optical axis of (the image sensor included
in) the endoscope because of its structure as disclosed in, for example, JP
H11-104075A and JP 2011-120646A. Further, in order that a doctor performs a
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surgical operation and diagnosis, the tip end of the endoscope scope is approached to a
surgical part serving as a subject and the surgical part is illuminated at a close distance.

Therefore, specular reflection light, which is caused by specular reflection of illu-
mination light, easily occurs in the surgical part serving as a subject.

Specular reflection light components corresponding to specular reflection light,
which are in an endoscope image obtained by photographing a subject with the use of
the endoscope, conceal unevenness and patterns that originally exist on a surface of a
subject. This prevents a doctor from observing a surgical part in some cases.

Methods of suppressing specular reflection light components are, for example, a
method of estimating specular reflection light components on the basis of a
dichromatic reflection model and removing the specular reflection light components by
image processing and a method of adjusting a brightness signal, as disclosed in PTLs 1
and 2.

However, in the method disclosed in PTL 1, specular reflection light components are
estimated by using an object in chromatic color as a target and cannot be estimated by
using an object in color other than chromatic color as a target. Further, in the case
where a sensor for use in photographing is saturated in estimation of specular re-
flection light components by using an object in chromatic color as a target, specular re-
flection light components cannot be correctly estimated because of lack of information
on chroma. Therefore, it is necessary to take a photograph so as not to exceed sen-
sitivity of the sensor.

Further, in the method disclosed in PTL 2, a high-brightness tone is compressed, and
therefore contrast of the image is reduced, which may result in preventing observation
of a subject and losing original texture of an organ.

In view of this, in the endoscope system of Fig. 1, an endoscope image is obtained by
photographing a subject while irradiating the subject with illumination light in the
central direction in order to obtain an endoscope image of an even-numbered frame
and irradiating the subject with illumination light in the peripheral direction in order to
obtain an endoscope image of an odd-numbered frame.

Then, in the endoscope system of Fig. 1, the endoscope image of the even-numbered
frame, which is obtained by photographing the subject irradiated with illumination
light in the central direction, and the endoscope image of the odd-numbered frame,
which is obtained by photographing the subject irradiated with illumination light in the
peripheral direction, are composed to generate a composite image in which specular re-
flection light components are suppressed.

<Example of illumination method>

Fig. 3 illustrates an example of an illumination method of illuminating a subject in

the endoscope system in Fig. 1.
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Fig. 3A is a front view illustrating a configuration example of the tip end of the
endoscope scope 22 constituting the endoscope 11, assuming that the tip end is the
front.

Fig. 3B is side views illustrating a configuration example of the tip end of the
endoscope scope 22.

In Fig. 3A, a photographing window and illumination windows are provided in the
tip end of the endoscope scope 22.

Reflected light from a subject enters the photographing window and is led to the
image sensor 11A.

Note that, in Fig. 3, the front of the tip end of the endoscope scope 22 has a
(substantially) circular shape, and the photographing window is provided in a central
part of the circle.

The illumination windows are part of the illumination unit 17, and illumination light
is emitted from the illumination windows.

Note that, in Fig. 3, four illumination windows are provided around the pho-
tographing window. However, the number of illumination windows are not limited to
four. That is, one, two, three, or five or more illumination windows can be provided in
the endoscope scope 22.

IMlumination light is emitted through the illumination windows constituting the illu-
mination unit 17 in accordance with control of the illumination control unit 16.

In Fig. 3, an illumination direction of illumination light is switched to the central
direction or the peripheral direction so that, in the case where an endoscope image of
an even-numbered frame is obtained by photographing, illumination light whose illu-
mination direction is the central direction is emitted through the illumination windows,
and, in the case where an endoscope image of an odd-numbered frame is obtained by
photographing, illumination light whose illumination direction is the peripheral
direction is emitted.

As aresult, in the endoscope 11, an image on which a subject irradiated with illu-
mination light in the central direction is projected is obtained by photographing as the
endoscope image of the even-numbered frame, and an image on which the subject ir-
radiated with illumination light in the peripheral direction is projected is obtained by
photographing as the endoscope image of the odd-numbered frame.

In the illumination unit 17, for example, an illumination direction of illumination
light with which a subject is illuminated can be mechanically controlled for each frame
or can be adjusted (changed) with the use of optical components such as a mirror and a
condensing lens.

Fig. 4 illustrates an example of adjustment of an illumination direction in the illu-

mination unit 17.
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In Fig. 4, in the illumination unit 17, illumination light emitted from the light source
(not illustrated) passes through the light guide cable provided in the endoscope scope
22, reaches the illumination window provided in the tip end of the endoscope scope 22,
and is emitted through the illumination windows.

In Fig. 4, the illumination window rotates (swings) around a rotation axis which is a
direction vertical to a radius of the front circle of the tip end of the endoscope scope
22. By rotating the illumination window, an illumination direction of illumination light
is adjusted to the central direction or the peripheral direction as in, for example, a
flexible scope.

In Fig. 4, illumination light is constantly emitted, and the illumination direction is
adjusted for each frame by rotating the illumination window. With this, in the case
where an endoscope image of an even-numbered frame is obtained by photographing,
illumination light whose illumination direction is the central direction is emitted from
the illumination window, whereas, in the case where an endoscope image of an odd-
numbered frame is obtained by photographing, illumination light whose illumination
direction is the peripheral direction is emitted therefrom.

<Composition processing>

Fig. 5 illustrates outlines of composition processing performed in the signal
processing unit 13 of Fig. 1.

In the composition processing, an endoscope image of an even-numbered frame and
an endoscope image of an odd-numbered frame are composed.

As described above, in the case where the endoscope image of the even-numbered
frame is obtained by photographing, illumination light in the central direction is
emitted, whereas, in the case where the endoscope image of the odd-numbered frame is
obtained by photographing, illumination light in the peripheral direction is emitted.

As aresult, in the even-numbered frame, illumination light is concentrated in a
central part of the endoscope image, whereas, in the odd-numbered frame, illumination
light is dispersed in a peripheral part of the endoscope image.

Therefore, in the endoscope image of the even-numbered frame, a region A-1 in the
central part is bright and a region A-2 in the peripheral part is darker than the region A-
I in the central part. Meanwhile, in the endoscope image of the odd-numbered frame, a
region B-2 in the peripheral part is bright and a region B-1 in the central part is darker
than the region B-2 in the peripheral part.

As to the region A-1 in the central part of the endoscope image of the even-numbered
frame, optical axes of illumination light are close to an optical axis of the image sensor
11A, and therefore specular reflection light components are easily included.

Meanwhile, as to the region A-2 in the peripheral part of the endoscope image of the

even-numbered frame and the region B-1 in the central part of the endoscope image of
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the odd-numbered frame and the region B-2 in the peripheral part (the whole region in
the endoscope image of the odd-numbered frame), shift between the optical axes of il-
lumination light and the optical axis of the image sensor 11A is large. Therefore,
specular reflection light components are not easily included therein.

In the composition processing, a composite image in which specular reflection light
components are suppressed (having no specular reflection light component) is
generated by appropriately composing the endoscope image of the even-numbered
frame and the endoscope image of the odd-numbered frame described above.

Further, the endoscope image of the even-numbered frame and the endoscope image
of the odd-numbered frame are photograph images having different light exposure
conditions, and therefore composition of the endoscope image of the even-numbered
frame and the endoscope image of the odd-numbered frame can bring about a high
dynamic range (HDR) effect.

That is, a composite image having a high dynamic range can be generated by the
composition processing of the endoscope image of the even-numbered frame and the
endoscope image of the odd-numbered frame.

Hereinafter, an endoscope image of an even-numbered frame, which is obtained by
photographing a subject while irradiating the subject with illumination light in the
central direction, will be also referred to as a central irradiation image. Further,
hereinafter, an endoscope image of an odd-numbered frame, which is obtained by pho-
tographing a subject while irradiating the subject with illumination light in the pe-
ripheral direction, will be also referred to as a peripheral irradiation image.

Fig. 6 shows examples of amounts of exposure and gains in a central irradiation
image and a peripheral irradiation image.

Fig. 6A shows an example of (distribution of) amounts of exposure of the central ir-
radiation image and the peripheral irradiation image.

In Fig. 6A, a horizontal axis indicates positions (coordinates) of the central ir-
radiation image and the peripheral irradiation image in a horizontal direction or a
vertical direction, and a vertical axis indicates amounts of exposure (brightness).

The central irradiation image is an image obtained by photographing a subject while
irradiating the subject with illumination light in an illumination direction toward a
central part of the central irradiation image, and therefore an amount of exposure of the
central part is large and an amount of exposure of a peripheral part is small.

Meanwhile, the peripheral irradiation image is an image obtained by photographing
the subject while irradiating the subject with illumination light in an illumination
direction toward the peripheral part of the peripheral irradiation image, and therefore
an amount of exposure of the central part is small and an amount of exposure of the pe-

ripheral part is large.
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Note that the amount of exposure of the central irradiation image can be measured by
an arbitrary method.

Further, the amount of exposure of the central irradiation image can be obtained in
advance by, for example, simulation, i.e., by photographing the subject while ir-
radiating the subject with illumination light in the central direction.

In the case where the amount of exposure of the central irradiation image is obtained
in advance by, for example, simulation, (distribution of) an amount of exposure is
obtained in advance, or, for example, amounts of exposure corresponding to distances
between the subject and the endoscope scope 22 can be obtained in advance.

In the case where the amounts of exposure corresponding to the distances between
the subject and the endoscope scope 22 are obtained in advance, an actual distance
between the subject and the endoscope scope 22 is measured when the endoscope
system is used and an amount of exposure corresponding to the actual distance can be
used as the amount of exposure of the central irradiation image.

The same applies to the amount of exposure of the peripheral irradiation image.

The amount of exposure of the central irradiation image and the amount of exposure
of the peripheral irradiation image are different depending on a position (pixel).
Therefore, in the case where the central irradiation image and the peripheral irradiation
image are composed, the signal processing unit 13 multiplies, for example, an ap-
propriate gain by each pixel of the central irradiation image and each pixel of the pe-
ripheral irradiation image in order to make the amounts of exposure uniform.

That is, the signal processing unit 13 detects, for example, the largest amount of
exposure among amounts of exposure of the central irradiation image and multiplies
each pixel of the central irradiation image and each pixel of the peripheral irradiation
image by a gain corresponding to an amount of exposure of the pixel on the basis of
the largest amount of exposure.

Specifically, the signal processing unit 13 sets a gain of a pixel having the largest
amount of exposure of the central irradiation image to 1.0. Then, based on the gain of
the pixel having the largest amount of exposure of the central irradiation image, the
signal processing unit 13 sets, in each pixel of the central irradiation image and each
pixel of the peripheral irradiation image, a gain having a value that is in inverse
proportion to an amount of exposure of the pixel.

Fig. 6B shows an example of (distribution of) gains that are set in the central ir-
radiation image and the peripheral irradiation image.

In Fig. 6B, a horizontal axis indicates positions of the central irradiation image and
the peripheral irradiation image in a horizontal direction or a vertical direction and a
vertical axis indicates gains that are set in the signal processing unit 13.

In Fig. 6B, a gain of each pixel of the central irradiation image and a gain of each
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pixel of the peripheral irradiation image have values that are in inverse proportion to
amounts of exposure of the pixels.

The signal processing unit 13 multiplies gains by the central irradiation image and
the peripheral irradiation image, and the central irradiation image and the peripheral ir-
radiation image to which the gains have been multiplied are composed.

That is, herein, pixel values in attention positions observed in the central irradiation
image and the peripheral irradiation image are denoted by Pc and Po. Further, gains of
pixels (gains that are set in pixels) in the attention positions of the central irradiation
image and the peripheral irradiation image are denoted by Gc and Go.

In this case, pixel values Vc and Vo of pixels in the attention positions of the central
irradiation image and the peripheral irradiation image to which the gains have been
multiplied are represented by a formula Ve = Pc * Gce and a formula Vo = Po * Go, re-
spectively.

For example, the signal processing unit 13 obtains, as a pixel value C of a pixel in an
attention position of a composite image, a weighting addition value of the pixel values
Vc and Vo of the pixels in the attention positions of the central irradiation images and
the peripheral irradiation images to which the gains have been multiplied.

That is, herein, assuming that weight used for obtaining the weighting addition value
of the pixel values Vc and Vo is denoted by a, for example, the signal processing unit
13 obtains the pixel value C of the pixel in the attention position of the composite
image in accordance with a formula C=a * Ve + (1 - a) * Vo.

However, for example, the signal processing unit 13 sets, as the weight a, a value
falling within a range represented by a formula 0.0 =< a =< 1.0 on the basis of the
pixel value Vc or Vo of the pixel in the attention position of the central irradiation
image or the peripheral irradiation image (to which the gains have been multiplied).

Fig. 7 shows examples of setting of the weight a.

In Fig. 7, a horizontal axis indicates the pixel value Vc or Vo of the pixel in the
attention position of the central irradiation image or peripheral irradiation image, and a
vertical axis indicates the weight a.

In the case where the amount of exposure of the pixel in the attention position of the
central irradiation image is larger than the amount of exposure of the pixel in the
attention position of the peripheral irradiation image, the weight a is set in accordance
with the pixel value Vc of the pixel in the attention position of the central irradiation
image, as shown in Fig. 7A.

Meanwhile, in the case where the amount of exposure of the pixel in the attention
position of the central irradiation image is not larger than the amount of exposure of
the pixel in the attention position of the peripheral irradiation image, the weight a is set

in accordance with the pixel value Vo of the pixel in the attention position of the pe-
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ripheral irradiation image, as shown in Fig. 7B.

Herein, in Fig. 7A, the weight a has such a property that is reduced from 1.0 with
respect to increase in the pixel value Ve of the pixel in the attention position of the
central irradiation image. The reduction herein means that a reduction amount is O or
more.

Further, in Fig. 7B, the weight a has such a property that is increased from 0.0 with
respect to increase in the pixel value Vo of the pixel in the attention position of the pe-
ripheral irradiation image. The increase herein means that an increase amount is O or
more.

In Fig. 7A, in the case where the pixel value Vc of the pixel in the attention position
of the central irradiation image is smaller (or is equal to or smaller) than a threshold
TH, the weight a is set to 1. Further, in Fig. 7A, in the case where the pixel value Vc of
the pixel in the attention position of the central irradiation image is equal to or larger
(or is larger) than the threshold TH, the weight a is set to 0.

In Fig. 7B, in the case where the pixel value Vo of the pixel in the attention position
of the peripheral irradiation image is smaller than the threshold TH, the weight a is set
to 0. Further, in Fig. 7B, in the case where the pixel value Vo of the pixel in the
attention position of the peripheral irradiation image is equal to or larger than the
threshold TH, the weight a is set to 1.

The threshold TH can be, for example, the smallest pixel value of a pixel which is
highly likely to include specular reflection light components. The threshold TH can be
estimated by, for example, simulation.

In the case where O or 1 is set as the weight a as described above, in the composition
processing performed in accordance with a formula C=a * Vc + (1 - a) * Vo, one of
the pixel values Vc and Vo of the pixels in the attention positions of the central ir-
radiation image and the peripheral irradiation image practically serves as a pixel value
in an attention position of a composite image.

That is, in the case where the amount of exposure of the pixel in the attention
position of the central irradiation image is larger than the amount of exposure of the
pixel in the attention position of the peripheral irradiation image (Fig. 7A) and the
pixel value Vc of the pixel in the attention position of the central irradiation image is
smaller than the threshold TH, the weight a is 1, and the pixel value Vc of the pixel in
the attention position of the central irradiation image is obtained as the pixel value C of
the pixel in the attention position of the composite image. Further, in the case where
the pixel value Vc of the pixel in the attention position of the central irradiation image
is not smaller than the threshold TH, the weight a is 0, and the pixel value Vo of the
pixel in the attention position of the peripheral irradiation image is obtained as the

pixel value C of the pixel in the attention position of the composite image.



14

WO 2016/125450 PCT/JP2016/000362

[0119]

[0120]

[0121]

[0122]

[0123]

Meanwhile, in the case where the amount of exposure of the pixel in the attention
position of the central irradiation image is not larger than the amount of exposure of
the pixel in the attention position of the peripheral irradiation image (Fig. 7B) and the
pixel value Vo of the pixel in the attention position of the peripheral irradiation image
is smaller than the threshold TH, the weight a is 0, and the pixel value Vo of the pixel
in the attention position of the peripheral irradiation image is obtained as the pixel
value C of the pixel in the attention position of the composite image. Further, in the
case where the pixel value Vo of the pixel in the attention position of the peripheral ir-
radiation image is not smaller than the threshold TH, the weight a is 1, and the pixel
value Vc of the pixel in the attention position of the central irradiation image is
obtained as the pixel value C of the pixel in the attention position of the composite
image.

Herein, in the case where the attention positions are central parts of the endoscope
images (central irradiation image and peripheral irradiation image), the amount of
exposure of the pixel in the attention position of the central irradiation image is larger
than the amount of exposure of the pixel in the attention position of the peripheral ir-
radiation image. In this case, in the case where the pixel value Vc of the pixel in the
attention position of the central irradiation image is smaller than the threshold TH, it is
estimated that the pixel value Vc of the pixel in the attention position of the central ir-
radiation image includes no specular reflection light component, and the pixel value
Ve serves as the pixel value C of the pixel in the attention position of the composite
image as it is.

Further, in the case where the pixel value Vc of the pixel in the attention position of
the central irradiation image is not smaller than the threshold TH, it is estimated that
the pixel value Vc of the pixel in the attention position of the central irradiation image
may include specular reflection light components, and the pixel value Vo of the pixel
in the attention position of the peripheral irradiation image serves as the pixel value C
of the pixel in the attention position of the composite image.

Meanwhile, in the case where the attention positions are peripheral parts, the amount
of exposure of the pixel in the attention position of the peripheral irradiation image is
larger than the amount of exposure of the pixel in the attention position of the central
irradiation image. In this case, in the case where the pixel value Vo of the pixel in the
attention position of the peripheral irradiation image is smaller than the threshold TH,
it is estimated that the pixel value Vo of the pixel in the attention position of the pe-
ripheral irradiation image includes no specular reflection light component, and the
pixel value Vo serves as the pixel value C of the pixel in the attention position of the
composite image as it is.

Further, in the case where the pixel value Vo of the pixel in the attention position of
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the peripheral irradiation image is not smaller than the threshold TH, it is estimated
that the pixel value Vo of the pixel in the attention position of the peripheral irradiation
image may include specular reflection light components, and the pixel value Vc of the
pixel in the attention position of the central irradiation image serves as the pixel value
C of the pixel in the attention position of the composite image.

Specular reflection easily occurs in a subject projected on a central part of an
endoscope image in the case where an amount of exposure is large, and therefore, in
the case where a pixel value Vc (Pc) of a pixel in the central part of the central ir-
radiation image is a saturation value or a value extremely close to the saturation value,
there is a high possibility that specular reflection light components are included in the
pixel value Vc.

Therefore, as described above, in the case where the amount of exposure of the pixel
in the attention position of the central irradiation image is larger (than the amount of
exposure of the pixel in the attention position of the peripheral irradiation image) and
the pixel value Vc of the pixel in the attention position of the central irradiation image
is not smaller than the threshold TH, it is estimated, in the signal processing unit 13,
that the pixel value Vc of the pixel in the attention position of the central irradiation
image may include specular reflection light components, and the pixel value Vo of the
pixel in the attention position of the peripheral irradiation image serves as the pixel
value C of the pixel in the attention position of the composite image. Therefore, it is
possible to obtain a composite image in which specular reflection light components are
suppressed, i.e. a composite image in which no specular reflection light component is
detected in an endoscope image.

Note that, in Fig. 7, in the case where the amount of exposure of the pixel in the
attention position of the central irradiation image is larger than the amount of exposure
of the pixel in the attention position of the peripheral irradiation image and the pixel
value Vc of the pixel in the attention position of the central irradiation image is not
smaller than the threshold TH, it is estimated that the pixel value Vc may include
specular reflection light components, and the pixel value Vo of the pixel in the
attention position of the peripheral irradiation image is obtained as the pixel value C of
the pixel in the attention position of the composite image.

Further, in the case where the amount of exposure of the pixel in the attention
position of the central irradiation image is not larger than the amount of exposure of
the pixel in the attention position of the peripheral irradiation image and the pixel value
Vo of the pixel in the attention position of the peripheral irradiation image is not
smaller than the threshold TH, it is estimated that the pixel value Vo may include
specular reflection light components, and the pixel value Vc of the pixel in the

attention position of the central irradiation image is obtained as the pixel value C of the
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pixel in the attention position of the composite image.

However, even in the case where the amount of exposure of the pixel in the attention
position of the central irradiation image is larger than the amount of exposure of the
pixel in the attention position of the peripheral irradiation image and the pixel value Vc
of the pixel in the attention position of the central irradiation image is smaller than the
threshold TH, there is a possibility that the pixel value Vc includes specular reflection
light components.

Similarly, even in the case where the amount of exposure of the pixel in the attention
position of the central irradiation image is not larger than the amount of exposure of
the pixel in the attention position of the peripheral irradiation image and the pixel value
Vo of the pixel in the attention position of the peripheral irradiation image is smaller
than the threshold TH, there is a possibility that the pixel value Vo includes specular
reflection light components.

In view of this, the signal processing unit 13 can perform, with respect to the pixels
in the attention positions of the central irradiation image and the peripheral irradiation
image, processing for detecting specular reflection light components, that is, for
example, processing for detecting specular reflection light components with the use of
a dichromatic reflection model or the like. Then, in the case where specular reflection
light components are detected in one of the pixels in the attention positions of the
central irradiation image and the peripheral irradiation image, a pixel value of the other
one of the pixels can be employed as the pixel value C of the pixel in the attention
position of the composite image instead of the weighting addition value obtained by
using the weight a.

Although the weight a is set to O or 1 (is set to a value that is sharply changed from O
or 1 to 1 or O in the threshold TH) in the above case, the weight a can be set to an
arbitrary value falling within a range represented by a formula 0.0 =< a =< 1.0 on the
basis of the pixel value Vc or Vo of the pixel in the attention position of the central ir-
radiation image or the peripheral irradiation image.

That is, in the case where, for example, the pixel value Vc or Vo is a value around
the threshold TH, the weight a can be set to a value that is slowly changed from 1 to O
or a value that is slowly changed from O to 1 in accordance with the pixel value Vc or
Vo, as indicated by dotted lines of Fig. 7.

For example, for the pixel value Vc or Vo falling within a range of TH1 (< TH) to
TH2 (> TH), the weight a can be set to a value that is slowly changed from 1 to O or a
value that is slowly changed from O to 1 in accordance with the pixel value Vc or Vo,
as indicated by the dotted lines of Fig. 7.

In this case, the pixel value C of the pixel in the attention position of the composite

image is a value obtained by blending the pixel values Vc and Vo at aratio corre-
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sponding to the weight a (a ratio corresponding to a difference between the pixel value
V¢ or Vo and the threshold TH).

It is possible to employ an arbitrary characteristic that the weight a is decreased from
1 with respect to increase in the pixel value Vc or an arbitrary characteristic that the
weight a is increased from O with respect to increase in the pixel value Vo.

In the composition processing, an endoscope image of an even-numbered frame and
an endoscope image of an odd-numbered frame are composed as described above, and,
in the case where a composite image is generated, tones of the composite image are
compressed.

That is, in the composition processing, gains are multiplied by the central irradiation
image and the peripheral irradiation image, and the central irradiation image and the
peripheral irradiation image to which the gains have been multiplied are composed.
Therefore, the composite image is an image having a larger bit width than that of the
central irradiation image or the peripheral irradiation image before the composition
processing, i.e., an image having a high dynamic range.

For example, in the case where the largest value of a gain multiplied by the central ir-
radiation image and the peripheral irradiation image is 16.0 (= 24), a bit width of the
composite image is larger by only 4 bits than a bit width of the central irradiation
image or the peripheral irradiation image before the composition processing.

In the composition processing, the tones of the composite image are compressed so
that, for example, the bit width of the composite image corresponds to the bit width of
the central irradiation image or the peripheral irradiation image before the composition
processing.

A method of compressing tones of a composite image can be, for example, a method
of compressing tones with the use of a fixed tone curve or a method of switching a
tone curve in accordance with a feature value of an image to compress tones. Further, a
method of compressing tones of a composite image can be, for example, a method of
performing division with the use of the largest value of a gain among gains multiplied
by a central irradiation image and a peripheral irradiation image or other arbitrary
methods.

Fig. 8 illustrates an example of timings of composition processing performed in the
signal processing unit 13 of Fig. 1.

In Fig. 8, in the composition processing, an endoscope image (central irradiation
image) of a certain even-numbered frame #2N and an endoscope image (peripheral ir-
radiation image) of an odd-numbered frame #2N+1 subsequent to the even-numbered
frame #2N are composed. Further, in the composition processing, thereafter, an
endoscope image (central irradiation image) of an even-numbered frame #2N+2

subsequent to the odd-numbered frame #2N+1 and an endoscope image (peripheral ir-
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radiation image) of an odd-numbered frame #2N+3 subsequent to the even-numbered
frame #2N+2 are composed.

In the composition processing of Fig. 8, the above composition of an endoscope
image (central irradiation image) of an even-numbered frame and an endoscope image
(peripheral irradiation image) of an odd-numbered frame is repeated.

In this case, a frame rate of a composite image obtained by composing an endoscope
image of an even-numbered frame and an endoscope image of an odd-numbered frame
is 1/2 of a frame rate of an endoscope image obtained by photographing in the
endoscope 11.

Therefore, in the case where the composition processing is performed at the timings
shown in Fig. §, it is necessary to photograph an endoscope image at a frame rate that
is twice as much as a frame rate demanded for the composite image in the endoscope
11.

Fig. 9 illustrates another example of the timings of the composition processing
performed in the signal processing unit 13 of Fig. 1.

In Fig. 9, in the composition processing, an endoscope image (central irradiation
image) of a certain even-numbered frame #2N and an endoscope image (peripheral ir-
radiation image) of an odd-numbered frame #2N+1 subsequent to the even-numbered
frame #2N are composed. Further, in the composition processing, thereafter, the
endoscope image (peripheral irradiation image) of the odd-numbered frame #2N+1 that
has been used for previous composition and an endoscope image (central irradiation
image) of an even-numbered frame #2N+2 subsequent to the odd-numbered frame
#2N+1 are composed.

In the composition processing of Fig. 9, the above composition of an endoscope
image (central irradiation image) of an even-numbered frame and an endoscope image
(peripheral irradiation image) of an odd-numbered frame is repeated.

In this case, a frame rate of a composite image obtained by composing an endoscope
image of an even-numbered frame and an endoscope image of an odd-numbered frame
is equal to a frame rate of an endoscope image obtained by photographing in the
endoscope 11.

<Processing of endoscope system>

Fig. 10 is a flowchart showing an example of processing of an endoscope system of
Fig. 1.

Note that, in Fig. 10, for example, the composition processing is performed at the
timings shown in Fig. 8.

In Step S11, control of illumination suitable for an attention frame to be obtained by
photographing in the endoscope 11 is performed.

That is, in Step S11, the photographing control unit 15 sets an illumination condition
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suitable for the attention frame and supplies the illumination condition to the illu-
mination control unit 16. The illumination control unit 16 controls the illumination unit
17 so as to illuminate a subject in accordance with the illumination condition from the
photographing control unit 15.

The illumination unit 17 illuminates the subject by irradiating the subject with illu-
mination light whose illumination direction is the central direction or the peripheral
direction in accordance with control of the illumination control unit 16.

Thereafter, the processing proceeds from Step S11 to Step S12, and the endoscope 11
photographs the subject irradiated with illumination light by the illumination unit 17.
With this, an endoscope image of the attention frame is acquired, and the processing
proceeds to Step S13.

In Step S13, the photographing control unit 15 determines whether or not pho-
tographing of endoscope images necessary for composition of a composite image of a
single frame has been completed in the endoscope 11.

In the case where it is determined that photographing of the endoscope images
necessary for composition of the composite image of the single frame has not been
completed in Step S13, the processing proceeds to Step S14.

In Step S14, the photographing control unit 15 supplies the endoscope image of the
attention frame obtained by photographing in the endoscope 11 to the memory 12 from
the endoscope 11 to write (store) the endoscope image. Then, the processing returns
from Step S14 to Step S11, and the similar processing is repeated with respect to a
frame subsequent to the current attention frame as a new attention frame.

In Step S13, in the case where it is determined that photographing of the endoscope
images necessary for composition of the composite image of the single frame has been
completed, the photographing control unit 15 supplies the endoscope image of the
attention frame obtained by photographing in the endoscope 11 to the signal processing
unit 13 from the endoscope 11.

Then, the processing proceeds from Step S13 to Step 15, and the signal processing
unit 13 performs composition processing in which the endoscope image of the latest
attention frame supplied from the endoscope 11 and an endoscope image of a frame
immediately before the attention frame, the endoscope image being stored in the
memory 12, are composed.

That is, assuming that the endoscope image of the attention frame is a peripheral ir-
radiation image, a central irradiation image of a frame immediately before the pe-
ripheral irradiation image is currently stored in the memory 12, and, in the composition
processing, the central irradiation image and the peripheral irradiation image are
composed to generate a composite image.

The composite image obtained by the composition processing is supplied to the
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display unit 14 from the signal processing unit 13 and is displayed. Thus, the
processing for displaying the composite image of the single frame is completed.

In order to display a composite image of the next frame, the processing is repeated in
accordance with the flowchart of Fig. 10.

Fig. 11 is a flowchart showing an example of the composition processing performed
in Step S15 of Fig. 10.

In Step S21, as described above with reference to Fig. 6, the signal processing unit 13
performs gain correction in which gains corresponding to amounts of exposure are
multiplied by the central irradiation image and the peripheral irradiation image which
are targets to undergo the composition processing, and the processing proceeds to Step
S22.

In Step S22, as described above with reference to Fig. 7, the signal processing unit 13
sets the weight a on the basis of the pixel value Vc or Vo of the pixel in the central ir-
radiation image or the peripheral irradiation image (to which the gains have been
multiplied).

Further, as described above with reference to Fig. 7, the signal processing unit 13
composes the central irradiation image and the peripheral irradiation image with the
use of the weight a to generate a composite image, and the processing proceeds from
Step S22 to Step S23.

In Step S23, the signal processing unit 13 compresses tones of the composite image
and supplies the composite image whose tones have been compressed to the display
unit 14, and the composition processing is terminated (returns).

As described above, in the endoscope system of Fig. 1, a central irradiation image
and a peripheral irradiation image, i.e., a plurality of endoscope images obtained by
photographing a subject irradiated with illumination light in different illumination di-
rections are composed to generate a composite image.

Therefore, it is possible to suppress specular reflection light components of a
composite image, and a user who observes the composite image can satisfactorily
recognize unevenness and patterns that originally exist on a surface of a subject
projected on the composite image. It is also possible to obtain an image having a high
dynamic range as the composite image.

<Another example of illumination method>

Fig. 12 illustrates other examples of the illumination method of illuminating a subject
in the endoscope system of Fig. 1.

That is, Fig. 12 is front views and side views showing configuration examples of the
tip end of the endoscope scope 22 constituting the endoscope 11.

In Fig. 12, a photographing window and illumination windows are provided to the tip

end of the endoscope scope 22 as in Fig. 3. However, in Fig. 12, the illumination
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windows are provided at least in a position closer to the center of a front circle of the
tip end of the endoscope scope 22 (hereinafter, referred to as a position closer to the
center of the scope) and in a position closer to a circumference (hereinafter, also
referred to as a position closer to an outer circumference of the scope).

In Fig. 12A, a single illumination window is provided in a position closer to the
center of the scope, and another illumination window is provided in a position closer to
the outer circumference of the scope.

In Fig. 12B, a single toroidal illumination window is provided in a position closer to
the center of the scope so as to surround a photographing window, and another toroidal
illumination window is provided in a position closer to the outer circumference of the
scope so as to surround the illumination window in the position closer to the center of
the scope.

In Fig. 12C, four illumination windows are provided in positions closer to the center
of the scope at intervals of an central angle of 90 degrees, and other four illumination
windows are provided in positions closer to the outer circumference of the scope, the
positions being outside the positions of the illumination windows closer to the center
of the scope.

In Fig. 12D, four illumination windows are provided in positions closer to the center
of the scope and other four illumination windows are provided in positions closer to
the outer circumference of the scope as in Fig. 12C. However, in Fig. 12D, the four il-
lumination windows in the positions closer to the outer circumference of the scope are
provided to protrude to outside of the endoscope scope 22.

Note that, in Fig. 12D, the four illumination windows in the positions closer to the
outer circumference of the scope can be received in the endoscope scope 22.

In the case where (the tip end of) the endoscope scope 22 is inserted into a body
cavity, the four illumination windows in the positions closer to the outer circumference
of the scope are received in the endoscope scope 22. Then, after the endoscope scope
22 is inserted into the body cavity, the illumination windows protrude to outside of the
endoscope scope 22. Furthermore, in the case where the endoscope scope 22 is pulled
out from the body cavity, the four illumination windows in the positions closer to the
outer circumference of the scope are received in the endoscope scope 22 again.

In Fig. 12, illumination light in the central direction is emitted through the illu-
mination windows in the positions closer to the center of the scope, and illumination
light in the peripheral direction is emitted through the illumination windows in the
positions closer to the outer circumference of the scope.

The illumination control unit 16 controls the illumination unit 17 so that, in the case
where a central irradiation image, i.e., an endoscope image of an even-numbered frame

is obtained by photographing, illumination light emitted through the illumination
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window in the position closer to the center of the scope is turned on and illumination
light emitted through the illumination window in the position closer to the outer cir-
cumference of the scope is turned off.

Further, the illumination control unit 16 controls the the illumination unit 17 so that,
in the case where a peripheral irradiation image, i.e., an endoscope image of an odd-
numbered frame is obtained by photographing, illumination light emitted through the
illumination window in the position closer to the center of the scope is turned off and
illumination light emitted through the illumination window in the position closer to the
outer circumference of the scope is turned on.

It is possible to illuminate a subject with illumination light having different illu-
mination directions by controlling illumination directions of illumination light as
described above with reference to Fig. 3 and Fig. 4 or by switching on or off illu-
mination light in the central direction, which is emitted through the illumination
window in the position closer to the center of the scope, and illumination light in the
peripheral direction, which is emitted through the illumination window in the position
closer to the outer circumference of the scope, as described above with reference to
Fig. 12.

Note that, in the case of Fig. 12D, the illumination windows in the positions closer to
the outer circumference of the scope are distant from the position of the photographing
window, as compared to the cases of Fig. 12A to Fig. 12C. Therefore, shift between an
optical axis of illumination light and the optical axis of image sensor 11A is larger in
the case of Fig. 12D. Therefore, the peripheral irradiation image includes specular re-
flection light components more rarely, as compared to the cases of Fig. 12A to Fig.
12C.

Fig. 13 illustrates still another example of the illumination method of illuminating a
subject in the endoscope system of Fig. 1.

That is, Fig. 13 is cross-sectional views simply illustrating a state in which the
endoscope 11 is inserted into the body cavity.

Although illumination light is emitted from the endoscope 11 in the above case, illu-
mination light can be emitted from an external tool which is a tool that is different
from the endoscope 11.

In Fig. 13, tubular trocars serving as external tools are provided in holes bored in a
surface of a human body. In Fig. 13, for example, three trocars are linearly provided.

Further, in Fig. 13, among the three trocars, the endoscope scope 22 is inserted into a
central trocar. Further, among the three trocars, two trocars at both ends are part of the
illumination unit 17, and illumination windows (not illustrated) through which illu-
mination light is emitted are provided in the two trocars.

In Fig. 13A, at least an illumination window in a position closer to the center of the
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scope, which has been described above with reference to Fig. 12, is provided in the
endoscope scope 22, and illumination light in the central direction is emitted through
the illumination window.

Further, in Fig. 13A, the two trocars at the both ends emit illumination light in the
peripheral direction through the illumination windows provided in the trocars.

In Fig. 13A, in the case where a central irradiation image, i.e., an endoscope image of
an even-numbered frame is obtained by photographing, the illumination control unit 16
controls the illumination unit 17 so as to turn on illumination light emitted through the
illumination window of the endoscope scope 22 and turn off illumination light emitted
through the illumination windows of the two trocars at the both ends.

In the case where a peripheral irradiation image, i.e., an endoscope image of an odd-
numbered frame is obtained by photographing, the illumination control unit 16 controls
the illumination unit 17 so as to turn off illumination light emitted through the illu-
mination window of the endoscope scope 22 and turn on illumination light emitted
through the illumination windows of the two trocars at the both ends.

As described above, illumination light in the central direction and illumination light
in the peripheral direction are emitted from the endoscope scope 22 and the trocars in
Fig. 13A, whereas illumination light in the central direction and illumination light in
the peripheral direction are emitted only from the trocars in Fig. 13B.

That is, in Fig. 13B, in the case where the central irradiation image (endoscope image
of even-numbered frame) is obtained by photographing, the illumination control unit
16 controls the illumination unit 17 so that illumination directions of illumination light
emitted through the illumination windows of the two trocars at the both ends form the
central direction.

Meanwhile, in the case where the peripheral irradiation image (endoscope image of
odd-numbered frame) is obtained by photographing, the illumination control unit 16
controls the illumination unit 17 so that illumination directions of illumination light
emitted through the illumination windows of the two trocars at the both ends form the
peripheral direction.

As described above, in the case where illumination light is emitted from a trocar that
is an external tool that is different from the endoscope 11, shift between an optical axis
of the illumination light and an optical axis of the image sensor 11A is larger, as
compared to the case where illumination light is emitted from the endoscope scope 22.
Therefore, the peripheral irradiation image includes specular reflection light
components more rarely.

Note that, as illustrated in Fig. 13B, in the case where illumination light is emitted
only from the trocars and illumination light in the central direction emitted from the

trocars does not have enough brightness to irradiate a subject, illumination light in the
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central direction can be emitted from the endoscope scope 22.

That is, in Fig. 13B, illumination light in the central direction can be also emitted
from the endoscope 11 at a timing synchronized with a timing at which illumination
light in the central direction is emitted through the illumination windows of the trocars.

Note that, although a trocar is employed as an external tool that emits illumination
light in Fig. 13, the external tool that emits illumination light is not limited to the
trocar. That is, as the external tool that emits illumination light, for example, a device
only for illumination is employed, and the device only for illumination can be inserted
into the trocar to illuminate a body cavity serving as a subject.

<Description of computer to which present technology is applied>

The above-mentioned series of processing of the signal processing unit 13 can be
performed by hardware or software. In the case where the series of processing is
performed by software, a program configuring the software is installed in a computer.

In view of this, Fig. 14 shows a configuration example of an embodiment of a
computer to install a program for executing the above-mentioned series of processing.

The program can be stored in advance in a hard disk 105 or a ROM 103 serving as a
recording medium included in the computer.

Alternatively, the program can be stored in a removable recording medium 111. The
removable recording medium 111 can be provided as a so-called packaged software.
Herein, examples of the removable recording medium 111 encompass a flexible disk, a
compact disc read only memory (CD-ROM), a magneto optical (MO) disk, a digital
versatile disc (DVD), a magnetic disk, and a semiconductor memory.

Note that the program can be installed in the computer from the removable recording
medium 111 as described above or can be downloaded to the computer viaa commu-
nication network or a broadcasting network to be installed in the hard disk 105
included therein. That is, for example, the program can be transferred to the computer
from a download site via a satellite for digital satellite broadcasting in a wireless
manner or can be transferred to the computer via a network such as a local area
network (LAN) or the Internet in a wired manner.

The computer includes a central processing unit (CPU) 102, and an input/output
interface 110 is connected to the CPU 102 via a bus 101.

In the case where a user inputs a command via the input/output interface 110 by, for
example, operating an input unit 107, the CPU 102 executes the program stored in the
read only memory (ROM) 103 in accordance with the command. Alternatively, the
CPU 102 loads the program stored in the hard disk 105 into a random access memory
(RAM) 104 and executes the program.

With this, the CPU 102 performs the processing in accordance with the above-

mentioned flowchart or the processing by using the configuration of the above-
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mentioned block diagram. Then, for example, the CPU 102 outputs a result of the
processing through an output unit 106 or transmits the result through a communication
unit 108 via the input/output interface 110 as necessary and stores the result in the hard
disk 105.

Note that the input unit 107 includes a keyboard, a mouse, a microphone, and/or the
like. The output unit 106 includes a liquid crystal display (LCD), a speaker, and/or the
like.

Herein, in this specification, the computer does not necessarily need to perform the
processing in accordance with the program in order shown in the flowchart in a time
series. That is, the processing performed by the computer in accordance with the
program also includes processing executed in parallel or individually (for example,
parallel processing or processing using objects).

Further, the program may be processed by a single computer (processor) or may be
dispersedly processed by a plurality of computers. Further, the program may be
transferred to and be executed by a remote computer.

Further, in this specification, a system means gathering of a plurality of constituent
elements (device, module (component), and the like), and all the constituent elements
may or may not be received in the same housing. Therefore, a plurality of devices
received in different housings and connected via a network are a system, and a single
device in which a plurality of modules are received in a single housing is also a
system.

Note that embodiments of the present technology are not limited to the above em-
bodiment, and various kinds of modification can be performed within the scope of the
present technology.

For example, the present technology can employ a cloud computing configuration in
which a single function is shared by a plurality of devices via a network and is coop-
eratively processed by the plurality of devices.

The above-mentioned steps shown in the flowcharts can be executed by a single
device or can be cooperatively executed by a plurality of devices.

Further, in the case where a plurality of processes are included in a single step, the
plurality of processes included in the single step can be executed by a single device or
can be cooperatively executed by a plurality of devices.

The present technology is applicable to processing of an endoscope image obtained
by photographing with the use of the endoscope 11 whose the endoscope scope 22 is
inserted into a body, and, for example, processing of an endoscope image obtained by
photographing with the use of a so-called capsule type endoscope.

Further, the present technology is applicable to processing of an image obtained by

photographing (tissue of) a human body and processing of an image obtained by pho-
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tographing a living body other than a human body.

Furthermore, the present technology is applicable to processing of an endoscope
image (living body image) obtained by photographing a living body with the use of the
endoscope 11 and, for example, processing of a living body image obtained by pho-
tographing a living body with the use of a video microscopy.

Still further, the present technology is applicable to processing of an endoscope
image obtained by photographing a subject in a medical endoscope system and
processing of an endoscope image obtained by photographing a subject other than a
living body in an industrial endoscope system.

The effects described in this specification are merely examples and are not limited,
and other effects may be exerted.

It should be understood by those skilled in the art that various modifications, com-
binations, sub-combinations and alterations may occur depending on design re-
quirements and other factors insofar as they are within the scope of the appended
claims or the equivalents thereof.

Additionally, the present technology may also be configured as below.

ey

An endoscopic system including an endoscope device configured to output image
data, an illumination device configured to illuminate a body of a patient, and circuitry
configured to obtain, from the image data, at least two frames each captured with a
different illumination state, generate, from the at least two obtained frames, a
composite image that has a reduced specular reflection light component with respect to
at least one of the obtained frames, and generate a video signal including the composite
image.

@3]

The endoscopic system according to (1), wherein the endoscope device configured to
output the image data at a first frame rate, and the video signal has a second frame rate
that is lower than the first frame rate.

3)

The endoscopic system according to (1), wherein the endoscope device configured to
output the image data at a first frame rate, and the video signal has the first frame rate.

“

The endoscopic system according to (1), wherein the illumination device is
configured to illuminate the body of the patient from different illumination positions to
change the illumination state.

&)

The endoscopic system according to (4), wherein the circuitry is further configured to

instruct the illumination device to change the illumination positions.
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(6)

The endoscopic system according to (1), wherein the circuitry is further configured to
instruct the illumination device to change an illumination direction.

@)

The endoscopic system according to (6), wherein the circuitry is further configured to
instruct the illumination device to change the illumination direction in response to a
frame being output by the endoscope device.

8)

The endoscopic system according to (6), wherein the circuitry is further configured to
instruct the illumination device to change the illumination direction in response to at
least two frames being output by the endoscope device.

€))

The endoscopic system according to (1), wherein the illumination direction is changed
by a movement of the body of the patient.

(10)

The endoscopic system according to (1)-(9), further including a trocar configured to
permit insertion of the illumination device in the body of the patient.

(11)

The endoscopic system according to (1)-(10), wherein the circuitry is further
configured to perform image processing on the composite image generated from the
combining of the at least two obtained frames.

(12)

An endoscope device, including processing circuitry configured to obtain, from the
image data, at least two frames each captured with a different illumination state,
generate, from the at least two obtained frames, a composite image that has a reduced
specular reflection light component with respect to at least one of the obtained frames,
and generate a video signal including the composite image.

(13)

The endoscope device according to (12), wherein the image data is output by an
endoscope device at a first frame rate, and the video signal has a second frame rate that
is lower than the first frame rate.

(14)

The endoscope device according to (12), wherein the image data is output by an
endoscope device at a first frame rate at a first frame rate, and the video signal has the
first frame rate.

(15)

The endoscope device according to (12), wherein the processing circuitry is further

configured to instruct an illumination device to change an illumination position.
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(16)

The endoscope device according to (15), wherein the processing circuitry is further
configured to instruct the illumination device to change the illumination position in
response to a frame being output by the processing circuitry.

(17)

The endoscope device according to (12), wherein the processing circuitry is further
configured to instruct the illumination device to change an illumination direction.
(18)

The endoscope device according to (17), wherein the processing circuitry is further
configured to instruct the illumination device to change the illumination direction in
response to a frame being output by the processing circuitry.

(19)

The endoscope device according to (17), wherein the processing circuitry is further
configured to instruct the illumination device to change the illumination direction in
response to at least two frames being output by the processing circuitry.

(20)

The endoscope device according to (12)-(19), wherein the processing circuitry is
further configured to perform image processing on the composite image generated
from the combining of the at least two obtained frames.

(21)

The endoscope device according to (12), wherein the illumination state is changed by a
movement of a body of a patient.

(22)

An image processing method for processing image data obtained from an endoscope
device configured to output the image data, including obtaining, from the image data,
at least two frames each captured with a different illumination state, generating, from
the at least two obtained frames, a composite image that has a reduced specular re-
flection light component with respect to at least one of the obtained frames, and
generating a video signal including the composite image.

(23)

An image processing device including:

a signal processing unit configured to compose a first photograph image obtained by
photographing a living body irradiated with illumination light in a first illumination
direction and a second photograph image obtained by photographing the living body
irradiated with illumination light in a second illumination direction to generate a
composite image.

(24)

The image processing device according to (23), further including:
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an illumination control unit configured to control an illumination unit that emits the il-
lumination light.

(25)

The image processing device according to (24),

wherein the illumination control unit controls the illumination unit so as to switch an
illumination direction of the illumination light to the first illumination direction or the
second illumination direction.

(26)

The image processing device according to (24),

wherein the illumination control unit controls the illumination unit so as to turn on or
off each of the illumination light in the first illumination direction and the illumination
light in the second illumination direction.

(27)

The image processing device according to any of (23) to (26),

wherein the illumination light is emitted from an endoscope that photographs the living
body.

(28)

The image processing device according to any of (23) to (27),

wherein the illumination light is emitted from an external tool that is different from an
endoscope that photographs the living body.

(29)

The image processing device according to any of (23) to (28),

wherein the first photograph image is an image obtained by irradiating the living body
with illumination light in the first illumination direction toward a central part of the
living body projected on the first photograph image, and

wherein the second photograph image is an image obtained by irradiating the living
body with illumination light in the second illumination direction toward a peripheral
part of the living body projected on the second photograph image.

(30)

The image processing device according to any of (23) to (29),

wherein the first photograph image is an image of one of an odd-numbered frame and
an even-numbered frame, and

wherein the second photograph image is an image of the other one of the odd-
numbered frame and the even-numbered frame.

(31)

The image processing device according to (30),

wherein the signal processing unit repeats

composition of the first photograph image of a first frame and the second photograph
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image of a second frame subsequent to the first frame, and

composition of the first photograph image of a third frame subsequent to the second
frame and the second photograph image of a fourth frame subsequent to the third
frame.

(32)

The image processing device according to (30),

wherein the signal processing unit repeats

composition of the first photograph image of a first frame and the second photograph
image of a second frame subsequent to the first frame, and

composition of the second photograph image of the second frame and the first
photograph image of a third frame subsequent to the second frame.

(33)

The image processing device according to any of (23) to (32),

wherein, in the case where an amount of exposure of a pixel in an attention position of
the first photograph image is larger than an amount of exposure of a pixel in the
attention position of the second photograph image, the signal processing unit

obtains a pixel value of the pixel in the attention position of the first photograph image
as a pixel value of a pixel in the attention position of the composite image when the
pixel value of the pixel in the attention position of the first photograph image is smaller
than a threshold, and

obtains a pixel value of the pixel in the attention position of the second photograph
image as the pixel value of the pixel in the attention position of the composite image
when the pixel value of the pixel in the attention position of the first photograph image
is not smaller than the threshold, and

in the case where the amount of exposure of the pixel in the attention position of the
first photograph image is not larger than the amount of exposure of the pixel in the
attention position of the second photograph image, the signal processing unit

obtains the pixel value of the pixel in the attention position of the second photograph
image as the pixel value of the pixel in the attention position of the composite image
when the pixel value of the pixel in the attention position of the second photograph
image is smaller than the threshold, and

obtains the pixel value of the pixel in the attention position of the first photograph
image as the pixel value of the pixel in the attention position of the composite image
when the pixel value of the pixel in the attention position of the second photograph
image is not smaller than the threshold.

(34)

The image processing device according to (23),

wherein the signal processing unit obtains, as a pixel value of a pixel in an attention
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position of the composite image, a weighting addition value of a pixel value of a pixel
in the attention position of the first photograph image and a pixel value of a pixel in the
attention position of the second photograph image.

(35)

The image processing device according to (34),

wherein the signal processing unit sets weight to be used for obtaining the weighting
addition value on the basis of the pixel value of the pixel in the attention position of the
first photograph image or the second photograph image.

(36)

The image processing device according to (35),

wherein the signal processing unit

sets the weight in accordance with the pixel value of the pixel in the attention position
of the first photograph image in the case where an amount of exposure of the pixel in
the attention position of the first photograph image is larger than an amount of
exposure of the pixel in the attention position of the second photograph image, and
sets the weight in accordance with the pixel value of the pixel in the attention position
of the second photograph image in the case where the amount of exposure of the pixel
in the attention position of the first photograph image is not larger than the amount of
exposure of the pixel in the attention position of the second photograph image.

(37)

The image processing device according to (36),

wherein the signal processing unit

obtains a pixel value C of the pixel in the attention position of the composite image in
accordance with a formula C=a * Vc + (1 - a) * Vo, where Vc indicates a pixel value
of a pixel in the attention position of the first photograph image, Vo indicates a pixel
value of a pixel in the attention position of the second photograph image, and a
indicates weight,

sets the weight a that is decreased with respect to increase in the pixel value Vc of the
pixel in the attention position of the first photograph image in the case where the
amount of exposure of the pixel in the attention position of the first photograph image
is larger than the amount of exposure of the pixel in the attention position of the second
photograph image, and

sets the weight a that is increased with respect to increase in the pixel value Vo of the
pixel in the attention position of the second photograph image in the case where the
amount of exposure of the pixel in the attention position of the first photograph image
is not larger than the amount of exposure of the pixel in the attention position of the
second photograph image.

(38)



32

WO 2016/125450 PCT/JP2016/000362

[0228]

The image processing device according to any of (23) to (37),

wherein the signal processing unit

multiplies a pixel value of each pixel of the first photograph image by a gain corre-
sponding to an amount of exposure of the pixel and multiplies a pixel value of each
pixel of the second photograph image by a gain corresponding to an amount of
exposure of the pixel, and

composes the first photograph image and the second photograph image to which the
gains have been multiplied.

(39)

The image processing device according to (37),

wherein the signal processing unit compresses tones of the composite image generated
by composing the first photograph image and the second photograph image to which
the gains have been multiplied.

(40)

An image processing method including:

composing a first photograph image obtained by photographing a living body ir-
radiated with illumination light in a first illumination direction and a second
photograph image obtained by photographing the living body irradiated with illu-
mination light in a second illumination direction to generate a composite image.

(41)

A program for causing a computer to function as:

a signal processing unit configured to compose a first photograph image obtained by
photographing a living body irradiated with illumination light in a first illumination
direction and a second photograph image obtained by photographing the living body
irradiated with illumination light in a second illumination direction to generate a
composite image.

(42)

An endoscope system including:

an endoscope configured to photograph a living body;

a signal processing unit configured to compose a first photograph image obtained by
photographing a living body irradiated with illumination light in a first illumination
direction with the use of the endoscope and a second photograph image obtained by
photographing the living body irradiated with illumination light in a second illu-
mination direction with the use of the endoscope to generate a composite image; and
a display unit configured to display the composite image.

Reference Signs List

11 endoscope
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11A image sensor

12 memory

13 signal processing unit
14 display unit

15 photographing control unit
16 illumination control unit
17 illumination unit

21 camera head

22 endoscope scope

31 forceps

32 surgical part

101 bus

102 CPU

103 ROM

104 RAM

105 hard disk

106 output unit

107 input unit

108 communication unit
109 drive

110 input/output interface

111 removable recording medium
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Claims

An endoscopic system comprising:

an endoscope device configured to output image data;

an illumination device configured to illuminate a body of a patient; and
circuitry configured to

obtain, from the image data, at least two frames each captured with a
different illumination state,

generate, from the at least two obtained frames, a composite image that
has a reduced specular reflection light component with respect to at
least one of the obtained frames, and

generate a video signal including the composite image.

The endoscopic system according to claim 1, wherein the endoscope
device configured to output the image data at a first frame rate, and the
video signal has a second frame rate that is lower than the first frame
rate.

The endoscopic system according to claim 1, wherein the endoscope
device configured to output the image data at a first frame rate, and the
video signal has the first frame rate.

The endoscopic system according to claim 1, wherein the illumination
device is configured to illuminate the body of the patient from different
illumination positions to change the illumination state.

The endoscopic system according to claim 4, wherein the circuitry is
further configured to instruct the illumination device to change the illu-
mination positions.

The endoscopic system according to claim 1, wherein the circuitry is
further configured to instruct the illumination device to change an illu-
mination direction.

The endoscopic system according to claim 6, wherein the circuitry is
further configured to instruct the illumination device to change the illu-
mination direction in response to a frame being output by the
endoscope device.

The endoscopic system according to claim 6, wherein the circuitry is
further configured to instruct the illumination device to change the illu-
mination direction in response to at least two frames being output by
the endoscope device.

The endoscopic system according to claim 1, wherein the illumination

state is changed by a movement of the body of the patient.
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The endoscopic system according to claim 1, further comprising:

a trocar configured to permit insertion of the illumination device in the
body of the patient.

The endoscopic system according to claim 1, wherein the circuitry is
further configured to perform image processing on the composite image
generated from the at least two obtained frames.

An image processing apparatus, comprising:

processing circuitry configured to

obtain, from the image data, at least two frames each captured with a
different illumination state,

generate, from the at least two obtained frames, a composite image that
has a reduced specular reflection light component with respect to at
least one of the obtained frames, and

generate a video signal including the composite image.

The image processing apparatus according to claim 12, wherein the
image data is output by an endoscope device at a first frame rate, and
the video signal has a second frame rate that is lower than the first
frame rate.

The image processing apparatus according to claim 12, wherein the
image data is output by an endoscope device at a first frame rate at a
first frame rate, and the video signal has the first frame rate.

The image processing apparatus according to claim 12, wherein the
processing circuitry is further configured to instruct an illumination
device to change an illumination position.

The image processing apparatus according to claim 15, wherein the
processing circuitry is further configured to instruct the illumination
device to change the illumination position in response to a frame being
output by the processing circuitry.

The image processing apparatus according to claim 12, wherein the
processing circuitry is further configured to instruct the illumination
device to change an illumination direction.

The image processing apparatus according to claim 17, wherein the
processing circuitry is further configured to instruct the illumination
device to change the illumination direction in response to a frame being
output by the processing circuitry.

The image processing apparatus according to claim 17, wherein the
processing circuitry is further configured to instruct the illumination

device to change the illumination direction in response to at least two
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frames being output by the processing circuitry.

The image processing apparatus according to claim 12, wherein the
processing circuitry is further configured to perform image processing
on the composite image generated from the at least two obtained
frames.

The image processing apparatus according to claim 12, wherein the il-
lumination state is changed by a movement of a body of a patient.

An image processing method for processing image data obtained from
an endoscope device configured to output the image data, comprising:
obtaining, from the image data, at least two frames each captured with
a different illumination state,

generating, from the at least two obtained frames, a composite image
that has a reduced specular reflection light component with respect to at
least one of the obtained frames, and

generating a video signal including the composite image.



1/14

PCT/JP2016/000362

WO 2016/125450

[Fig. 1]

W3LSAS 3dOISOANT
TA RS AHOW3IW
I
{
3d0JS0aNT
VI
{
LINN ONISSTO0Nd
LINN AV1dSIT
TYNOIS e HOSNIS IOV & -+
IOV JOVNI
%
) )
14! el
G| ~] LINNIOHINOD LINN -7
ONIHAYYO0LOHd NOILYNIANTII
\
I}
LINN TOHLINOD
NOLLYNIWNTTI
$
g1

LHOIN
NOILYNIARTTI




2/14

WO 2016/125450 PCT/JP2016/000362

[Fig. 2]
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[Fig. 3]
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