Techniques to sample texels efficiently for an image effect are discussed. A technique may include determining a number of texels (kernel size) needed to compute a weighted average for an image effect on an image. The technique may further include selecting at least one mipmap generated by a graphics processing unit (GPU) according to a function of the determined kernel size. The function may also consider a threshold kernel size. The technique may further sampling texels, with the GPU, from the selected mipmap(s), and calculate the weighted average of the sampled texels to produce the image effect. Other embodiments are described and claimed.
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BACKGROUND

[0001] Some image effects that may be applied to images or textures become computationally intensive as the area of the effect increases. The situation may be exacerbated when the size of the area changes over time. For some image effects, such as a Gaussian blur, when the radius of the blur increases, the number of texels that must be sampled and averaged increases.

[0002] It is with respect to these and other considerations that the present improvements have been needed.

SUMMARY

[0003] This Summary is provided to introduce a selection of concepts in a simplified form that are further described below in the Detailed Description. This Summary is not intended to identify key features or essential features of the claimed subject matter, nor is it intended as an aid in determining the scope of the claimed subject matter.

[0004] Various embodiments are generally directed to techniques to sample texels efficiently for an image effect. Some embodiments are particularly directed to techniques to sample texels efficiently for an image effect using the capabilities of a graphics processing unit. In one embodiment, for example, the technique may comprise determining a number of texels (kernel size) needed to compute a weighted average for an image effect on an image; selecting at least one mipmap generated by a graphics processing unit (GPU) according to a function of the determined kernel size; sampling texels, with the GPU, from the selected mipmap(s); and calculating the weighted average of the sampled texels. Other embodiments are described as claimed.

[0005] These and other features and advantages will be apparent from a reading of the following detailed description and a review of the associated drawings. It is to be understood that both the foregoing general description and the following detailed description are explanatory only and are not restrictive of aspects as claimed.

BRIEF DESCRIPTION OF THE DRAWINGS

[0006] FIG. 1 illustrates an embodiment of a system.

[0007] FIG. 2 illustrates an embodiment of a set of mipmaps.

[0008] FIG. 3 illustrates an embodiment of a logic flow.

[0009] FIG. 4 illustrates an embodiment of a logic flow.

[0010] FIG. 5 illustrates an embodiment of a computing architecture.

[0011] FIG. 6 illustrates an embodiment of a communications architecture.

DETAILED DESCRIPTION

[0012] Various embodiments are directed to techniques for efficient sampling from an image to produce image effects, such as Gaussian filtering, or other convolution filters and effects that use averaging among pixels or texels in an image. Embodiments may improve efficiency, in particular, when the radius of the image effect is large, e.g. greater than a few texels, and/or when the output of the image effect must change continuously with a radius that changes in small increments. Embodiments may take advantage of the mipmap and sampling capabilities of a graphics processing unit to efficiently sample texels in an image, particularly when a large sample size is needed due to the larger radius.

[0013] FIG. 1 illustrates a block diagram for a system 100 to efficiently sample texels from an image for an image effect. In one embodiment, for example, the system 100 may comprise a computer-implemented system 100 having multiple components such as processing unit 110 and graphics processing unit (GPU) 130 (collectively, "the components 110, 130"). As used herein the terms "system" and "component" are intended to refer to a computer-related entity, comprising either hardware, a combination of hardware and software, software, or software in execution. For example, a component can be implemented as a process running on a processor, a processor, a hard disk drive, multiple storage drives (of optical and/or magnetic storage medium), an object, an executable, a thread of execution, a program, and/or a computer. By way of illustration, both an application running on a server and the server can be a component. One or more components can reside within a process and/or thread of execution, and a component can be localized on one computer and/or distributed between two or more computers as desired for a given implementation. The embodiments are not limited in this context.

[0014] In the illustrated embodiment shown in FIG. 1, the system 100 may be implemented as part of an electronic device. Examples of an electronic device may include without limitation a mobile device, a personal digital assistant, a mobile computing device, a smart phone, a cellular telephone, a hand set, a one-way pager, a two-way pager, a messaging device, a computer, a personal computer (PC), a desktop computer, a laptop computer, a notebook computer, a handheld computer, a server, a server array or server farm, a web server, a network server, an Internet server, a work station, a mini-computer, a main frame computer, a supercomputer, a network appliance, a web appliance, a distributed computing system, multiprocessor systems, processor-based systems, consumer electronics, programmable consumer electronics, telecommunications, television, digital television, set top box, game console, wireless access point, base station, subscriber station, mobile subscriber center, radio network controller, router, hub, gateway, bridge, switch, machine, or combination thereof. Although the system 100 as shown in FIG. 1 has a limited number of elements in a certain topology, it may be appreciated that the system 100 may include more or less elements in alternate topologies as desired for a given implementation.

[0015] The components 110, 130 may be communicatively coupled via various types of communications media. The components 110, 130 may coordinate operations between each other. The coordination may involve the uni-directional or bi-directional exchange of information. For instance, the components 110, 130 may communicate information in the form of signals communicated over the communications media. The information can be implemented as signals allocated to various signal lines. In such allocations, each message is a signal. Further embodiments, however, may alternatively employ data messages. Such data messages may be sent across various connections. Exemplary connections include parallel interfaces, serial interfaces, and bus interfaces.

[0016] In various embodiments, the system 100 may comprise processing unit 110. Processing unit 110 may comprise one or more processors, such as a central processing unit (CPU), modules, and/or instructions to perform the techniques discussed herein. Processing unit 110 may receive image data 102 and produce an image effect 104. Image data 102 may include, for example, still images in various formats, or individual images from a video sequence.
Image effect 104 may include, without limitation, a Gaussian blur, a box blur, convolution filters that average pixels or texels, separable filters that operate independently on two dimensions, or non-separable filters. The discussion that follows focuses primarily on Gaussian blur as an example, but embodiments are in no way limited to only Gaussian blur.

Gaussian blur smooths sharp details in an image by filtering out high frequencies and keeping low frequencies. A Gaussian blur may be computed by two one-dimensional passes where only (two times the Gaussian kernel) weighting multiplications and additions for each output texel is needed. A Gaussian blur kernel may be large with a filter that is computationally intensive. The number of texels that are to be averaged when performing a Gaussian blur is proportional to the kernel size, more particularly, to the standard deviation of the Gaussian distribution; therefore, the amount of time required to perform a Gaussian blur increases as the kernel increases.

In various embodiments, the system 100 may comprise graphics processing unit (GPU) 130. In an embodiment, GPU 130 comprises vertex shader module 132 and pixel shader module 134, which are both considered common units in GPUs. In an embodiment, vertex shader module 132 may operate to scale location along with the subsequent rasterization; therefore, the process of scaling an image down is performed with great quality and efficiency. In an embodiment, pixel shader module 134 may operate to change the individual dots within a texel. In an embodiment, the radius of a blur is measured in texels. Additional features of GPU 130 are described in commonly—owned patent publication no. 2007/0183683, which is incorporated herein by reference.

GPU 130 is capable of creating mipmaps 120 from image data 102. Mipmaps 120 are scaled versions, typically bitmaps, of an original image. Each mipmap 120 is a version of the main image, but at a certain reduced level of detail. Typically mipmaps 120 are produced at a fractional power of two scale of the original image, for example, ½, ¼, ⅛, etc. In some embodiments, each mipmap level is ⅔ of the previous level. Mipmaps 120 are discussed further below with respect to FIG. 2. Processing unit 110 may use mipmaps 120 and other outputs from GPU 130 in producing image effect 104, as will be discussed further below.

FIG. 2 illustrates a block diagram of an example of a set of mipmaps 200 generated from an original image 202, for example, by GPU 130. Mipmap level 1 (204) may be ¼ the size and resolution of original image 202. Mipmap level 2 (206) may be ⅛ the size and resolution of mipmap level 1 (204), and ⅛ the size and resolution of original image 202. Mipmap level 3 (208) may be ⅛ the size and resolution of mipmap level 3, and may be ⅛ the size and resolution of original image 202. Additional mipmap levels may exist. Alternate scaling fractions may also be used. The embodiments are not limited to these examples.

Operations for the above-described embodiments may be further described with reference to one or more logic flows. It may be appreciated that the representative logic flows do not necessarily have to be executed in the order presented, or in any particular order, unless otherwise indicated. Moreover, various activities described with respect to the logic flows can be executed in serial or parallel fashion. The logic flows may be implemented using one or more hardware elements and/or software elements of the described embodiments or alternative elements as desired for a given set of design and performance constraints. For example, the logic flows may be implemented as logic (e.g., computer program instructions) for execution by a logic device (e.g., a general-purpose or specific-purpose computer).

FIG. 3 illustrates one embodiment of a logic flow 300. The logic flow 300 may be representative of some or all of the operations executed by one or more embodiments described herein.

In the illustrated embodiment shown in FIG. 3, the logic flow 300 may determine a number of texels, also referred to herein as a kernel size, needed to compute a weighted average for an image effect at block 302. For example, processing unit 110 may receive a selection from a user or from a rendering software application of a radius size for the image effect and may determine the number of texels based on the radius size. For a Gaussian blur, the kernel size may be selected to be a multiplier of the standard deviation of the Gaussian distribution. The multiplier may be selected according to whether a higher precision or better performance is preferred. In an embodiment, the multiplier may be about three.

The logic flow 300 may select at least one mipmap generated by a GPU according to a function of the determined kernel size at block 304. For example, processing unit 110 may use a function that maps a mipmap level to a kernel size, and may use the kernel size to calculate a mipmap level. Then processing unit 110 may request the selected mipmap from GPU 130. If the mipmap for that level does not yet exist, then GPU 130 may generate it. In the event that the function does not map directly to a specific mipmap level, a second mipmap may also be selected, as is discussed further with respect to FIG. 4.

The logic flow 300 may sample texels from the selected mipmap(s) using the GPU at block 306. For example, processing unit 110 may request a sample from GPU 130 for the mipmap level selected.

The logic flow 300 may calculate the weighted average from the sampled texels at block 308. For example, the GPU may calculate the weighted average. In an embodiment, the sampling and weighted average may be performed in response to a single GPU instruction, and may combine blocks 306 and 308.

A Gaussian blur is, in effect, a weighted sum of texels. The GPU may decrease the number of operations needed to produce the sampling and weighted average as follows. Since the texels may be stored near each other, a hardware texture filtering unit (not shown) in the GPU may be used to advantage. For example, take two texels t0 and t1, which have the addresses x0 and x0+1, and weights w0 and w1, respectively. Their weighted sum may be determined by (t0*w0)+(t1*w1). Instead of sampling the addresses x0 and x0+1, the GPU may sample the address x0+1−w0/(w0+w1) with the weight w0+w1. This also gets the correct result: lerf((0, t0, 1−w0/(w0+w1))(w0+w1)+)=t0*w0+t1*w1, where “lerf” is a linear interpolation provided by GPU hardware. In this way, the two texture sampling is reduced to only one texture sampling.

The logic flow 300 may apply the image effect using the weighted average at block 310. In an embodiment, the effect, e.g., a Gaussian blur, may be performed by processing unit 110 or by GPU 130. In an embodiment, the effect may be output to a texture of any resolution, including the resolution of the original image. In such an embodiment, no separate scaling up step may be required. The saved texture may be
input for further processing or may be displayed. For separable filter operations, the output of a first step may be input into the next step.

[0030] In an embodiment, the logic flow 300 may be repeated for a changing kernel size. Changing the kernel size may allow the creation of a transition effect, such as changing from a first image to a second image. The kernel size may be increased on the first image, rendering the image blurrier, then the kernel size may begin large and be decreased on the second image.

[0031] FIG. 4 illustrates one embodiment of a logic flow 400 describing an embodiment of block 304 of logic flow 300. The logic flow 400 may be representative of some or all of the operations executed by one or more embodiments described herein.

[0032] In the illustrated embodiment shown in FIG. 4, the logic flow 400 may define a threshold kernel size in block 402. The threshold kernel size may be a number of texels above which mipmap sampling as described in FIG. 3 will actually take place. If the determined from block 302 is at or below the threshold kernel size, then processing unit 110 may sample directly from the original image. Otherwise, mipmap sampling may occur as described below.

[0033] In the illustrated embodiment shown in FIG. 4, the logic flow 400 may calculate the function (L) of the determined kernel size from block 302 in relation to the threshold kernel size. In an embodiment, L may be a continuous function of kernel size that increases by one as the kernel size increases by two. For example,

$$L = max (\log_2 (\text{determined kernel size} / \text{threshold kernel size}))$$

(1)

If the mipmap levels relate to each other in a way that is not 1/4, then other relationships between L and the kernel size may be used. In equation (1), the mipmap levels change by one for two down-scalings.

[0034] In the illustrated embodiment shown in FIG. 4, the logic flow 400 may check whether L is an integer or not, in block 406.

[0035] If L is an integer, then the logic flow 400 may select the mipmap level that corresponds to L. If L=0, then mipmap level 0, which is the original image, may be used.

[0036] If L is not an integer, for example, L=1.7, then in block 410, the logic flow 400 may select a first mipmap that corresponds to $L_1=\text{floor}(L)$, e.g. $L_1=1$. The logic flow 400 may also select a second mipmap, adjacent to $L_1$, that corresponds to $L_2=\text{ceiling}(L)$, e.g. $L_2=2$.

[0037] In the illustrated embodiment shown in FIG. 4, the logic flow 400 may sample and blend $L_1$ and $L_2$ in block 412. The two mipmap levels may be blended according to their respective fractional component from L. In this example, $L_1$ receives a 30% weight, while $L_2$ receives a 70% weight. The sampling and blending from two adjacent mipmaps may be performed by GPU 130, for example, by pixel shader module 134. In an embodiment, the sampling and blending may be performed with a single GPU instruction, for example, the tex2 Dbias ( ) instruction in DirectX version 9 GPU instruction set and minimal shader model 2.0.

[0038] FIG. 5 illustrates an embodiment of an exemplary computing architecture 500 suitable for implementing various embodiments as previously described. The computing architecture 500 includes various common computing elements, such as one or more processors, co-processors, memory units, chipsets, controllers, peripherals, interfaces, oscillators, timing devices, video cards, audio cards, multimedia input/output (I/O) components, and so forth. The embodiments, however, are not limited to implementation by the computing architecture 500.

[0039] As shown in FIG. 5, the computing architecture 500 comprises a processing unit 504, a system memory 506 and a system bus 508. The processing unit 504 can be any of various commercially available processors. Dual microprocessors and other multi-processor architectures may also be employed as the processing unit 504. The system bus 508 provides an interface for system components including, but not limited to, the system memory 506 to the processing unit 504. The system bus 508 can be any of several types of bus structure that may further interconnect to a memory bus (with or without a memory controller), a peripheral bus, and a local bus using any of a variety of commercially available bus architectures.

[0040] The system memory 506 may include various types of memory units, such as read-only memory (ROM), random-access memory (RAM), dynamic RAM (DRAM), Double-Data-Rate DRAM (DDRAM), synchronous DRAM (SDRAM), static RAM (SRAM), programmable ROM (PROM), erasable programmable ROM (EPROM), electrically erasable programmable ROM (EEPROM), flash memory, polymer memory such as ferroelectric polymer memory, on-chip memory, phase change or ferroelectric memory, silicon-oxide-nitride-oxide-silicon (SONOS) memory, magnetic or optical cards, or any other type of media suitable for storing information. In the illustrated embodiment shown in FIG. 5, the system memory 506 can include non-volatile memory 510 and/or volatile memory 512. A basic input/output system (BIOS) can be stored in the non-volatile memory 510.

[0041] The computer 502 may include various types of computer-readable storage media, including an internal hard disk drive (HDD) 514, a magnetic floppy disk drive (FDD) 516 to read from or write to a removable magnetic disk, 518, and an optical disk drive 520 to read from or write to a removable optical disk 522 (e.g., a CD-ROM or DVD). The HDD 514, FDD 516, and optical disk drive 520 can be connected to the system bus 508 by a HDD interface 524, an FDD interface 526 and an optical drive interface 528, respectively. The HDD interface 524 for external drive implementations can include at least one or both of Universal Serial Bus (USB) and IEEE 1394 interface technologies.

[0042] The drives and associated computer-readable media provide volatile and/or nonvolatile storage of data, data structures, computer-executable instructions, and so forth. For example, a number of program modules can be stored in the drives and memory units 510, 512, including an operating system 530, one or more application programs 532, other program modules 534, and program data 536. The one or more application programs 532, other program modules 534, and program data 536 can include, for example, the image effect instructions.

[0043] A user can enter commands and information into the computer 502 through one or more wire/wireless input devices, for example, a keyboard 538 and a pointing device, such as a mouse 540. Other input devices may include a microphone, an infra-red (IR) remote control, a joystick, a game pad, a stylus pen, touch screen, or the like. These and other input devices are often connected to the processing unit 504 through an input device interface 542 that is coupled to the system bus 508, but can be connected by other interfaces such as a parallel port, IEEE 1394 serial port, a game port, a USB port, an IR interface, and so forth.
A monitor or other type of display device is also connected to the system bus via an interface, such as a video adapter. In addition to the monitor, a computer typically includes other peripheral output devices, such as speakers, printers, and so forth.

The computer may operate in a networked environment using logical connections via wire and/or wireless communications to one or more remote computers, such as a remote computer. The remote computer can be a workstation, a server computer, a router, a personal computer, a portable computer, a microprocessor-based entertainment appliance, a peer device, or other common network node, and typically includes many or all of the elements described relative to the computer, although, for purposes of brevity, only a memory/storage device is illustrated. The logical connections depicted include wire/wireless connectivity to a local area network (LAN) and/or larger networks, for example, a wide area network (WAN). Such LAN and WAN networking environments are commonplace in offices and companies, and facilitate enterprise-wide computer networks, such as intranets, all of which may connect to a global communications network, for example, the Internet.

When used in a LAN networking environment, the computer is connected to the LAN through a wire and/or wireless communication interface or adapter. The adapter can facilitate wire and/or wireless communications to the LAN, which may also include a wireless access point disposed thereon for communicating with the wireless functionality of the adapter.

When used in a WAN networking environment, the computer can include a modem, or is connected to a communications server on the WAN, or has other means for establishing communications over the WAN, such as by way of the Internet. The modem, which can be internal or external and a wire and/or wireless device, connects to the system bus via the input device interface. In a networked environment, program modules depicted relative to the computer, or portions thereof, can be stored in the remote memory/storage device. It will be appreciated that the network connections shown are exemplary and other means of establishing a communications link between the computers can be used.

The computer is operable to communicate with wire and wireless devices or entities using the IEEE family of standards, such as wireless devices operatively disposed in wireless communication (e.g., IEEE 802.11 wireless modulation techniques) with, for example, a printer, scanner, desktop and/or portable computer, personal digital assistant (PDA), communications satellite, any piece of equipment or location associated with a wirelessly detectable tag (e.g., a kiosk, news stand, restroom), and telephone. This includes at least Wi-Fi (or Wireless Fidelity), WiMax, and Bluetooth wireless technologies. Thus, the communication can be a predefined structure as with a conventional network or simply an ad hoc communication between at least two devices. Wi-Fi networks use radio technologies called IEEE 802.11a, b, g, etc.) to provide secure, reliable, fast wireless connectivity. A Wi-Fi network can be used to connect computers to each other, to the Internet, and to wire networks (which use IEEE 802.3-related media and functions).

FIG. 6 illustrates a block diagram of an exemplary communications architecture suitable for implementing various embodiments as previously described. The communications architecture includes various common communications elements, such as a transmitter, receiver, transceiver, radio, network interface, baseband processor, antenna, amplifiers, filters, and so forth. The embodiments, however, are not limited to implementation by the communications architecture.

As shown in FIG. 6, the communications architecture comprises one or more clients and servers. The clients and the servers are operatively connected to one or more respective client data stores and server data stores that can be employed to store information local to the respective clients and servers, such as cookies and/or associated contextual information.

The clients and the servers may communicate information between each other using a communication framework. The communications framework may implement any well-known communications techniques, such as techniques suitable for use with packet-switched networks (e.g., public networks such as the Internet, private networks such as an enterprise intranet, and so forth), circuit-switched networks (e.g., the public switched telephone network), or a combination of packet-switched networks and circuit-switched networks (with suitable gateways and translators). The clients and the servers may include various types of standard communication elements designed to be interoperable with the communications framework, such as one or more communications interfaces, network interfaces, network interface cards (NIC), radios, wireless transmitters/receivers, antennas, and wireless communication media, physical connectors, and so forth. By way of example, and not limitation, communication media includes wired communications media and wireless communications media. Examples of wired communications media may include a wire, cable, metal leads, printed circuit boards (PCB), backplanes, switch fabrics, semiconductor material, twisted-pair wire, co-axial cable, fiber optics, a propagated signal, and so forth. Examples of wireless communications media may include acoustic, radio-frequency (RF) spectrum, infrared and other wireless media. One possible communication between a client and a server can be in the form of a data packet adapted to be transmitted between two or more computer processes. The data packet may include a cookie and/or associated contextual information, for example.

Various embodiments may be implemented using hardware elements, software elements, or a combination of both. Examples of hardware elements may include devices, components, processors, microprocessors, circuits, circuit elements (e.g., transistors, resistors, capacitors, inductors, and so forth), integrated circuits, application-specific integrated circuits (ASIC), programmable logic devices (PLD), digital signal processors (DSP), field-programmable gate arrays (FPGA), memory units, logic gates, registers, semiconductor devices, chips, microchips, and so forth. Examples of software elements may include software components, programs, applications, computer programs, application programs, system programs, machine programs, operating system software, middleware, firmware, software modules, routines, subroutines, functions, methods, procedures, software interfaces, application program interfaces (API), instruction sets, computing code, computer code, code segments, computer code segments, words, values, symbols, or any combination thereof. Determining whether an embodiment is implemented using hardware elements and/or soft-
ware elements may vary in accordance with any number of factors, such as desired computational rate, power levels, heat tolerances, processing cycle budget, input data rates, output data rates, memory resources, data bus speeds and other design or performance constraints, as desired for a given implementation.

Some embodiments may comprise an article of manufacture. An article of manufacture may comprise a storage medium to store logic. Examples of a storage medium may include one or more types of computer-readable storage media capable of storing electronic data, including volatile memory or non-volatile memory, removable or non-removable memory, erasable or non-erasable memory, writeable or re-writeable memory, and so forth. Examples of the logic may include various software elements, such as software components, programs, applications, computer programs, application programs, system programs, machine programs, operating system software, middleware, firmware, software modules, routines, subroutines, functions, methods, procedures, software interfaces, application program interfaces (API), instruction sets, computing code, computer code, code segments, computer code segments, words, values, symbols, or any combination thereof. In one embodiment, for example, an article of manufacture may store executable computer program instructions that, when executed by a computer, cause the computer to perform methods and/or operations in accordance with the described embodiments. The executable computer program instructions may include any suitable type of code, such as source code, compiled code, interpreted code, executable code, static code, dynamic code, and the like. The executable computer program instructions may be implemented according to a predefined computer language, manner or syntax, for instructing a computer to perform a certain function. The instructions may be implemented using any suitable high-level, low-level, object-oriented, visual, compiled and/or interpreted programming language.

Some embodiments may be described using the expression “one embodiment” or “an embodiment” along with their derivatives. These terms mean that a particular feature, structure, or characteristic described in connection with the embodiment is included in at least one embodiment. The appearances of the phrase “in one embodiment” in various places in the specification are not necessarily all referring to the same embodiment.

Some embodiments may be described using the expression “coupled” and “connected” along with their derivatives. These terms are not necessarily intended as synonyms for each other. For example, some embodiments may be described using the terms “connected” and/or “coupled” to indicate that two or more elements are in direct physical or electrical contact with each other. The term “coupled,” however, may also mean that two or more elements are not in direct contact with each other, but yet still co-operate or interact with each other.

It is emphasized that the Abstract of the Disclosure is provided to comply with 37 C.F.R. Section 1.72(b), requiring an abstract that will allow the reader to quickly ascertain the nature of the technical disclosure. It is submitted with the understanding that it will not be used to interpret or limit the scope or meaning of the claims. In addition, in the foregoing Detailed Description, it can be seen that various features are grouped together in a single embodiment for the purpose of streamlining the disclosure. This method of disclosure is not to be interpreted as reflecting an intention that the claimed embodiments require more features than are expressly recited in each claim. Rather, as the following claims reflect, inventive subject matter lies in less than all features of a single disclosed embodiment. Thus the following claims are hereby incorporated into the Detailed Description, with each claim standing on its own as a separate embodiment. In the appended claims, the terms “including” and “in which” are used as the plain-English equivalents of the respective terms “comprising” and “wherein,” respectively. Moreover, the terms “first,” “second,” “third,” and so forth, are used merely as labels, and are not intended to impose numerical requirements on their objects.

Although the subject matter has been described in language specific to structural features and/or methodological acts, it is to be understood that the subject matter defined in the appended claims is not necessarily limited to the specific features or acts described above. Rather, the specific features and acts described above are disclosed as example forms of implementing the claims.

1. A computer-implemented method, comprising:
   determining a kernel size needed to compute a weighted average for an image effect on an image;
   selecting at least one mipmap generated by a graphics processing unit (GPU) according to a function of the determined kernel size;
   sampling texels from the selected at least one mipmap using the GPU; and
   calculating the weighted average from the sampled texels.

2. The computer-implemented method of claim 1, further comprising:
   defining a threshold kernel size;
   when the determined kernel size is at or below the threshold kernel size, sampling texels directly from the image; and
   when the determined kernel size is above the threshold kernel size, selecting the at least one mipmap.

3. The computer-implemented method of claim 2, wherein in the threshold kernel size is a multiplier of a standard deviation for the image effect, wherein the multiplier is selected according to a precision and a performance for the image effect.

4. The computer-implemented method of claim 2, wherein selecting the at least one mipmap comprises:
   calculating the function of \( L \cdot \log_2(\text{kernel size/threshold kernel size}) \);
   when \( L \) is an integer, selecting a mipmap level corresponding to \( L \); and
   when \( L \) is not an integer:
   selecting a first mipmap level at floor(\( L \)) and an adjacent mipmap level at ceiling(\( L \)), using the GPU; and
   blending the first and adjacent mipmap according to weights defined by the fractional component of \( L \).

5. The computer-implemented method of claim 4, further comprising:
   sampling from the first and adjacent mipmap levels using a single GPU instruction.

6. The computer-implemented method of claim 1, further comprising:
   storing the weighted average to an output texture.

7. The computer-implemented method of claim 1, further comprising:
   performing a transition effect by performing the steps of claim 1 successively for at least two different kernel sizes.
8. The computer-implemented method of claim 1, further comprising: applying the image effect using the weighted average.

9. The computer-implemented method of claim 1, wherein the image effect is a Gaussian blur.

10. An article comprising a storage medium containing instructions that, if executed enable a system to:
    - select at least one mipmap according to a function of a kernel size, the mipmap generated by a graphics processing unit (GPU) from an original image;
    - request sample texels from the selected at least one mipmap from the GPU;
    - calculate a weighted average of the sampled texels; and
    - output the weighted average as an output texture.

11. The article of claim 10, further comprising instructions that, if executed enable the system to:
    - receive a threshold kernel size;
    - when the kernel size is at or below the threshold kernel size, sample texels directly from the original image; and
    - when the kernel size is above the threshold kernel size, select the at least one mipmap.

12. The article of claim 11, wherein the instructions to select at least one mipmap comprise instructions, that if executed, enable the system to:
    - calculate the function of \( L = \log_2(\text{kernel size}/\text{threshold kernel size}) \);
    - when \( L \) is an integer, select a mipmap level corresponding to \( L \); and
    - when \( L \) is not an integer:
      - receive a first mipmap level at \( \text{floor}(L) \) and an adjacent mipmap level at \( \text{ceil}(L) \) from the GPU; and
      - blend the first and adjacent mipmap levels according to weights defined by the fractional component of \( L \).

13. The article of claim 12, wherein the instructions that, if executed enable the system to request sample texels from the selected at least one mipmap comprise:
    - a single GPU instruction to sample from the first and adjacent mipmap levels.

14. The article of claim 11, wherein the instructions that, if executed enable the system to calculate a weighted average of the sampled texels comprise instructions to calculate a Gaussian blur.

15. The article of claim 14, wherein the threshold kernel size is a multiplier of a standard deviation for the Gaussian Blur, wherein the multiplier is selected according to a precision and a performance for the Gaussian Blur.

16. An apparatus, comprising:
    - a graphics processing unit (GPU) to generate mipmap(s) from an original image, to sample the mipmap(s), and to blend the samples in a weighted average; and
    - a processing unit in communication with the GPU to determine a threshold kernel size for an image effect, select at least one mipmap according to a function of a kernel size, request a weighted average of sample texels from the selected at least one mipmap from the GPU, and generate the image effect using the weighted average.

17. The apparatus of claim 16, the processing unit to sample texels directly from the image when the kernel size is at or below the threshold kernel size; and
    - when the kernel size is above the threshold kernel size, to select the at least one mipmap.

18. The apparatus of claim 17, the processing unit to:
    - calculate the function of \( L = \log_2(\text{kernel size}/\text{threshold kernel size}) \);
    - when \( L \) is an integer, select a mipmap level corresponding to \( L \); and
    - when \( L \) is not an integer:
      - request a first mipmap level at \( \text{floor}(L) \) and an adjacent mipmap level at \( \text{ceil}(L) \) from the GPU; and
      - receive a blend of the first and adjacent mipmap levels according to weights defined by the fractional component of \( L \) from the GPU.

19. The apparatus of claim 16, further comprising a computer-readable storage medium, and the processing unit to save the weighted average as an output texture on the computer-readable storage medium.

20. The apparatus of claim 16, further comprising a display, and the processing unit to output the image effect to the display.

* * * * *