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(57) Abstract

A method for transmitting data in packet switching
networks provides a collision-eliminating multiple access
protocol in which nodes (12, 14, 16, 18) desiring to transmit
over the network channel transmit reservation requests (Fig.
5) during a plurality of contention slots the number of con-
tention slots being dynamically controlled according to ne-
twork load. A node designated to next obtain control of the
channel receives the identifiers of nodes transmitting reser-
vation requests and, prior to transmitting application data,
transmits network control data consisting of the identifiers
of nodes from whom successful reservation requests were
successfully received. The transmitted identifiers are re-
ceived and stored by each node in an identical queue,
whereby subsequent control of the channel is rotated based
on the order of node identifiers appearing in an identical
queue on each node. The transmitted network control data
includes reservation requests received during a previous
contentation slot period, queue correction information, and
the identifiers of nodes from which the controlling node ex-
pects to receive data.
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METHOD FOR TRANSMITTING DATA
IN PACKET SWITCHING NETWORKS
BACKGROUND OF THE INVENTION

The invention relates to a method for transmitting

data and, more particularly, to a method for transmitting data
among a plurality of data communication Qevices connected in a
network.

. It is often desired to provide the capability for var-
ious types of data processing devices to communicate with one
another. For example, computers at branch offices of a company
are often interconnected to allow each computer to have access
to data generated by every other computer. Other examples of
interconnected data processing devices are the automatic teller
machine networks now operated by many financial institutions.

In each case, the data processing device is connected to a data
communication device to form a node, which is in turn
interconnected to other nodes through a communications channel
to form a network. The nodes communicate over the network
according to a data communication protocol, which is a set of
rules by which a network of data communication devices clystered
into nodes communicate with each other in an orderly and
accurate fashion.

A simple data communication protocol is used in point
to point systems wherein one node transmits a message to another
node at the other end of a data circuit and waits for an intel-
ligible response confirming the reception of the message before
sending another message. Such protocol is known as a basic Stop
and Wait Protocol.

When more than two nodes must communicate with each
other over a single media or channel (e.g. wire, radio frequen-
cies, or fiber optics), a more sophisticated protocol must be
devised to control the loss of network throughput caused by
transmission collision. Transmission collision occurs when mul-
tiple nodes contend for (i.e., attempt to gain access to) a net-
work simultaneously, thereby damaging all messages transmitted.
This transmission collision requires re-transmission of data,
with a resulting loss of network efficiency. Such loss of effi-

ciency is especially critical in data networks which, unlike
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voice networks, operate without human intervention to detect
network contention, since it is a prime objective of most data
networks is to transmit the most amount of data over the network
in the least ambunt'offtime.

Several sophisticated protocols have been developed to
avoid data collision. The most common techniques include vari-
ous forms of carrier sensing, or alternatively, the application'
of’arbitration'techniques.>

Carrier sensing is a techniqué that requires all nodes
on a network to listen to a channel and to determine if a car-

rier signal is present (indicating that the channel is being

used) before transmitting a message over the network. If a car-

rier signal is detected, a node will not cbncurrently transmit

its data. Arbitration is a mathematical algorithm which defines

_the order and/or the number of occurrences of transmission over
a channel. o ' '

Carrier sénsing techniques can only be used effec-
tively when all nodes on the network can listen to the channel
and can disﬁinguish.thé difference between data transmission and
an empty channel. Such techniques have been applied to data

communication over all media, but have been perfécted for and

implémented largely by wire based networks. A prime example of

this type of protoéol is the Carrier Sensing Multiple-Access
with Collision Detection (CSMA/CD) protocol as used by the
Ethernet network

Although'carrier sensing over terrestrial Radio Fre-

'quenéy (RE) networks is possiblé, the hardware necessary to-

assure optimum network efficiency under peak load is not usually.

cost effective. When carrier sensing is not effective or prac-
tical, or when a carrier sensing protocoi is not pOssible (as in
satellite commuﬁication), arbitration protocol must be employed.
7 Most prior art érbitration'protocol for multi-point,
non-wire network media have been defined almost exclusively for
satellite transmission and have unique properties specific to
the application. These protocol are often limited in efficiency

when applied to terrestrial RF networks because they are

designed to accomodate the long transmission time delays inher-

ent in satellite links. When applied to terrestrial RF
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multi-point networks in which time delays are not inherent,
these protocol reduce network data throughput.

Arbitration-based protocol which can be used on ter-
restrial RF networks are not usually efficient under peak net-
work loads for a variety of reasons, dominant of which are
restrictions on size and timing of transmissions.

Some prior art protocol were designed for satellite
communication and use fixed transmission slots and fixed length
packets. Because they were designed to meet the special needs
of satellite communication, they are not efficient on terrestri-
al networks because of less than optimal network throughput.
Terrestrial RF networks using these protocol can only be
expected to perform at between 30% and 50% of theoretical net-
work maximums. An example of such a satellite protocol is that
described in Bram, "Broadcast Recognition Access Method", IEEE
Transaction Communications, Vol. COM-27, Aug., 1979: pp.

1183-1190.
An example of such a protocol applied to terrestrial

radio systems is the Aloha Protocol developed at the University
of Hawaii for terrestrial radio networks. Aloha protocol uses a
"talk whenever you want to" approach in which each node trans-
mits without regard for other transmissions and no attempt is
made to avoid collisions. Using this protocol, network satura-
tion occurs at 18% of theoretical maximum network throughput.

Slotted Aloha, also developed at the University of
Hawaii for terrestrial radio networks is an enhanced version of
the Aloha Protocol. This protocol is similar to satellite pro-
tocol in that it uses fixed transmission time slots and fixed
length packets. Network saturation occurs at 36% of maximum
network utilization.

Carrier Sensing Multiple-Access protocol without Col-
lision Detection (CSMA) attempts to avoid collision by applying
a transmission delay after detecting a transmission. This delay
reduces network efficiency in proportion to the delaying factor.
Channel throughput can be expected to be 56% to 86% with the
average saturation of an RF network occuring at the low end of
the throughput range. This is a result of the additional time

it takes to turn on an RF transmitter, synchronize it, and turn
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it off. An RF nétwork utilizing a repeater can be expected to
perform at approximately half the maximum expectations.

Carrier Sensing Multiple—AcceSs protocol With Colli-
sion Detection (CSMA/CD - the protocol used by Ethernet) places
practical limitatiﬁns on packet size, somewhat reducing the
efficiency of the network. 1In an environment where collision
detection,is,poésible (e.g. wire netwofks) this protocol can be
expected to perform at 81% of the theoretical maximum. In an RF
network, however, this protocol is impractical due to the
expense of the equipmeht necessary torperform collision detec-
tion. ,

It is therefore an object of the present invention to
provide a method of data transmission havihg high network effi-
ciency under network load when applied to an RF network. |

It is another object of the invention to provide a
,method of data transmlsSLOn whlch does not restrict transmission
of data to positionally predetermlned transmLSSLOn slots.

. It is yet another object;of the invention to provide a
method of data transmission which does not impose a restric-
tions on transmission length or the number of packets per trans-
mission. o )

It is yet a further object of the invention to provide
a method'of data transmission which can be economically applied
to an RF network.

It is yet a further objectrof the invention to provide
-a method of data transmission which would increase the effi-
éieﬁcy of an RF terrestrial network by boosting data throughput
ratios. o _ | ' '

SUMMARY OF THE INVENTION

These and other objects of the invention are provided

in a method for tréhsmitting,app@icatiqn data between a plurali-
ty of communication nodes each having a unique identifier, the
nodes being interconnected via a communications channel to form
arnetwork. The method comprises the steps of designating a
first node to have ¢ontrol of said channel, transmitting Reser-
vation Requests during a predetermined time period'from all
nodesrdesiring'to transmit over the channel, transmitting net-

work control data from the first node to specify a second node
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to obtain subsequent control of the channel, transmitting appli-

cation data from said first node, and transmitting network con-

PCT/US87/02281

trol data and application data from said second node.

The method maximizes the percentage of time devoted to

transmission of application data and minimizes the amount of

time in which nodes contend for the channel.
tion thus achieves a data throughput ratio of 85% of the theo-
retical maximum when applied to any RF network and even higher

efficiency ratios on other media.

The present inven-

BRIEF DESCRIPTION OF THE DRAWINGS

Figure 1 is a block diagram of a typical network con-

figuration which may employ a preferred embodiment of the pres-

ent invention;

Figure 2 is a block diagram of a node of Figure 1;

Figure 3 is a diagram of a standard packet of data

which may be transmitted using the present invention;

Figure 4 is a table showing the types of packets which

may be transmitted using the present invention:;

Figure 5 is a diagram showing the

~ervation Request;

Figure 6 is a diagram showing the

Aloha packet;
Figure 7 is a diagram showing the

Aloha Response packet;
Figure 8 is a diagram showing the

Initiation Packet;
Figure 9 is a diagram showing the

Application Data packet:;

Figure 10 is a timing diagram showing typical activity

on the network of Figure 1;

Figure 11 is a logic flow chart of the present inven-

tion;

Figure 12 is a logic flow chart showing network rota-

structure of

structure of

structure of

structure of

structure of

a Res-

an

tion in a preferred embodiment of the method of the present

invention;

Figure 13 is a diagram showing the structure of an

Arbitration Packet shown in Figure 10;

Figure 14 is a logic flow diagram showing the activity

oL T
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of a cbntendinqeﬁOde'in a preferred embodiment of the method of

the present invention;

Figure 15 is a logic flow diagram showing the activity
of a hand-off node in a preferred embodiment of the present
invention; | o

Figure 16 is a diagram of a Penainngransmission Queue
stored in nodes of the network of Figure 1; ,

Figure 17 is a dlagram showing the contents of an
Arbltratlon Packet during typlcal operation of the network of
Figure 1; , ' 7

?igure 18 is a diagram showing the contents of the
Pending Transmission Queue of Figure 16 after reception of an
Arbitration Packet; '

Figure 19 is a diagram ehowing the contents of the
Pending Transmission Queue of Figure 18 after unsuccessful re-
ception of a subsequent Arbitration Packet;

Figure 20 is a timing diagram illustrating node re-
sponsxblllty durlng network activity rotatlon.

Flgure 21 is a loglc flow diagram show1ng the activity
of a controlling node in a preferred embodiment of the method of
the present invention; '

Figure 22 is a logic flow diagram showing the activity
of an idling network in a preferred embodiment of the method of
the present invention;

-Figure 23 is a logic flow diagram showing network
initiation activity in a preferred embodiment of the method of
the present invention;

' Figure 24 is a diagram of. a Link Identifier Table used
in a preferred embodiment of the present invention;

7 Flgure 25 is a virtual circuit diagram of the network
of Flgure 1, show1ng circuits between the nodes of the network;

Figure 26 is a logic flow dlagram showing circuit
initiation ectivity in a preferred embodiment of the method of
the present inventioh; _

-Figure 27 is a diagram showing the structure of a Con-
nect packet which may be transmltted using a preferred embodi-
ment of the method of the present invention; and

Figure’28 is a logic flow diagram showing circuit

>
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initiation packet passing in a preferred embodiment of the meth-

od of the present invention.
DESCRIPTION OF THE PREFERRED EMBODIMENT

In a preferred embodiment, the present invention pro-

vides a method for transmitting application data between a plu-
rality of nodes each having a unique identifier, the nodes being
interconnected via a communications channel to form a network.
The method may be referred to as a Collision Eliminating Multi-
ple Access Protocol (CEMA) for packet switched data networks.

CEMA is a multi-user, multi-circuit communication pro=-
tocol which allows multiple nodes to communicate with each other
in a systematic and controlled manner over a variety of media
(wire, RF, or fiber optics). The protocol optimizes network
throughput by eliminating data transmission collision, by sup-
porting variable packet sizes, and by allowing flexible trans-
mission time frames. Network control is shared by all active
nodes, each of which has a unique identifier (ID). In the pre-
ferred embodiment, all nodes on the network listen to all trans-
missions on a network.

Referring to the drawings, Figure 1 shows a network 10
which may include a preferred embodiment of the present inven-
tion. Network 10 includes nodes A, C, E, and Q configured in a
single full-duplex environment. In this embodiment, all nodes
communicate by transmitting data through a centrally located
radio repeater 66 which allows each node to listen on frequency
X and transmit on frequency Y.

As can be seen in Figure 1, nodes A, C, E, and Q have
connected thereto a plurality of terminals 20, 22, 24, 26, 28,
30, 32, 34, 36, and 38. Terminals 20-28 are connected to their
respective nodes and may constitute any desired type of data
processing device such as, for example, mainframe computers,
personal computers, terminals, automatic teller machines, etc.
Nodes A, C, E, and Q communicate with each other over a communi-
cations channel consisting of a pair of terrestrial radio chan-
nels'62 and 64 on frequencies X and Y, respectively, through re-
peater 66. Each node A, C, E, and Q transmits on the same
frequency, frequency Y as shown in Figure 1. Repeater 66 in-

cludes a receiver, transmitter, and associated control circuitry

- =T
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to receive all eignals:en frequency Y and simultaneously and
eutomatically fetransmit such signals over frequency X. In this
manner, a transmission from enyrnode over frequency Y will si-
multaneously and automatically be received by all other nodes
over frequency X. '

In the preferred embodlment, each node consists of a
plureiity of modules as shown in Figure 2. Node A includes an
~antenna 500 connected to an RF link 502 which consiets of a
transmitter 504 and a receiver 506. RF link 502 is connected to
a modem assembly 508 including a modulator 510 and a demodulator
512. Modem assembly 508 is connected to a digitei processing
system.514 through a comPOSLte link controller 516. Controller
516 is connected to a central proces51ng unit (CPU) including a
memory system 520. CPU 518 is also connected through a serial
input/output”(l/o) controller 522 to a peripheral
subassembly 524 which in the preferred embodiment comprises a
plurality of RS 232 data ports 526. Each data port 526 is con-
nected to a terminal, which may be a data prdcessor,such as, for
example, a computef, intelligent terminal, automatic teller ma-
chine, etc. In the preferred embodiment, node A comprises a
type BDM-1000 digital data communications device commercially
available'fromrBydatei—Corporation of Buffalo, New'Ybrk.

'All data transmitted through network 10 is transmitted -
in the form of data packets of a standard format shown gener-
ally, in Figure 3 and in more detail in Figures 5-9, 17, and 27.
Asrillusttated, each pecket contains a start flag, a transmis-
sion link ID, data, an error control field, and a terminate
flag. The protocol recogniies six types of packets as shown in
Figure 4§ Arbitration, Connect, Data, Aloha, Initiation, and
Aloha'Reséonse.' Depending on the length of the data portion of
the packet, packets can vaty significantiy;in length under this
protocol., Network actiéityrunder the CEMA Protocol thﬁs con-
sists of a series of packet transmissions separated by a series
of contention slots, as shown in Flgure 10. '

As seen in Figure lO, a transmission 68 of a particu-
lar node is ended by an End ef Transmission cha:acter_(EOT).
Following the EOT is a series of time periods of equal lerigth

when the network is quiet, that is, not trensmitting data. f

QUIRNTTITITE QUEET
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These time periods are called contention slots. As will be
described later in greater detail, contention slots are those
time periods during which each node can make a Reservation Re-
quest transmission to indicate that it wishes to transmit data.
Following the contention slots, a node which is sched-
uled to make the next data transmission (designated in a manner
to be described below) begins its transmission 78 with a pream-
ble 76 consisting of a sequence of readily recognizable bit pat-
terns indicating that a transmission is about to begin. The
node then transmits network control data in the form of an Arbi-
tration Packet 80 which includes a start flag 82 and an end flag
84. Next, the node transmits a plurality 86 of data packets
over the network, each packet departed from the next by a flag.
When the node has completed its data transmission, it sends an

EOT character 88.
A predetermined number of contention slots then follow

‘the EOT character. As can be seen in Figure 10, a node has suc-
cessfully transmitted a reservation in the first contention slot
90. During the second contention slot 92, two or more nodes
have simultaneously transmitted a Reservation Request. This
event, known as a "collision", results in a garbled transmission
which is received by other nodes on the network as noise. 1In a
third (and last) contention slot 94, another node has success-
fully completed a Reservation Request. After the last conten-
tion slot 94, the next scheduled node begins its transmission 96
with a preamble 98, followed by aﬁ Arbritration Packet 102 and
plurality of application data packets 106. The transmission
concludes with an EOT character.

An overview of the method of the present invention is
shown in Figure 11. Standard operation of CEMA begins at block
109 with a predetermined node designated to be a control node,
that is, have control of the communications channel. As each
node recognizes a need to transmit data over the channel as
determined by its own internal data processing, it selects a
contention slot, that is, a predetermined period of time follow-
ing an EOT generated by another node, waits for the selected
slot and transmits a Reservation Request, as shown in block 110.

When the Reservation Request is received by the node in control
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of the network, the ID of the node transmitting the successful
Reservation Requestris placed in a packet of network control
data, referred to as an Arbitration Packet, which is subse-
quently'transmitted at block 111 to all nodes on the network.
The successful Reservation Réquest is then placed in a data
structure in all nodes to determine the order in which nodes
will subsequehtly obtain control of the netWOrk. In the pre-
ferred embodiment, the data structure comprises a Pending Trans-
mission Queue. Other types of data structures, such as an in-
dexed tabie, may be used. The Arbitration Packet contains
information identifying the next node scheduled to assume con-
trol of the network and other network control data. It is fol-
lowed by a stfing of variable length application data packets to
multiple nodes on the network as shown in block 112 and an EOT.
The EOT s@ghals the beginning of thérnext"series of contention
slots and the process is repeated, with the next scheduled node
(as specified by the Arbitration Packet) assuming network con-
trol as the control node, as shown aﬁ_block 113. The process is
continued for each successive control node.

Operation of the network is implemented by each node
as shown in greatef detail in Figure 12. As can be seen there-
in, the node first determines at step 114 if it has data to
transmit. If so, it'proceeds tO’step 115 wherein it listens to
transmissions on the channel. By detecting an EOT character on
the channel and monitoring the time following the transmission
of such EOT character, the node selects one of several conten-
tion,siots'and determines at block 116 if a contention slot is
occurring. If so, the node ‘transmits a Reservation Request at
block 117. The node listen to the channel at block 117A. If a
reservétion request is confirmed at block 117, it is determined
at block 117b if the confirmation is a hand-off. Otherwise, the
node returns to monitor the channel at block 115. If the con-
firmation is not a hand-off, the node monitors the channel and
loops at blocks 118 and 120 until this node is the node which
will next assume network control. If not, the node continues Eo
monitor the channel until such time as it is designated the con-
trol node. At such time, or if the confirmation at block 117¢

was a hand—offrthe node transmits an Arbitration Packet ét block
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122 and transmits a variable number of application data packets,
according to the amount of application data to be transmitted.
Application data is data generated by application software in
nodes of the network which is independent of operation of the
network itself.

The node terminates its transmission with EOT charac-
ter at block 124. It relinquishes control of the network at
block 126.

Contention slots consist of a variable set of fixed
time intervals during which the network is in quiescence. This
gives network nodes the opportunity to transmit a short Reserva-
tion Request (Figure 5) to indicate the need of the node to
obtain control of the network to transmit data.

Packet transmissions consist of an Arbitration Packet,
shown in Figure 13, followed by one or more application data
packets (Figure 9). A multiple packet transmission is termi-
nated with an EOT.

Arbitration Packets constitute network control data
and serve to notify other nodes on the network of the pending
transfer of network control from one node to another, of the
future sequence of node transmissions, and of the number of con-~
tention slots. The transfer of control from one node to another
is called network hand-off.

As seen in Figure 13, an Arbitration Packet 130 in-
cludes a start flag 132 followed by a "hand-off node" field 134
which contains the ID of the node which is next scheduled to
obtain control of the channel after completion of the transmis-
sion from the current transmitting node. The contents of the
hand-off field thus represent the first entry of the Pending
Transmission Queue of the transmitting node, the structure of
which will be explained later in greater detail. Each node of
the network includes an identical Pending Transmission Queue
which, under normal circumstances, will contain identical
entries consisting of a list of node IDs arranged in the order
of which nodes associated with each ID will obtain control of
the channel.

Following hand-off node field 134 is a "contention

count" field 136 which specifies the number of contention slots
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which are to follow the EOT of the current transmission. The
number of contention slots is dynamically allocated, in a manner
to be described in greater detail, to maximize network effi-
ciency according to the number of nodes which currently desire
to obtaln control of the network.

Following the contention count field 136 is a "next
queue position” field 138.. This field constitutes an index to
the Pending Transmission Queues of all nodes and specifies the
position in the Pendihg Tranémission Queues where node
identifiers will be siored. These Stored identifiers are the
identifiers of nodes from whom Réservation Requests have been
fsuccéssfully*redeived by the node which generates the current
transmission, this node being responsible for receiving Reserva-
tion Requests transmitted during the immediately preceeding con-
tention slots by'hodes'desiring to obtain access to the network.

Follow1ng the next queue pOSltlon field 138 is a block
140 contalnlng reservation conflrmatlons. These entries consist
of the bottom portion of the Pending Transmission Queue of the
transmitting node,exténding from the first ID requiring confir-
mation through the bottom of the queué. rThe node ID's in block
140 will thus _be stored by each node in its Pending Transmission
Queue beglnnlng at the-location SpGleled by the contents of
next queue position field 138.

The first entries in block 140 include possible queue
correctlon reservatlon conflrmatlons. Such queue correction
reservations begin w1th the ID of a node which the currently
7 transmitting node recognizes as having a damaged Pending Trans-
‘mission Queue. This recognition isrbased on the reception (dur-
ing the preceding contention slots) by the currently trans-
mitting node of a Reservation Request from a node which already
has its ID stored in the Pending Transmission Queue. Since a
node will not transmit a Reservation Request if it is aware that
its ID already is in the Pending Transmission Queue (as was dis-
cussed with respéct'to Figure 12), transmission of a Reservation
Requeét by a node whose ID is already in the Pending Transmis-
sion Queue is an indication that the node transmitting the Res-
ervation Requestrhas a damaged Pending Transmission Queue. If

‘it is determined that there is a’ﬁode with a damaged queue, the
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contents of field 146 thus consist of at least one node
identifier for the Pending Transmissions Queue of the node
transmitting the Arbitration Packet to permit correction of
Pending Transmission Queue entries by a node having a damaged
Pending Transmission Queue, to permit the nodes to rebuild their
Pending Transmission Queues, and reestablish identical Pending
Transmission Queues in all nodes.

Field 144 consist of the node IDs which were trans-
mitted by the immediately preceeding Arbitration Packet as new
reservation confirmations. In a manner to be described later in
greater detail, the contents of field 144 permit a node which
did not successfully receive the preceeding Arbitration Packet
to "repair" its Pending Transmission Queue so that such Pending
Transmission Queue is identical to that maintained in all other
nodes.

The contents of field 146 represent the reservation
confirmations which have been recognized by the currently trans-
mitting node as a result of Reservation Requests transmitted by
other nodes during the immediately preceeding contention slots.

Finally, block 140 contains a field 148 consisting of
auto queue reservations. The contents of field 148 thus consist
of node ID's which are generated by the currently transmitting
node to indicate "target" nodes from which the currently trans-
mitting nodes expects to receive data. In a manner to be
described later in greater detail, the auto queue feature elimi-
nates the need for such target node to generate Reservation Re-
quest during succeeding contention slots.

An error correction field 150 consist of a Cyclic Re-
dundancy Check (CRC) value generated as an error correction
code, in a manner well known in the art. Arbitration packet 130
concludes with a stop flag 152.

Data packets carry application-specific data.

Although a data packet must conform to the standard packet
format shown in Figure 3, the data portion of the packet is
variable in length, application specific, and protocol indepen-

dent.
CONTENTION MANAGEMENT

As shown in Figure 10, the beginning of a series of
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contention slots 70-74 is signaled by EOT 70 which terminates a
multiple packet transmission 68. When a node has data to trans-
mit, it requests transmission time by randomly selecting one
cdntention‘slbﬁ out of a group of two or more that are available
as specified by the contention count transmitted in the prior
ArbitrationrPaéket,(Figure 13).

The operatioﬁ of a node embodying the present inven-
tion in contending for access to the communications channel of
network 10 is showhrin Figure 14, wherein the node transmits a
'Reservatidn Request by listening to the channel at block 160 and
determining at block 162 if the node has data to transmit. If
not,rthe'node cOntinues to listen to the channel. If so, the
node examines its Pending Transmission Queue to determine if its
own ID currently is entered in the Pending Transmission Queue.
If so, there'is'no need to transmit a Reservation Request and
the node returns to block 160 to monitor the channel.

o 1f the ID for this node is not present on its Pending
Transmission Queue (which is identical in all nodes), it listens
to the channel at_block 166 andrdetermines at block 168 if an
EOT character has been received. The node continues to monitor
the channel at such time as an EOT character is received. It
then randomly selects a contention slot (each consisting of an
identical length time period) and waits at block 172 for a cal-
culated period of time following reéeipt of the EOT transmission
depending on the specific contention slot chosen. Upon occur-
rence of the,chosen contention slot, the node transmits a Reser-
vation Requést which, as shown in Eigure 5, consists of a link
ID number and an error control block.

During each contention slot, two or more nodes may be
transmitting'identifying information at the same time, a condi-
tion referred to as a "collision."™ 1If a collision occurs during
a contention slot, a garbled RF signal is received by other
nodes on network 10 as noise, as shown at 92 is Figure 10. If
no collision occurs during a contention slot, the transmission
of the Reservation Request is received by all nodes on the net-
work.

The node which is scheduled to assume network control

at the end of of the series of contention slots (as specified by
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the hand-off node field 134 of the previous Arbitration Packet)
is responsible to listen to the network during the contention
slots and receive as many of the Reservation Requests as it can.

Figure 15 is a logic flow diagram describing how a
hand-off node monitors contention slots. At block 180, the node
receives hand-off by recognizing the presence of its own ID in
the hand-off node field 132 of the preceeding Arbitration Packet
130. At block 182, the hand-off node monitors the channel until
such time as an EOT transmission is received at block 184. The
node continues to monitor the channel at block 186 listening for
Reservation Requests transmitted by nodes desiring to obtain
access to the communications channel and transmit data over the
network. If no Reservation Requests are received during the
first contention slot, as determined at block 188, the node next
determines at block 190 if this contention slot is the last con-
tention slot, as specified by the value contained in the conten-
tion count field 136 of the preceeding Arbitration Packet 130.
If not, the node returns to block 186 and continues to monitor
the channel. .

If a Reservation Request is successfully received at
block 188, the ID of the node transmitting such Reservation Re-
quest is placed at block 192 in the Pending Transmission Queue
of this node. The node increments a Reservation Request count
at block 194 and determines at block 196 if the current conten-
tion slot is the last contention slot. If not, the node repeats
the process beginning at block 186.

Upon expiration of the last contention slot, the node
determines at block 198 if the Reservation Request count is
equal to zero, that is, if no Reservation Request was success-
fully received during the preceeding contentions slots. If the
count is zero, this is an indication that too many collisions
are occurring and the network should increase the number of con-
tention slots to decrease the probability of collisions occuring
during transmitted Reservation Request. The node thus incre-
ments the contention count at block 200. If the Reservation Re-
quest count is not zero, the node determines at block 202 if the
Reservation Request count equals the contention count, that is,

whether the number of successfully received Reservation Requests
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is e@ual.to the number of contention slots. 1If so, this is an
indication that no collisions occurred during the preceeding
contention slots. Such condition does not produce maximum net-
work efficiency, since exceséive network time is being devoted
to listening for Reservation Requests. The maximum efficiency
occurs when a small but finite number of collisions occur during
contention slots. ' ,

, Therefére, the node acts to increase network effi-.
ciency by decrementing the contention céunt at block 204.

At block 206, -a detérmination is made if the Reserva-
tioh Requests afe already present in the Pending Transmission
Queue. If so, this is an indication that the node transmitting
the Reservation Request has a damaged Pending Transmission Queue
and thé,controlling node loads queue correction reservations
into field 148 of the Arbitration Packet being prepared at block
208. At block 210, the node loads the reservation confirmations
from the block 142 of the previous Arbitration Packet into block
144 of the Arbitraﬁioﬁ Packet being readied for transmission.
"At block 212, the node ID's present in the Reservation Request
successfully received by this nbde in the immediately preceeding
contention slots are loéded into block 142 of the Arbitration
Packet being prepared for transmission. At block 213, the ID of
a node from which this node is expecting data will be loaded
into the arbitration paéket, aé an auto-queue reservation. -

At block 214, a determination is made if the Pending
Transmission Queue has a valid node ID in the first position of
its active window. If not, this is an indication of a "hole" in

the qﬁeue‘and a determination is made at block 216 of whether
the queue is empty. If the queue is not empty, the node at
block 218 places a zero in the hand-off field 134 of the Arbi-
tration Packet being prepared for transmission. This is an in-
dication of an error in the Pending Transmission Queue of this
node. Thus, this node will not designate the node which is to
next assume contrbl of the network, but will signal all other
nodes'that they are to search their own Pénding Transmission
Queues'tordetermine if their own ID is present at the top of the
queue. In this manner, the proper node will next assume control

of the hetwork.
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If it is detemined at block 216 that the queue is
empty, this is an indication that no node currently desires to
transmit data. The network will thus enter a "ping-pong" con-
figuration in which this node, at block 220, places in the
hand-off field of the Arbitration Packet being prepared the ID
of the node which generated the preceeding transmission.

If it is determined at block 214 that there is a valid
node in the Pending Transmission Queue, this node, at block 222,
places in the hand-off field of the Arbitration Packet being
generated the node ID which is at the top of this nodes Pending

Transmission Queue.
At block 224, the node transmits the Arbitration Pack-

et assembled in the preceeding blocks and then preceeds at block
226 to transmit its application data to other nodes through a
plurality of data packets. At the end of the last data packet,
the node transmits an EOT character and then assumes a moni-
toring mode at block 228.

Operating under CEMA protocol, the only period of net-
work activity in which collisions may occur is during contention
slots. Since each contention slot is approximately 4% of the
time used to transmit a data packet of 256 bytes, the total net-
work time during which a collision is possible is less than 103
of network availability. At no other time can collisions occur.

The probability of contending successfully for network
transmission time is based on the number of nodes contending on
the network applied to the Poisson Distribution of Statistical
Analysis. The application of this algorithm leads to the pro-
jection of 85% network utilization.

NETWORK USE RESERVATION
As previously described, the transmitting node which

has control of the network places in the Arbitration Packet
(Figure 13) the IDs of all nodes which were properly received in
Reservation Requests during the previous contention slots. When
the Arbitration Packet is transmitted, these confirmations of
reservations within the Arbitration Packet are received by all
nodes on the network. All nodes on the network then place these
IDs in their respective Pending Transmissions Queue, an example

of which is given.in Figure 1l6.
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By tﬁis mechanisﬁ, a node having data to transmit is

required to tfansmit Reservation Requests only when its

identifier is not already on the Pending Transmission Queue,
.thus reducing the amount of time that the channel is occupied
with network control duties rather;than transmitting application
data. When a node has a confirméd transmission reservation
i.e., its ID is in the Pending Transmission Queue, it no longer
has to transmit Reservation Requests even if it acquires more
data to transmit after Eéing placed onrthe queue.

Once a node is on the Pending.Trénsmission Queue, it
needs only to wait until its turn to take control of the net-
work. At that time it transmits multiple data packets to multi-
ple nodes. 1In the preferred embodiment, the maximum number of
consecutive data packets is fifteen. However, this limitation
is arbitrary, and méy be altered accordiﬁg to the requirements
of the specific network and circuit.

By limiting the number of times a node must transmit
Reservation Requests in order to transmit a set of data packeﬁs,
the number of contention slots which are necessary to keep the
network active can generally be :edﬁced to two slots per trans-
mission sequence.

In a heavily loaded netwbrk, the number of nodes re-
questing,transmiésion is equal to the number of nodes that actu-
ally gain accessrto the network for transmission. This one to
one relationship in a heavily loaded nétwork is all that is re-
quired for the network to stay in balance.

DYNAMIC ALLOCATION OF CONTENTION SLOTS

The number of collisions during contention slots is
directly related to the number of nodes contending for transmis-
sion. More collisions during contention slots result in fewer
Reservation Requests being successfully received by the control-
ling node.r,As has been described with respect to Figﬁre 15, the
number of contention slots is therefore dynamically allocated
based on network load.

- If a controlling node sees no successful transmissions
during the contention slots'(thét is the number of successful
contentions is'equal to zero), it specifies by the contention

count in its Arbitration Packet that the following series of
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contention slots is increased by one. Thus, given a heavily
active network with such contention that multiple collisions
occur during the available number of contention slots, the next
contention slot group is increased by one. Although in the pre-
ferred embodiment the number of contention slots is increased to
a maximum of sixteen to assure the probability that at least one
Reservation Request is confirmed, the number need not be limited
to any maximum.

When a contention slot group contains several conten-
tion slots and the controlling node successfully receives a Res-
ervation Request in each of the slots provided, the controlling
node recognizes that the number of contention slots is greater
than the network needs and reduces the contention count in the
contention count field of the Arbitration Packet by one to a
minimum of two.

If one or more slots receives a valid Reservation Re-
quest while one or more slots remains empty, the network assumes
that the number of slots is sufficient for network demand and
the contention count remains unchanged from the previous Arbi-
tration Packet.

The following rules thus apply to the dynamic alloca-
tion of contention slots:

If the number of Reservation Request received during a
series of contention slots is less than the contention count
specified in the prior Arbitration Packet, but is greater than
zero, the contention count remains unchanged.

If the number of Reservation Requests received during
a series of contention slots is equal to the contention count in
the prior Arbitration Packet, the contention count is reduced by
one to a minimum of two.

If no Reservation Requests are received during a se-
ries of contention slots, the contention count is increased by 1
to a maximum of sixteen.

This technique optimizes the number of contention
slots required to keep the network in balance at all times under
varying loads. Under heavy network load, the average number of
contention slots per transmission is between 2 and 2 1/2 or

about 10% of the total network time. This percentage increases
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to a maximum of approximately 25% of network time as network
demand falls. '
' QUEUE WINDOW MANAGEMENT

The Pending Transmission Queue is a list of node IDs

arranged in the order in which reservations were confirmed. It
is present in all nodes, in identical form, to control the order
in which nodes will assume control of the network. It consists
of a rotatiﬁg table of 255 entries of which only a portion are
current at any given ﬁime. These.active entries are bracketed
in a migrating window which shifts position as each successive
node assumes control of the network (effectively shrinking by
one position the size of the window); and expands as each suc-
cessive Arbitration Packet identifies new nodes to be placed on
the queue as a result of successfully received Reservation Re-
quests.

Figure 16 shows an example of a Pending Transmission
Queue on any node of a network, much larger than network 10,
having active nodes A-G, prior to transmission from node B. The
active window brackets nodes B though E in entries 2 though 5.
An Arbitration Packet 250, shown in Figure 17, is then trans-
mitted by node B as it assumes control of the network.

 After Arbitration Packet 250 is received by all nodes,
the active window of the Pendihg Transmission Queue is shifted
to exclude node B (which is no longer on queue since it just
transmitted) and has expanded to include nodes F and G from
which'Reservatidn'Requests were suCcessfally received during the
preceding conténtion slots, and node H which is placed'on the
queue by virtue of an auto-queueing technique to be described
later. The active window now includes nodes C, D, E, F, G, and
H in entries 3 through 8 as shown in Figure 18.

Each Arbitration Packet sbecifies in the next queue
position field 138 the position number of the next opeﬁ position
on the Pending Trénsmission Queue. The ID's of the successfully
received Resérvation Reqﬁésté are then placed in the Pending
Transmission Queue beginﬁing at this position number. When they
are a consequently transmitted in an Arbitration Packet, they
become "reservation confirmations." The next queue position
field 138 in the Arbitration Packet (Figure 17) indicates that
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the new series of Reservation Confirmations should be placed in
the Pending Transmission Queue starting with entry number 4. By
this means, a particular confirmation is always placed in the
same position on all queues by all nodes.

Unlike the usual operation of a gqueue, this window
technique applied to the transmission queue manages the event of
a missing entry. If a node did not receive an Arbitration Pack-
et because of a transmission error, it creates a "hole" in its
Pending Transmission Queue and places the next set of reserva-
tion confirmataions it receives into the prescribed position
beginning with the position indicated by "next queue position”
field 138 of the Arbitration Packet. As shown in Figure 17, the
ID of the next sequential node on the Pending Transmission Queue
is stored in position 4 on the Pending Transmission Queue.

Figure 19 illustrates the contents of a Pending Trans-
mission Queue if the Arbitration Packet from node A and the pre-
vious Arbitration Packet had not been properly received. A
"hole" thus occurs within the active window.

With all nodes notified where a series of reservation
confirmation IDs must be placed on the Pending Transmission
Queue, the Pending Transmission Queues become synchronized
across all nodes. Consequently, transmissions are specified in
order, hand-off to hand-off, and there is thus never a node ID
out of order.

The controlling node transmits within the Arbitration
Packet, not only new confirmations, but re-confirmations of con-
firmations transmitted for the first time in the prior Arbitra-
tion Packet. Thus, every confirmation is transmitted in two
succcessive Arbitration Packets. Every node then, has two
opportunities to gain confirmation information to create or cor-
rect its queue. As a result, only 1 out of 1,000,000 confirma-

tions are received improperly when the bit error rate is

1 x 10°.

AUTO-QUEUEING

When a controlling node recognizes that it should re-
ceive a response to a data packet from a "target" node at the
other end of the data circuit, and that target node does not

already have a confirmation reservation on the Pending
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Transmission Queue, the controliing node places the ID of the
target node from which it expects a response into the Arbitra-
tion Packet (Figure 5) as an auto—queﬁedrReservation Confirma-
tion. This could occur for more than one target node in one
transmission. ' ,

This assures a,confirmation reservation for the target
node in its turn while eliminating the need for the target node
to transmit a Reservation Request duriﬁg contention slots. This
reduces the network demand during contention slots thereby re-
ducing the pbésibility of collision on the network. Network
performance is consequently'improvedrby allowing the allocation
of fewer contention slots.

' Since a node with multiple communication relationships
(or circuits) can make a transmission to multiple nodes within
its transmission time frame by sénding multiple data packets, a
node need appear in the active window of the Pending Transmis-
sion Queue only'once» This also reduces the network demand dur-
ing contehtion'sldtsVtherebyfreducing the possibility of colli-
sion on the-network. Since all nodes keep a copy of the Pending
Transmission Queue (see Figures 16, 18 and 19), the originating
node can determine exactly when to expect a response from a tar-
get node by interfogating its Pending Trahsmission Queue.

Using this schema dufing a pefiod of heavy network
activity, a node contends for a transmission reservation and
when it wins a place oﬁ_the Pending Transmission Queue and re-
ceives network control, it automatically places into the auto-
queue field of the Arbitratioanacket a confirmation for the
target nodes which will receive and reply to any data packets to
be transmittéd,,if that target node is not currently on the |
Péndinngransmission Queue, Upon transmission of the Arbitra-
tion Packet, this confirmation is placed in the Pending Trans-
mission Queue of allfnetwork nodes..

When the target auto-queued node assumes control of
the network, it does so without contending for the network dur-
ing contention slots, and in its turn auto-queues the ori-
ginating node. Thus, the qﬁeue'becomes a dynamic, rotating
table. ' '

FOr,any'rapidrexchange of daté,consisting of multiple
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transmissions between two nodes, there is only one initial con-
tention on the network. This reduces the load on the network by
reducing the possibility of delay caused by collision during
contention slots, and increases response time. These
efficiencies are shared by all active nodes on the network. In-
active nodes which do not contend do not impact network
throughput.

In addition, this mechanism allows the queue to re-
place the time-out mechanism which exists on most networks.
Rather than timing-out after an arbitrary time period without
receiving a response, the transmitting node can determine when
it should expect a response by interrogating its Pending Trans-
mission queue. In the event that a transmission is not received
per the queue, a mechanism has been provided for the continued
management of the network as described below.

Since heavier network activity will result in more
reservation confirmations by the auto-queue procedure, fewer
contention slots will be necessary. A smaller percentage of
total network time is thus taken up by network control data and
a greater percentage by application data. Contrary to the prior
art, network efficiency thus improves with increased network
activity.

NETWORK HAND-OFF

When a controlling node has an established Pending

Transmission Queue, it takes from the queue the identifier of
the node next sequentially listed in the active window and '
places that identifier in the hand-off field 134 of the Arbitra-
tion Packet as previously described with regard to Figure 17.

If the controlling node has a "hole" in its queue
(i.e. it cannot specify which node is scheduled to transmit
next), it places a zero in the hand-off field 134 of the Arbi-
tration Packet (Figure 13). This alerts all network nodes to
_interrogate their respective Pending Transmission Queues, find
the ID and to assume control of the network should they recog-
nize it is their turn to do so. Thus, an explicit hand-off to a
predefined node selected from the Pending Transmission Queue is

replaced, for the next transmission only, by an implicit trans-

mission hand-off.

AT W O A et



WO 88/02959 : o PCT/US87/02281
-24-

Hand-off field 134 specifies the node which is the
next to take explicit controlrof,the network upon réceipt of an
EOT. While in control of the network, a node monitors the next
'set of contention slots and transmits the next Arbitration Pack-
et (sée Fiéure 13), any Data Packets, and an EOT. 7

As insurance against network failure, the node which
is transfering network control retains implicit control of the
network until it receives a valid Arbitration Packet from the
hand-off node which was specified in field 134 of the Arbitra-
tion Packet which that node just transmitted. Network hand-off
is not considered complete until a valid Packet is recognized by
the transferring node. '

' As shown in Figure 20, during each set of contention
slots, two nodes are aiwaYS in control of the network. The
transferring node maintains an implicit control of the network
while the hand-off node assumes explicit control.

Alternately, if the controlling node specifies in the
Arbitration Packet a hand-off to a node which has subsequently
gone off-network, oniy noise appears on the network after the
contention slots. The controlling node waits a period of time
sufficient for the transmission of an Arbitration Packet plus a
maximum length'data packet and then makes up to two additional
attempts‘to hand;off'thé'netWOfkrto the non-responsive node. If
the specified hodé-fails to take the hand-off, the next control-
ling node selects the next node on the Pending Transmissioﬂ'
Qdeue and repeats the process. =~ Should the contrdlling node
fail to detect netWork haﬁd—off_after éppealing to two nodes, it
assumes:that:a hardware error has occurred and pldces'the net-'
work in a Network Idling Mode as described below. '

A detailed logic flow diagram of the operation of a
controlling node prdceeding)to'hahd-off network control to the'
next node, asfspecified in an Arbitration Packetrtranémitted by
the controlling node'ié shown in Figure 21, for a preferred
embodiment of the invention. As can be seen at block 300, the
controlling node transmits its Arbitration Packet, Data Packets,
‘and EOT. A hand-off counter is incremented at block 302 and the
node proceeds to blocks 304 and 306 to monitor the channel dur-

ing the contention count. At block 308, a determination is made
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if valid packet has been received at the end of the contention
slots. If so, the node designated to next receive network con-
trol has indeed accepted network control and proceeded to trans-
mit its own Arbitration Packet. The hand-off is thus considered
complete at block 310.

If no hand-off Arbitration Packet has been received, a
determination is made at block 312 if the hand-off counter is
greater than 3. If not, the hand-off counter is incremented at
block 314 and the node returns to block 300 to retransmit its
Arbitration Packet. If the hand-off counter is greater than 3,
a determination is made at block 316 if the "hand-off attempted"
counter is equal to 0. If not, network activation mode at block
322. Otherwise, the node attempts to hand off to another node
at blocks 320-324.

ERROR CHECKING AND CORRECTION

All packets listed in Figure 4 are equipped with an
error-control field (see Figure 3) in which is placed the result
of a Cyclic Redundancy Check (CRC) calculation on that packet.

CRC is a standard packet switch mechanism by which a calculation

is performed on all the data bits in a packet to produce, prior
to transmission, a result which can be matched to the result of
the same calculation performed when the packet is received.
Calculations used to generate a CRC are varied and are
application-specific. They are thus outside the scope of CEMA.
In the preferred embodiment, a CRC is present for CEMA to func-
tion optimally.

If the error-control field of a received packet
matches the result of the CRC calculation contained within the
packet, all data transmitted within the packet can be assumed to
be received as sent.

If the CRC calculation performed by the receiving node
of a packet does not match the error-control field in the pack-
et, the packet is assumed to be damaged, and is discarded.
Retransmission of damaged packets is then requested. This error
checking technique is especially pertinent to the transmission
of Arbitration Packets.

By definition, hand-off is not considered complete

until an Arbitration Packet has been successfully received.
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Thus, when a subsequent Arbitration Packet is transmitted by a
hand-off node, it can be assumed that the hand-off node was
prdperly'réceived from the previous Arbitration Packet and that
all confirmations in the packet are correct.

QUEUE MAINTENANCE AND AUTO-CORRECTION

On a noisy network, it is possible that some nodes

will correctly receive an Arbitration Packet while other nodes

will receive a damaged packet. The receipt of a damaged Arbi-

tration Packet leaves "holes" in the Pending Transmission Queue
of the receiving node. '

If a contenaing node does not successfully receive an
Arbitration Packet which contains a reservation confirmation for
that node after having transmitted a Reservation Request, the
contendlng node 1is unable to update its Pending Transmission
Queue and validate the confirmation. This causes the node to
continue transmitting Reservation Requeéts during contention
slots even'thodgh its ID has been placed in the Pending Trans-
mission Queues of all nodes which correctly received the Arbi-
tration Packet. ' -

‘Since every Arbitration Packet contains not only new
confirmations, but re-confirmations of those confirmations
transmitted from the previous Arbitration Packet (Figure 13),
the cbntending,node has two opportunities to correct its Pending
Transmission Queue.

If the contending node fails to receive one Arbitra-
tion Packet, it can correct its Pending Transmission Queue by
placing re-confirmations from the next successive Arbitration
Packet into its queue. Should a contending node fail to suc-
‘cessfully receive two successive Arbitration Packets it con-
tinues to contend during contentlon slots.

The controlllng node recognlzes the contendlng node
has a damaged queue by comparing its Pending Transmission Queue
with reservations made during contention slots. If the ID of a
new successful Reservation Request matches an ID on the Pending
Transmission Queue, the controlling node places into the Arbi-
tration Packet the bottom portion of its Pending Transmission
Queue beginning with the slot cohtaining the ID of the improp-

erly contending node and extending to the end of the queue.
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If a controlling node attempts to hand-off control to
a contending node prior to the correction of the damaged Pending
Transmission Queue, the contending node recognizes the hand-off
by interrogating the hand-off field in the packet and then prop-
erly assumes control of the network.
NETWORK IDLING
In the case that the Pending Transmission Queue on

every node should become empty because no nodes are requesting
transmission, the controlling node idles the network as shown in
Figure 22 while retaining the availability of the network via
contention slots.

After receiving a hand-off in block 328 and
recognizing an empty queue in block 330, a node hands-off con-
trol of the network at block 332 by transmitting an Arbitration
Packet to the node which sent the last Arbitration Packet. The
node listens to the channel at block 334, and since the destina-

_tion node also has an empty queue, the destination node conse-
quently hands-off control back to this node, by the same logic,
thus transmitting an Arbitration Packet which is received by
this node at block 336. Queue data is loaded at block 338.
This "ping-pongs" control of the network between two nodes,
looping through blocks 339, 339A, and 328 until a third node
transmits a Reservation Reguest during contention slots and is
given control of the network.

If the queue was not empty as block 330, a normal
Arbitration Packet is transmitted at block 340 and control
relinquished at block 341.

NETWORK ACTIVATION

Figure 23 describes the steps necessary to activate.

the network of a preferred embodiment in which no activity has
occurred since network power-up. This situation would occur
when the network has been established for the first time, when
the network has gone down due to a total network failure, or
when the network must be restarted for some technical reason.
When power is restored, all nodes calculate a random
time at block 350 based on an algorithm which uses a randomly
derived variable. A timer is set at block 352. All nodes lis-
ten to the channel at block 354 for an Arbitration Packet. If
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an Arbitration Packet is receivedrat'block'356, normal CEMA
operation is initieted at block 358. If an Aloha Packet is re-
ceived,addressed'to_this node, as determined at block 360, an
Aloha Response packet is transmitted at block 362, and a new
timing interval calculated at block 350.

If time—out'occurs, the node selects a node at block
366 from its link identifier teble (to be described below in
greater detail), increments a counter atrblock'368, and checks
the counter at block 370. If the counter is greater than 3,
'thls is an indication that all selected nodes are off network or
that this node ls faulty and should dlscontlnue all transmis-~
sions until a valid pack is received. A new timing interval is
again calculated at block 350. If the counter is less than
three, an Aloha packet'is'transmitted,to the node at block 372.
If an Aloha Response [acket is received from the node at block
374, normal CEMA operations are begun at block 376 with this
node as central control node. Otherwise, the node loops back to
block 350. The timing interval for these transmission is
approximately 45 seconds plus a random time factor and is used
-'during Network Activation Transmissions. |

' Because of the random nature of Aloha transmissions by

the network nodes, one of the transm;ssxons can be expected to
be received by another node on the network in a tlmely fashion
with a minimum possibility of collision.

‘The Aloha Packet is addressed to a nade listed on the
Link Identifier table of the transmitting node. The Link
Identifier table, illustrated in Figure 24, consists of a list
of all tranemissionrrelationships (circuits) assigned to that
- node. The Link ID portion of the Link ID Table is permanently
stored in the memory ofithe node.

7 When a destination node properly receives an Alcha
Packet, it transmits an Alocha Response packet (Figure 7) back to
the originating node using a Stop and Wait protocol. As soon as
the originatihg node receives the Aloha Response packet, it 7
assumes control of the network and transmits an Arbitration
Packet with hand-off to the responding node, terminating with an
EOT. Since all other monitoring nodes receive the EOT, network

acting proceeds with all nodes using normal CEMA protocol.

-~
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If a node is unsuccessful in receiving an Aloha Re-
sponse packet within three transmissions to a destination node,
the node shifts to an off-network state and does not attempt to
gain access to the network until it successfully receives an
Arbitration Packet during normal CEMA activity. This guarantees
that a failed node does not interfere with the network.

When a large number of nodes are participating in Net-
work Activation, network start-up or recovery occurs within 90
seconds.

CIRCUIT INITIATION ,

The invention may, of course, be used in a wide vari-
ety of network configurations. In each configuration, however,
once a network is activated during Network Activation, Network
Circuits between nodes must be established. As previously dis-
cussed with regard to Figure 1, a preferred embodiment of the

invention is implemented in a network including a plurality of

nodes, each including one or more terminals. Each terminal
establishes a link with one other terminal associated with
another node. Network activation in the preferred embodiment
thus consists of a procedure in which the various nodes recog-
nize the activation of terminals associated with links passing
through the nodes. It is to be understood that the invention is
not limited to this configuration but may be employed in other
network configurations such as, for example, multiple addressing
configurations in which each terminal of a node may communicate
with more than one other terminal. '
An example of the organization of the network of
Figure 1 in the preferred embodiment is shown in Figure 25. As
can be seen therein, each of the terminals 20-38 is associated
with one other terminal via a link. For example, terminal 20 of
node A is associated with terminal 38 of node Q over a link
A-A'. Terminal 22 is associated, that is, communicates with,
terminal 36 over a link B-B'. The set of links connecting
node A to node Q, that is, link A-A' and link B-B', together
form a circuit W. 1In a similar manner, the remaining nodes of
the system each communicate with one other node through links,
and the set of links connecting any two nodes constitutes a cir-

cuit. As can be seen in Figure 25, a circuit X includes a
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single link E-E', a circuit Y includes a single link C-C' and a
circuit Zrcomprises a single link D-D'.

Each Network Circuit between a pair of nodes defines a
communication path which assures data integrity over the commu-
nication channel and insures that a transmission sent by one
node .is received by the appropriate node and then passed on to
the proper port. As a result, one node can be addressed by
another via,multiple Link Id Numbers over a single circuit.

7 ~ As shown in Figure 25, network 10 includes four cir-
cuits, W, X, Y, and %, each comprised of one or more Links.
Circﬁit,W has two Links between node A and node Q, one of which
connects ports-A and A' and the other which connects ports B and
B'. Although Link Id Numbers are permanently stored in the mem-
ory of each node, Circuit Numbers are arbitrarily assigned by '
the node during Circuit Initiation in the order in which they
are established.

o ‘There is, then, a one-to-one relationship between Cir-
cuit Numbers and nbdes, and a one to one relationship between
I/0 pbrts and Link Id Numbers. Thus, if a node has four ports,
its Link Identifier Table contains four Link Id Numbers. Ifrr
these four ports must communicate with terminals tied to four
separate nodes, the Link Identifier Table contains four Circuit
Numbers whén all four communicating nodes are actively on the
network. o
B The épecific,characteristics of links and circuits
shown in Figure 25 were defined when the network was designed.
The configuration of a network is defined by a link identifier
table in each node, such as the link identifier table for node Q
shown ianigure 24. There is an entry in the link identifier
table‘for each link associated with the node. Each entry in-
cludes a link identifierr(link ID) and a circuit designator.
The'contents of the link ID entries are permanently stored in
each node and the contents of the circuit designator are varied,
depending upon whether the link is operational or not. That is,
the circuit designator for each table entry is a zero until such
time as transmission has been established between the terminals
of the link. At sﬁch'time, a circuit designator is entered.

There is a two-~field entry in each node link
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identifier table for each terminal associated with the node.

The link ID field of each entry consists of a value uniquely
identifying a terminal in another node which, together with the
terminal associated in this node with the specific entry,
defines a link. The link ID value includes a designation of the
other node with which the link is associated. For example, the
first entry of the link identifier table shown in Figure 24 is
associated with terminal 38 of this node Q. The value in the
1ink ID field for this entry indicates that the other end of the
1ink is associated with terminal 20 of node A. The second entry
of the link identifier table of Figure 24 corresponds to node 36
of node O and the value stored in the associated link ID field
specifies that the other end of the link is constituted by
terminal 22 of node A. Similarly, the third and fourth entries
of the link identifier table of Figure 24 are associated with
terminals 34 and 32, and the contents of the link identifier
field of these entries specify that the other end of the respec-
tive links are constituted by terminal 24 of node C and

terminal 30 of node E.

Each node interrogates its Link Identifier table (Fig-
ure 24) to determine that each Link ID on the table has a valid
Circuit Number. The lack of valid Circuit Numbers implies that
circuit relationships have not been established with other nodes
on the network.

A logic flow diagram of Circuit Initiation is shown
in Figure 26, starting at block 400. If no circuits are estab-
lished, a node gains temporary and absolute control of the net-
work by contending for the network using established CEMA proto-
col techniques at block 402, receiving network hand-off at block
404, moving a zero to the contention count field of an Arbitra-
tion Packet at block 406, and transmitting an Arbitration Packet
at block 408 (Figure 13) with a zero in the contention count
field. A loop-through of the Link ID table is performed at
blocks 410-416, such that each Arbitration Packet is followed by
an Initiation Packet (Figure 8) at block 418 addressed to a node
listed on its Link Identifier table. The node listens to the
channel at block 420 and the destination node responds to the

Initiation Packet by transmitting an Initiation Packet in

anmeTrryTT SHEET
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return. If no initiation,packet is received at block 422, the
originating node returns to block 414. Otherwise, the ori-
ginating node receives the Inltlatlon Packet and transmits back
to the destlnatlon ‘node a Connect Packet (Figure 27) at block
424 which contains a-llst of all nodes on its Link Identifier
Packet with a list of nodes from its Link Identifier Table. The
Originating node listens to the channel at block 426 and, if no
Connect Packet is received at block.428, returns through block
430 to the loop at,block 410 Otherw1se, ‘the orlglnatlng node
loops through all circuits of the Link ID table, at blocks
432-438, comparing the list of Link Id Numbers lietea in the
packet against thQSe listed in its Link Identifier Table. For
every group of ma£Ching Link Id Numbers, aecircuit is estab-
lished and a number'placed'in the'Circuit Number field of the
Link Identlfler Table, returning through block 412.

The transmLSSLOn exchange between orlglnatlng and des-
tination nodes is indicated at Figure. 28. It occurs outside the
framework of normal CEMA activity ana'without the need for each
node to -contend for trahsmission reserVations;

If the controlliﬁg node does'nét receive 'a response to
an Initiation,Packetraftef three ttansmiSsion attempts, the node
places a zero in the Circuit Number of the correspohding Link I4
Number inrits Link Identifier Table at block 430 signifying that
a circuit hasrnot'been established and proceeds to the next
node. A node retains contrel of the network until it has trans-
‘mitted an Initiation Packet to all nodes listed in its Link
Identlfler Table. ' '

When a node has lnterrogated all nodes listed on its
Link Identifier Table either successfully or unsuccessfully, it
moves a cbrreet cententiOQ count to an Arbitration Packet at
"block 442, transmits another CEMA Arbitration Packet at block
444 handing—eff control of the nétWork to the next node on its
Pending Transmission Queue:at block 446. If the node has not
established a circuit witﬁ any node on its Link Identifier
table, as determined at block 440, it places itself off-network
at bloekr448 until it receives a valid Initiation Packet from a
node on its Linkrldentifier'table.-

- Any node coming onto the network for the first time
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and having no established circuits can take control of the net-
work using Circuit Initiation techniques. This allows the Link
Identifier table to be a dynamically change during the process
of network operation.

CEMA provides a high level of performance by the use
of the following technigues: limiting the opportunity for
transmission collision on the network to the time set aside for
contention slots (less than 4% of the network time under load),
dynamically optimizing the number of contention slots according
to the load on the network which corresponds to demand for con-
tention slots, putting all the traffic which can be transmitted
from one node into one group of transmissions to multiple nodes,
thereby reducing the number of transmission turnarounds, and
allowing the transmission of variable length packets, thus elim-
inating the possible transmission of partially filled fixed
length data packets.

) Also contributing to overall efficiency are the fea-
tures of controlling the transmissions on the network by
rotating them using auto queues, ordering them via confirmation
reservations, and producing a balanced sharing of the network
facilities across all nodes through the use of dynamically allo-
cated contention slots.

Further efficiencies are obtained by operating inde-
pendently of data representation, packet formation and length or
data transmission method.

SUMMARY OF FUNCTIONS

Newly Pending Transmissions
In the event that a node desires to make a transmis-

sion, CEMA protocol performs the following functions:

- Randomly selects a contention slot and transmits a Reservation
Request containing the ID of the node during the contention
slot;

- Verifies that the node ID is recognized in the following pack-
et:

- Keeps a Pending Transmission Queue of all node IDs which are

recognized in all Arbitration Packets
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Network Control Hand-off

After an Arbitration Packet specifies this node ID to

be the next node responsible to take control of the network, the

controlling node perfofms the following activities:

- Receives the ID's placed by other nodes in the subsequent con-

tention slots
- Computes the Cbhtention—Countr.
- Transmits an Arbitrétion Packet specifying the ID of the next
node to assume control of the network
__ Includes in an Arbitration Packet new confirmations, reconfir-
mations, gqueue reconétruction confirmations,iand auto-queued
confirmations '
- Managés the transmission frames of data packets
- Verifies that the next identified node takes control of the
network after its transmission is completed
- Recovers control of the network if the next identified node
does not take control as scheduled.
Network Idling

7 If the Pending Transmission Queue is empty, the net-
work is placed into an idle status by the controlling node as
follows: ]

-~ Cycle between transmission of Arbitration Packets addressed to
the node at the opposite end of the data circuit

- Receive contention slots until a request for transmission is
made and cbntrol is handed-off to the requesting node

Network Activation

When it is necessary to activate an inactive network;
the Aloha Protocol is emplbyed as follows: '
- Random transmission of Aloha packets by all Network nodes
until another node responds with an AldharRecognition packet
- Assumption of control of network upon receipt of Aloha Recog—
nition packet ' ' , |
- Communication'using CEMA protoéol

Circuit Initiation

~When a—node becomes active on the network but does not
have a set of established circuit relationships, the node per-
forms the following activities using Stop and Wait Protocol:
- Gain control of the Network under CEMA by transmitting an

Arbitration Packet with a zero in the contention-count field
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— Transmit an Initiation packet to nodes on its link identifier
table until a node responds with an Initiation packet
- Transmit a Connect packet to the destination node
- Receive a Connect packet from the destination node
- Compare its Link identifier table to that in the Connect pack-
et
~ Establish circuits for each matching group of links on the re-
spective Link Identifier tables
- When all nodes are interrogated, rellnqulsh control to another
node on the Network using CEMA protocol

It will be apparent to those skilled in the art that
various modifications and variations can be made in the method
of the present invention without departing from the scope or
spirit of the invention. Thus, it is intended that the present
invention cover the modifications and variations of this inven-
tion provided they come within the scope of the appended claims

and their egquivalents.
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WHAT IS CLAIMED IS:
1. A method for transmlttlng application data

between a plurallty,of communication nodes each having a unique
identifier, said nodes being interconnected via a communications
channel to form a. network, the method comprising:

deSLgnathg a first node to have control of sald chan-
hel;

transmitting reservation requésts during a predeter-
mined time period from nodes desiring to transmit over said
channel; 7 .
transmlttlng network control data, derived from said
reservatlon requests, from said first node to specify a second
node to subsequently become the control node;

7 transmitting application data from said first node:
and designating said second node as the control node.

2. A method as recited in claim 1 wherein said step
of transmitting network control "data from‘said first node in-
cludes the step of-trAnsmitting a signal identifying the node
specified to next obtain control of said channel.

3. A method as recited in claim.l comprising the
step of storing in all n@des a data structure determining the
ordéﬁ of which nodes will obtain éontrol of said channel.

4. A method as recited in claim 3 wherein said step
of transmitting_arsignal includes the step of transmitting an
identifier associated with the ﬁode next specified to obtain
'contro;'of said channel and,said'step'of storing in all nodes a
signal identifying the noae specified'to next obtain control of
said channel,includesVthe,step of storing in all nodes a queue
of identifiers arranged in the order of which nodes associated
with said queued. identifiers will obtain control of said chan-
nel. ' ' '

5. A method as‘recited in claim 4 wherein said quéue
comprises a migrating window. '

CIIICTTITIITE S Lismpmep
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6. A method as recited in claim 1 wherein said step
of transmitting network control data from said first node in-
cludes transmitting reservation confirmations consisting of the
identifiers of nodes from whom reservation requests have been
successfully received by said first node during said predeter-
mined time period.

7. A method as recited in claim 6 comprising the
step of storing said reservation confirmations in said queues of
all of said nodes.

8. A method as recited in claim 7 wherein the step
of transmitting network control data from said first node in-
cludes the step of transmitting the position for storage, within
said queues of all of said nodes, of said identifiers of nodes
from whom reservation requests have been successfully received.

9. A method as recited in claim 7 comprising the
steps of:

determining whether said queue of said first node con-
tains the identifier of a node from which a reservation request

has been successfully received; and
transmitting at least one node identifier from said

first node queue to permit correction of gqueue entries by a node
having a damaged queue, if said queue of said first node con-
tains the identifier of a node from which a reservation request
has been successfully received.

10. A method as .recited in claim 7 comprising the
step of: '

determining the identifier of an auto-queue node com-
prising a node which will require access to said channel; and

wherein said step of transmitting network control data
from said first node to specify subsequent control of said chan-
nel includes transmitting reservation confirmations consisting
of the identifiers of auto-queue nodes.

11. A method as recited in claim 10 comprising the
steps of: )

determining whether a node desires to transmit over
said channel;

determining, if said node desires to transmit over

said channel; if the identifier of said node is not on said

gueue; and
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transmitting a reservation request only if the
identifier of said node is not on said queue.

lé. A method as recited in claim 3 wherein said step
of transmitting network control data and application data from a
second node iérprecedéd by'the step of transmitting‘reservation
requésts during a éredetermined time period from all nodes
desiring to transmit over said channel and

wherein said step of transmitting network control data
"and application data from a second node includes the substeps
of:

transmitting reservation confirmations consisting of
the identifiers of nodes from whom reservation requests have
been éuccessfully received by said second node; and

7 transmitting reserﬁation confirmations consisting of
the identifiers of nodes from whom reservation requests had pre-
" viously been succeséfully received by said first node.

_ 13. A'methpdfas recited in claim 1 comprising the
step of transmitting network control data and application data
from a second node spec1f1ed to subsequently obtain control
lncludlng the substeps of:

monitoring said channel by said first node to deter-
mine lf network control 1nformatlon has been transmitted by said
second node; and 7

if no network control data has been transmitted by
said second node, retransmitting network control data from said
first node %é_épecify said second node to next assume control of
said channel. , , '

1457 A method as recited in claim 13 comprising the
additionalrétep of transmitting network control data specifying
a node other than said second node to next assume control of
said channel if no network control data is transmitted from said
second node after said retransmission.

- 15. A method as recited in claim 2 wherein said
substep of transﬁittiﬁg the identifier of the node specified to
next obtain control of said channel includes the substep of
transmitting the next entry in saidrqueue as the node specified
to next obtain cdntrol of said channel.

16. A method as recited in claim 15 wherein, if the
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next entry in said queue of said first node is not a valid node
identifier, said substep of transmitting the identifier of the

node specified to next obtain control of said channel includes

the substep of transmitting a null character as the identifier

of the node specified to next obtain control of said channel.

17. A method as recited in claim 16 wherein, if said
first node transmits a null character as the identifier of the
node specified to next obtain control of said channel, the meth-
od comprises the steps of:

examining the respective queues by each of said nodes
to determine the identifier present as the first entry of the
queue; and

assuming control of said channel by the node whose
identifier is the first entry in said queue.

18. A method as recited in claim 1 wherein said step
of designating a first node as a control node includes the steps
of:

monitoring said channel by all nodes; transmitting, on
a random delay basis, data from all nodes to another of said
nodes from which a randomly delayed transmission was received;

designating as said first node said one of said nodes
from which a randomly delayed transmission was received; and i

transmitting network control data from said first
node.

19. A method for transmitting application data
between a plurality of communication nodes each having a unique
identifier, said nodes being interconnected via a communications
channel to form a network, the method comprising the steps of:

transmitting data from a first node;
initiating reservation request transmissions from nodes desiring
to transmit application data over said channel, said reservation
transmissions being initiated during at least one contention
time period after the completion of data transmission from the
first node;

monitoring the channel during the contention time pe-
riod, by a second node designated to generate the next data
transmission over the network, to determine the number of

reservaton request transmissions successfully received;
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varying the number of conﬁention time—pefiods
according to the number of reservation request transmissions
successfully received. '

20. A method as recited in claim 19 wherein the step
‘of varying the number of contention time periods comprises the
substeps of increasiné the number of contention time periods to
follow the'next data t:ansmission'if no reservation reqﬁest
transmissions were successfully received and decreasing the num-
ber of contention timé'periods to follow the next data transmis-
sion if the number of received reservation requests is equal to
the number of contention time periods following the preceeding
data transmission. '

21. A method as recited in claim 20 wherein the num-
ber of contention time periods to follow a given data transmis-
sion is contained within the data transmission.

22. A method for transmitting data between a plurali-
ty of communication nodes each having an identifier and
interconnected via a communications channel, the method compris-
ing:

initiating reservation request transmissions during
one of a plurality of contention time periods after the comple-
tion of data transmission from a first node, the reservation re-
quest trahsmissions.béing initiated by each node desiring to '
generate a data transmission over the channel;

_ maintaining in.eadh of the nodes a pending transmis-
sion quéué specifying the order of transmission of nodes
desiring to generate a data transmission over the channel;

monitoring the channel, by the node specified by the
pending transmission queue to next generate a data transmission
over the channel, to receive the reservation request transmis-
sions; 7 7

transmitting network control data containing reserva-
tion confirmétions consistingrof the identifiers of nodes from
which reservation request transmissions'were received;-

storing the transmitted identifiers in the pendlng
transmission queue of each node; and

transmitting data from the node Speleled by the pend-
ing transmission queue to next generate a data transmission over

the channel.
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