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SIGNAL PROCESSING USING PILOT BASED CODING

TECHNICAL FIELD

The present invention relates to an apparatus for processing a signal and method thereof, and more particularly, to an apparatus for coding data and method thereof.

BACKGROUND ART

Generally, many techniques for signal compression and recovery have been introduced so far. And, applicable targets of the corresponding techniques are various data including audio data, video data and the like. Moreover, the signal compression or recovery techniques evolve in a direction to enhancing audio or video quality with high compression rates. Besides, many efforts have been made to raise transmission efficiency for adaptation to various communication environments.

However, it is still believed that there exists a margin for the enhancement of the transmission efficiency. So, many efforts need to be made to maximize transmission efficiency of signals in the very complicated communication environments through the development of new processing
schemes for signals.

DISCLOSURE OF THE INVENTION

Some embodiments of the present invention may provide an apparatus for processing a signal and method thereof that substantially obviate one or more of the problems due to limitations and disadvantages of the related art.

Some embodiments of the present invention may provide an apparatus for processing a signal and method thereof, by which transmission efficiency of signals can be optimized.

Some embodiments of the present invention may provide an apparatus for coding data and method thereof, by which data can be efficiently coded.

Some embodiments of the present invention may provide an apparatus for encoding/decoding data and method thereof, by which transmission efficiency of control data used for audio recovery can be maximized.

Some embodiments of the present invention may provide a medium including encoded data.

Some embodiments of the present invention may provide a data structure, by which encoded data can be efficiently transferred.

Some embodiments of the present invention may provide a system including the decoding apparatus.
A method of processing a signal according to an embodiment of the present invention may include the steps of obtaining a pilot reference value corresponding to a plurality of data and a pilot difference value corresponding to the pilot reference value and obtaining the data using the pilot reference value and the pilot difference value. The method further includes the step of decoding at least one of the pilot reference value and the pilot difference value. And the data are parameters and the method further includes the step of reconstructing an audio signal using the obtained parameters.

An apparatus for processing a signal according to an embodiment of the present invention may include a value obtaining part obtaining a pilot reference value corresponding to a plurality of data and a pilot difference value corresponding to the pilot reference value and a data obtaining part obtaining the data using the pilot reference value and the pilot difference value.

A method of processing a signal according to another embodiment of the present invention may include the steps of generating a pilot difference value using a pilot reference value corresponding to a plurality of data and the data and transferring the generated pilot difference value.

An apparatus for processing a signal according to another embodiment of the present invention may include a value generating part generating a pilot difference value using a pilot reference value corresponding to a plurality of data and the data and an outputting part transferring the generated pilot difference value.
In another aspect of the present invention, there is provided a method for processing a signal, comprising: extracting a pilot reference value and one or more pilot difference values; and, obtaining one or more data elements of a current group included in a current frame using the pilot reference value and the pilot difference values, without using data elements of an other frame, wherein: the pilot reference value is dependent on each of the data elements of the current group and is not dependent on the data elements of the other frame, a quantity of the pilot difference values is equal to a quantity of the data elements of the current group, the pilot reference value is a single value which applies to all of the data elements of the current group, each pilot difference value corresponds to each data element of the current group.

In another aspect of the present invention, there is provided a method for processing a signal, comprising: generating one or more pilot difference values using a pilot reference value and one or more data elements of a current group included in a current frame, without using data elements of an other frame; and transferring the generated pilot difference values, wherein: the pilot reference value is dependent on each of the data elements of the current group and is not dependent on the data elements of the other frame, a quantity of the pilot difference values is equal to a quantity of the data elements of the current group, the pilot reference value is a single value which applies to all of the data elements of the current group, each pilot difference value corresponds to each data element of the current group.
In another aspect of the present invention, there is provided an apparatus for processing a signal, comprising: a value generating part generating one or more pilot difference values using a pilot reference value and one or more data elements of a current group included in a current frame, without using data elements of an other frame; and an outputting part transferring the generated pilot difference values, wherein: the pilot reference value is dependent on each of the data elements of the current group and is not dependent on the data elements of the other frame, a quantity of the pilot difference values is equal to a quantity of the data elements of the current group, the pilot reference value is a single value which applies to all of the data elements of the current group, each pilot difference value corresponds to each data element of the current group.

In another aspect of the present invention, there is provided an apparatus for processing a signal, comprising: a value obtaining part extracting a pilot reference value and one or more pilot difference values; and, a data obtaining part obtaining one or more data elements of a current group included in a current frame using the pilot reference value and the pilot difference values, without using data elements of an other frame, wherein: the pilot reference value is dependent on each of the data elements of the current group and is not dependent on the data elements of the other frame, a quantity of the pilot difference values is equal to a quantity of the data elements of the current group, the pilot reference value is a single value which applies to all of the data elements of the current group, each pilot difference value corresponds to each data element of the current group.
ADVANTAGEOUS EFFECTS

Accordingly, the present invention enables efficient data coding and entropy coding, thereby enabling data compression and recovery with high transmission efficiency.

5 BRIEF DESCRIPTION OF THE DRAWINGS

FIG. 1 and FIG. 2 are block diagrams of a system according to an embodiment of the present invention;

FIG. 3 and FIG. 4 are diagrams to explain PBC coding according to an embodiment of the present invention;

FIG. 5 is a diagram to explain types of DIFF coding according to an embodiment of the present invention;

FIGS. 6 to 8 are diagrams of examples to which DIFF coding scheme is applied;

FIG. 9 is a block diagram to explain a relation in selecting one of at least three coding schemes according to an embodiment of the present invention;

FIG. 10 is a block diagram to explain a relation in selecting one of at least three coding schemes according to a related art;

FIG. 11 and FIG. 12 are flowcharts for the data coding selecting scheme according to an embodiment of the present invention, respectively;

FIG. 13 is a diagram to explaining internal grouping according to an embodiment of the present invention;

FIG. 14 is a diagram to explaining external grouping according to an embodiment of the present invention;
FIG. 15 is a diagram to explain multiple grouping according to an embodiment of the present invention;

FIG. 16 and FIG. 17 are diagrams to explain mixed grouping according to other embodiment of the present invention, respectively;

FIG. 18 is an exemplary diagram of 1D and 2D entropy table according to an embodiment of the present invention;

FIG. 19 is an exemplary diagram of two methods for 2D entropy coding according to an embodiment of the present invention;

FIG. 20 is a diagram of entropy coding scheme for PBC coding result according to an embodiment of the present invention;

FIG. 21 is a diagram of entropy coding scheme for DIFF coding result according to an embodiment of the present invention;

FIG. 22 is a diagram to explain a method of selecting an entropy table according to an embodiment of the present invention;

FIG. 23 is a hierarchical diagram of a data structure according to an embodiment of the present invention;

FIG. 24 is a block diagram of an apparatus for audio compression and recovery according to one embodiment of the present invention;
FIG. 25 is a detailed block diagram of a spatial information encoding part according to one embodiment of the present invention; and

FIG. 26 is a detailed block diagram of a spatial information decoding part according to one embodiment of the present invention.

DETAILED DESCRIPTION

Reference will now be made in detail to various embodiments of the present invention, examples of which are illustrated in the accompanying drawings.

General terminologies used currently and globally are selected as terminologies used in the present invention. And, there are terminologies arbitrarily selected by the
applicant for special cases, for which detailed meanings are explained in detail in the description of the preferred embodiments of the present invention. Hence, the present invention should be understood not with the names of the terminologies but with the meanings of the terminologies.

In the present invention, a meaning of 'coding' includes an encoding process and a decoding process. Yet, it is apparent to those skilled in the art that a specific coding process is applicable to an encoding or decoding process only, which will be discriminated in the following description of a corresponding part. And, the 'coding' can be named 'codec' as well.

In the present invention, steps of coding a signal shall be explained by being divided into data coding and entropy coding. Yet, correlation exits between the data coding and the entropy coding, which shall be explained in detail later.

In the present invention, various methods of grouping data to efficiently perform data coding and entropy coding shall be explained. A grouping method has independently effective technical idea regardless of specific data or entropy coding schemes.

In the present invention, an audio coding scheme (e.g., 'ISO/IEC 23003, MPEG Surround') having spatial
information will be explained as a detailed example that adopts data coding and entropy coding.

FIG. 1 and FIG. 2 are diagrams of a system according to the present invention. FIG. 1 shows an encoding apparatus 1 and FIG. 2 shows a decoding apparatus 2.

Referring to FIG. 1, an encoding apparatus 1 according to the present invention includes at least one of a data grouping part 10, a first data encoding part 20, a second data encoding part 31, a third data encoding part 32, an entropy encoding part 40 and a bitstream multiplexing part 50.

Optionally, the second and third data encoding parts 31 and 32 can be integrated into one data encoding part 30. For instance, variable length encoding is performed on data encoded by the second and third data encoding parts 31 and 32 by the entropy encoding part 40. The above elements are explained in detail as follows.

The data grouping part 10 binds input signals by a prescribed unit to enhance data processing efficiency.

For instance, the data grouping part 10 discriminates data according to data types. And, the discriminated data is encoded by one of the data encoding parts 20, 31 and 32. The data grouping part 10 discriminates some of data into at least one group for the data processing efficiency. And,
the grouped data is encoded by one of the data encoding parts 20, 31 and 32. Besides, a grouping method according to the present invention, in which operations of the data grouping part 10 are included, shall be explained in detail with reference to FIGs. 13 to 17 later.

Each of the data encoding parts 20, 31 and 32 encodes input data according to a corresponding encoding scheme. Each of the data encoding parts 20, 31 and 32 adopts at least one of a PCM (pulse code modulation) scheme and a differential coding scheme. In particular, the first data encoding part 20 adopts the PCM scheme, the second data encoding part 31 adopts a first differential coding scheme using a pilot reference value, and the third data encoding part 32 adopts a second differential coding scheme using a difference from neighbor data, for example.

Hereinafter, for convenience of explanation, the first differential coding scheme is named 'pilot based coding (PBC)' and the second differential coding scheme is named 'differential coding (DIFF)'. And, operations of the data encoding parts 20, 31 and 32 shall be explained in detail with reference to FIGs. 3 to 8 later.

Meanwhile, the entropy encoding part 40 performs variable length encoding according to statistical characteristics of data with reference to an entropy table.
41. And, operations of the entropy encoding part 40 shall be explained in detail with reference to FIGs. 18 to 22 later.

The bitstream multiplexing part 50 arranges and/or converts the coded data to correspond to a transfer specification and then transfers the arranged/converted data in a bitstream form. Yet, if a specific system employing the present invention does not use the bitstream multiplexing part 50, it is apparent to those skilled in the art that the system can be configured without the bitstream multiplexing part 50.

Meanwhile, the decoding apparatus 2 is configured to correspond to the above-explained encoding apparatus 1.

For instance, referring to FIG. 2, a bitstream demultiplexing part 60 receives an inputted bitstream and interprets and classifies various information included in the received bitstream according to a preset format.

An entropy decoding part 70 recovers the data into the original data before entropy encoding using an entropy table 71. In this case, it is apparent that the entropy table 71 is identically configured with the former entropy table 41 of the encoding apparatus 1 shown in FIG. 1.

A first data decoding part 80, a second data decoding part 91 and a third data decoding part 92 perform decoding
to correspond to the aforesaid first to third data encoding parts 20, 31 and 32, respectively.

In particular, in case that the second and third data decoding parts 91 and 92 perform differential decoding, it is able to integrate overlapped decoding processes to be handled within one decoding process.

A data reconstructing part 95 recovers or reconstructs data decoded by the data decoding parts 80, 91 and 92 into original data prior to data encoding. Occasionally, the decoded data can be recovered into data resulting from converting or modifying the original data.

By the way, the present invention uses at least two coding schemes together for the efficient execution of data coding and intends to provide an efficient coding scheme using correlation between coding schemes.

And, the present invention intends to provide various kinds of data grouping schemes for the efficient execution of data coding.

Moreover, the present invention intends to provide a data structure including the features of the present invention.

In applying the technical idea of the present invention to various systems, it is apparent to those skilled in the art that various additional configurations
should be used as well as the elements shown in FIG. 1 and FIG. 2. For example, data quantization needs to be executed or a controller is needed to control the above process.

DATA CODING

PCM (pulse code modulation), PBC (pilot based coding) and DIFF (differential coding) applicable as data coding schemes of the present invention are explained in detail as follows. Besides, efficient selection and correlation of the data coding schemes shall be subsequently explained as well.

1. PCM (pulse code modulation)

PCM is a coding scheme that converts an analog signal to a digital signal. The PCM samples analog signals with a preset interval and then quantizes a corresponding result. PCM may be disadvantageous in coding efficiency but can be effectively utilized for data unsuitable for PBC or DIFF coding scheme that will be explained later.

In the present invention, the PCM is used together with the PBC or DIFF coding scheme in performing data coding, which shall be explained with reference to FIGs. 9 to 12 later.

2. PBC (pilot based coding)

2-1. Concept of PBC
PBC is a coding scheme that determines a specific reference within a discriminated data group and uses the relation between data as a coding target and the determined reference.

A value becoming a reference to apply the PBC can be defined as 'reference value', 'pilot', 'pilot reference value' or 'pilot value'. Hereinafter, for convenience of explanation, it is named 'pilot reference value'.

And, a difference value between the pilot reference value and data within a group can be defined as 'difference' or 'pilot difference'.

Moreover, a data group as a unit to apply the PBC indicates a final group having a specific grouping scheme applied by the aforesaid data grouping part 10. Data grouping can be executed in various ways, which shall be explained in detail later.

In the present invention, data grouped in the above manner to have a specific meaning is defined as 'parameter' to explain. This is just for convenience of explanation and can be replaced by a different terminology.

The PBC process according to the present invention includes at least two steps as follows.

First of all, a pilot reference value corresponding to a plurality of parameters is selected. In this case, the
pilot reference value is decided with reference to a parameter becoming a PBC target.

For instance, a pilot reference value is set to a value selected from an average value of parameters becoming PBC targets, an approximate value of the average value of the parameters becoming the targets, an intermediate value corresponding to an intermediate level of parameters becoming targets and a most frequently used value among parameters becoming targets. And, a pilot reference value can be set to a preset default value as well. Moreover, a pilot value can be decided by a selection within a preset table.

Alternatively, in the present invention, temporary pilot reference values are set to pilot reference values selected by at least two of the various pilot reference value selecting methods, coding efficiency is calculated for each case, the temporary pilot reference value corresponding to a case having best coding efficiency is then selected as a final pilot reference value.

The approximate value of the average is Ceil[P] or Floor[P] when the average is P. In this case, Ceil[x] is a maximum integer not exceeding 'x' and Floor[x] is a minimum integer exceeding 'x'.

Yet, it is also possible to select an arbitrary fixed
default value without referring to parameters becoming PBC targets.

For another instance, as mentioned in the foregoing description, after several values selectable as pilots have been randomly and plurally selected, a value showing the best coding efficiency can be selected as an optimal pilot.

Secondly, a difference value between the selected pilot and a parameter within a group is found. For instance, a difference value is calculated by subtracting a pilot reference value from a parameter value becoming a PBC target. This is explained with reference to FIG. 2 and FIG. 4 as follows.

FIG. 3 and FIG. 4 are diagrams to explain PBC coding according to the present invention.

For instance, it is assumed that a plurality of parameters (e.g., 10 parameters) exist within one group to have the following parameter values, $X[n] = \{11, 12, 9, 12, 10, 8, 12, 9, 10, 9\}$, respectively.

If a PBC scheme is selected to encode the parameters within the group, a pilot reference value should be selected in the first place. In this example, it can be seen that the pilot reference value is set to '10' in FIG. 4.

As mentioned in the foregoing description, it is able
to select the pilot reference value by the various methods of selecting a pilot reference value.

Difference values by PBC are calculated according to Formula 1.

\[ d[n] = x[n] - P, \text{ where } n = 0, 1, ..., 9. \]

In this case, 'P' indicates a pilot reference value (= 10) and \( x[n] \) is a target parameter of data coding.

A result of PBC according to Formula 1 corresponds to

\[ d[n] = \{1, 2, -1, 2, 0, -2, 2, -1, 0, -1\}. \]

Namely, the result of PBC coding includes the selected pilot reference value and the calculated \( d[n] \). And, these values become targets of entropy coding that will be explained later. Besides, the PBC is more effective in case that deviation of target parameter values is small overall.

2-2. PBC Objects

A target of PBC coding is not specified into one. It is possible to code digital data of various signals by PBC. For instance, it is applicable to audio coding that will be explained later. In the present invention, additional control data processed together with audio data is explained in detail as a target of PBC coding.

The control data is transferred in addition to a downmixed signal of audio and is then used to reconstruct
the audio. In the following description, the control data is defined as 'spatial information or spatial parameter'.

The spatial information includes various kinds of spatial parameters such as a channel level difference (hereinafter abbreviated CLD), an inter-channel coherence (hereinafter abbreviated ICC), a channel prediction coefficient (hereinafter abbreviated CPC) and the like.

In particular, the CLD is a parameter that indicates an energy difference between two different channels. For instance, the CLD has a value ranging between -15 and +15. The ICC is a parameter that indicates a correlation between two different channels. For instance, the ICC has a value ranging between 0 and 7. And, the CPC is a parameter that indicates a prediction coefficient used to generate three channels from two channels. For instance, the CPC has a value ranging between -20 and 30.

As a target of PBC coding, a gain value used to adjust a gain of signal, e.g., ADG (arbitrary downmix gain) can be included.

And, ATD (arbitrary tree data) applied to an arbitrary channel conversion box of a downmixed audio signal can become a PBC coding target. In particular, the ADG is a parameter that is discriminated from the CLD, ICC or CPC. Namely, the ADG corresponds to a parameter to
adjust a gain of audio to differ from the spatial information such as CLD, ICC CPC and the like extracted from a channel of an audio signal. Yet, for example of use, it is able to process the ADG or ATD in the same manner of the aforesaid CLD to raise efficiency of audio coding.

As another target of PBC coding, a partial parameter can be taken into consideration. In the present invention, 'partial parameter' means a portion of parameter.

For instance, assuming that a specific parameter is represented as n bits, the n bits are divided into at least two parts. And, it is able to define the two parts as first and second partial parameters, respectively. In case of attempting to perform PBC coding, it is able to find a difference value between a first partial parameter value and a pilot reference value. Yet, the second partial parameter excluded in the difference calculation should be transferred as a separate value.

In more particular, for instance, in case of n bits indicating a parameter value, a least significant bit (LSB) is defined as the second partial parameter and a parameter value constructed with the rest (n-1) upper bits can be defined as the first partial parameter. In this case, it is able to perform PBC on the first partial parameter only. This is because coding efficiency can be enhanced due to
small deviations between the first partial parameter values constructed with the (n-1) upper bits.

The second partial parameter excluded in the difference calculation is separately transferred, and is then taken into consideration in reconstructing a final parameter by a decoding part. Alternatively, it is also possible to obtain a second partial parameter by a predetermined scheme instead of transferring the second partial parameter separately.

PBC coding using characteristics of the partial parameters is restrictively utilized according to a characteristic of a target parameter.

For instance, as mentioned in the foregoing description, deviations between the first partial parameters should be small. If the deviation is big, it is unnecessary to utilize the partial parameters. It may even degrade coding efficiency.

According to an experimental result, the CPC parameter of the aforesaid spatial information is suitable for the application of the PBC scheme. Yet, it is not preferable to apply the CPC parameter to coarse quantization scheme. In case that a quantization scheme is coarse, a deviation between first partial parameters increases.
Besides, the data coding using partial parameters is applicable to DIFF scheme as well as PBC scheme.

In case of applying the partial parameter concept to the CPC parameter, a signal processing method and apparatus for reconstruction are explained as follows.

For instance, a method of processing a signal using partial parameters according to the present invention includes the steps of obtaining a first partial parameter using a reference value corresponding to the first partial parameter and a difference value corresponding to the reference value and deciding a parameter using the first partial parameter and a second partial parameter.

In this case, the reference value is either a pilot reference value or a difference reference value. And, the first partial parameter includes partial bits of the parameter and the second partial parameter includes the rest bits of the parameter. Moreover, the second partial parameter includes a least significant bit of the parameter.

The signal processing method further includes the step of reconstructing an audio signal using the decided parameter.

The parameter is spatial information including at least one of CLD, ICC, CPC and ADG.

If the parameter is the CPC and if a quantization
scale of the parameter is not coarse, it is able to obtain the second partial parameter.

And, a final parameter is decided by twice multiplying the partial parameter and adding the multiplication result to the second partial parameter.

An apparatus for processing a signal using partial parameters according to the present invention includes a first parameter obtaining part obtaining a first partial parameter using a reference value corresponding to the first partial parameter and a difference value corresponding to the reference value and a parameter deciding part deciding a parameter using the first partial parameter and a second partial parameter.

The signal processing apparatus further includes a second parameter obtaining part obtaining the second partial parameter by receiving the second partial parameter.

And, the first parameter obtaining part, the parameter deciding part and the second partial parameter obtaining part are included within the aforesaid data decoding part 91 or 92.

A method of processing a signal using partial parameters according to the present invention includes the steps of dividing a parameter into a first partial parameter and a second partial parameter and generating a
difference value using a reference value corresponding to the first partial parameter and the first partial parameter.

And, the signal processing method further includes the step of transferring the difference value and the second partial parameter.

An apparatus for processing a signal using partial parameters according to the present invention includes a parameter dividing part dividing a parameter into a first partial parameter and a second partial parameter and a difference value generating part generating a difference value using a reference value corresponding to the first partial parameter and the first partial parameter.

And, the signal processing apparatus further includes a parameter outputting part transferring the difference value and the second partial parameter.

Moreover, the parameter diving part and the difference value generating part are included within the aforesaid data encoding part 31 or 32.

2-3. PBC Conditions

In aspect that PBC coding of the present invention selects a separate pilot reference value and then has the selected pilot reference value included in a bitstream, it is probable that transmission efficiency of the PBC coding becomes lower than that of a DIFF coding scheme that will
be explained later.

So, the present invention intends to provide an optimal condition to perform PBC coding.

If the number of data experimentally becoming targets of data coding within a group is at least three or higher, PBC coding is applicable. This corresponds to a result in considering efficiency of data coding. It means that DIFF or PCM coding is more efficient than PBC coding if two data exist within a group only.

Although PBC coding is applicable to at least three or more data, it is preferable that PBC coding is applied to a case that at least five data exist within a group. In other words, a case that PBC coding is most efficiently applicable is a case that there are at least five data becoming targets of data coding and that deviations between the at least five data are small. And, a minimum number of data suitable for the execution of PBC coding will be decided according to a system and coding environment.

Data becoming a target of data coding is given for each data band. This will be explained through a grouping process that will be described later. So, for example, the present invention proposes that at least five data bands are required for the application of PBC coding in MPEG audio surround coding that will be explained later.
Hereinafter, a signal processing method and apparatus using the conditions for the execution of PBC are explained as follows.

In a signal processing method according to one embodiment of the present invention, if the number of data corresponding to a pilot reference value is obtained and if the number of data bands meets a preset condition, the pilot reference value and a pilot difference value corresponding to the pilot reference value are obtained. Subsequently, the data are obtained using the pilot reference value and the pilot difference value. In particular, the number of the data is obtained using the number of the data bands in which the data are included.

In a signal processing method according to another embodiment of the present invention, one of a plurality of data coding schemes is decided using the number of data and the data are decoded according to the decided data coding scheme. A plurality of the data coding schemes include a pilot coding scheme at least. If the number of the data meets a preset condition, the data coding scheme is decided as the pilot coding scheme.

And, the data decoding process includes the steps of obtaining a pilot reference value corresponding to a plurality of the data and a pilot difference value
corresponding to the pilot reference value and obtaining the data using the pilot reference value and the pilot difference value.

Moreover, in the signal processing method, the data are parameters. And, an audio signal is recovered using the parameters. In the signal processing method, identification information corresponding to the number of the parameters is received and the number of the parameters is generated using the received identification information. By considering the number of the data, identification information indicating a plurality of the data coding schemes is hierarchically extracted.

In the step of extracting the identification information, a first identification information indicating a first data coding scheme is extracted and a second identification information indicating a second data coding scheme is then extracted using the first identification information and the number of the data. In this case, the first identification information indicates whether it is a DIFF coding scheme. And, the second identification information indicates whether it is a pilot coding scheme or a PCM grouping scheme.

In a signal processing method according to another embodiment of the present invention, if the number of a
plurality of data meets a preset condition, a pilot difference value is generated using a pilot reference value corresponding to a plurality of the data and the data. The generated pilot difference value is then transferred. In the signal processing method, the pilot reference value is transferred.

In a signal processing method according to a further embodiment of the present invention, data coding schemes are decided according to the number of a plurality of data. The data are then encoded according to the decided data coding schemes. In this case, a plurality of the data coding schemes include a pilot coding scheme at least. If the number of the data meets a preset condition, the data coding scheme is decided as the pilot coding scheme.

An apparatus for processing a signal according to one embodiment of the present invention includes a number obtaining part obtaining a number of data corresponding to a pilot reference value, a value obtaining part obtaining the pilot reference value and a pilot difference value corresponding to the pilot reference value if the number of the data meets a preset condition, and a data obtaining part obtaining the data using the pilot reference value and the pilot difference value. In this case, the number obtaining part, the value obtaining part and the data
obtaining part are included in the aforesaid data decoding part 91 or 92.

An apparatus for processing a signal according to another embodiment of the present invention includes a scheme deciding part deciding one of a plurality of data coding schemes according to a number of a plurality of data and a decoding part decoding the data according to the decided data coding scheme. In this case, a plurality of the data coding schemes include a pilot coding scheme at least.

An apparatus for processing a signal according to a further embodiment of the present invention includes a value generating part generating a pilot difference value using a pilot reference value corresponding to a plurality of data and the data if a number of a plurality of the data meets a preset condition and an output part transferring the generated pilot difference value. In this case, the value generating part is included in the aforesaid data encoding part 31 or 32.

An apparatus for processing a signal according to another further embodiment of the present invention includes a scheme deciding part deciding a data coding scheme according to a number of a plurality of data and an encoding part encoding the data according to the decided
data coding scheme. In this case, a plurality of the data coding schemes include a pilot coding scheme at least.

2-4. PBC Signal Processing Method

A signal processing method and apparatus using PBC coding features according to the present invention are explained as follows.

In a signal processing method according to one embodiment of the present invention, a pilot reference value corresponding to a plurality of data and a pilot difference value corresponding to the pilot reference value are obtained. Subsequently, the data are obtained using the pilot reference value and the pilot difference value. And, the method may further include a step of decoding at least one of the pilot difference value and the pilot reference value. In this case, the PBC applied data are parameters. And, the method may further include the step of reconstructing an audio signal using the obtained parameters.

An apparatus for processing a signal according to one embodiment of the present invention includes a pilot reference value corresponding to a plurality of data and a pilot difference value corresponding to the pilot reference value and a data obtaining part obtaining the data using the pilot reference value and the pilot difference value.
In this case, the value obtaining part and the data obtaining part are included in the aforesaid data coding part 91 or 92.

A method of processing a signal according to another embodiment of the present invention includes the steps of generating a pilot difference value using a pilot reference value corresponding to a plurality of data and the data and outputting the generated pilot difference value.

An apparatus for processing a signal according to another embodiment of the present invention includes a value generating part generating a pilot difference value using a pilot reference value corresponding to a plurality of data and the data and an output part outputting the generated pilot difference value.

A method of processing a signal according to a further embodiment of the present invention includes the steps of obtaining a pilot reference value corresponding to a plurality of gains and a pilot difference value corresponding to the pilot reference value and obtaining the gain using the pilot reference value and the pilot difference value. And, the method may further include the step of decoding at least one of the pilot difference value and the pilot reference value. Moreover, the method may further include the step of reconstructing an audio signal
using the obtained gain.

In this case, the pilot reference value may be an average of a plurality of the gains, an averaged intermediate value of a plurality of the gains, a most frequently used value of a plurality of the gains, a value set to a default or one value extracted from a table. And, the method may further include the step of selecting the gain having highest encoding efficiency as a final pilot reference value after the pilot reference value has been set to each of a plurality of the gains.

An apparatus for processing a signal according to a further embodiment of the present invention includes a value obtaining part obtaining a pilot reference value corresponding to a plurality of gains and a pilot difference value corresponding to the pilot reference value and a gain obtaining part obtaining the gain using the pilot reference value and the pilot difference value.

A method of processing a signal according to another further embodiment of the present invention includes the steps of generating a pilot difference value using a pilot reference value corresponding to a plurality of gains and the gains and outputting the generated pilot difference value.

And, an apparatus for processing a signal according
to another further embodiment of the present invention includes a value calculating part generating a pilot difference value using a pilot reference value corresponding to a plurality of gains and the gains and an outputting part outputting the generated pilot difference value.

3. DIFF (Differential coding)

DIFF coding is a coding scheme that uses relations between a plurality of data existing within a discriminated data group, which may be called 'differential coding'. In this case, a data group, which is a unit in applying the DIFF, means a final group to which a specific grouping scheme is applied by the aforesaid data grouping part. In the present invention, data having a specific meaning as grouped in the above manner is defined as 'parameter' to be explained. And, this is the same as explained for the PBC.

In particular, the DIFF coding scheme is a coding scheme that uses difference values between parameters existing within a same group, and more particularly, difference values between neighbor parameters.

Types and detailed application examples of the DIFF coding schemes are explained in detail with reference to FIGS. 5 to 8 as follows.

3-1. DIFF Types
FIG. 5 is a diagram to explain types of DIFF coding according to the present invention. DIFF coding is discriminated according to a direction in finding a difference value from a neighbor parameter.

For instance, DIFF coding types can be classified into DIFF in frequency direction (hereinafter abbreviated 'DIFF_FREQ' or 'DF') and DIFF in time direction (hereinafter abbreviated 'DIFF_TIME' or 'DT').

Referring to FIG. 5, Group-1 indicates DIFF(DF) calculating a difference value in a frequency axis, while Group-2 or Group-3 calculates a difference value in a time axis.

As can be seen in FIG. 5, the DIFF(DT), which calculates a difference value in a time axis, is re-discriminated according to a direction of the time axis to find a difference value.

For instance, the DIFF(DT) applied to the Group-2 corresponds to a scheme that finds a difference value between a parameter value at a current time and a parameter value at a previous time (e.g., Group-1). This is called backward time DIFF(DT) (hereinafter abbreviated 'DT-BACKWARD').

For instance, the DIFF(DT) applied to the Group-3 corresponds to a scheme that finds a difference value
between a parameter value at a current time and a parameter value at a next time (e.g., Group-4). This is called forward time DIFF(DT) (hereinafter abbreviated 'DT-FORWARD').

Hence, as shown in FIG. 5, the Group-1 is a DIFF(DF) coding scheme, the Group-2 is a DIFF(DT-BACKWARD) coding scheme, and the Group-3 is a DIFF(DT-FORWARD) coding scheme. Yet, a coding scheme of the Group-4 is not decided.

In the present invention, although DIFF in frequency axis is defined as one coding scheme (e.g., DIFF(DF)) only, definitions can be made by discriminating it into 'DIFF(DF-TOP)' and 'DIFF(DF-BOTTOM)' as well.

3-2. Examples of DIFF Applications

FIGs. 6 to 8 are diagrams of examples to which DIFF coding scheme is applied.

In FIG. 6, the Group-1 and the Group-2 shown in FIG. 5 are taken as examples for the convenience of explanation. The Group-1 follows DIFF(DF) coding scheme and its parameter value is \( x[n] = (11, 12, 9, 12, 10, 8, 12, 9, 10, 9) \). The Group-2 follows DIFF(DF-BACKWARD) coding scheme and its parameter value is \( y[n] = (10, 13, 8, 11, 10, 7, 14, 8, 10, 8) \).

FIG. 7 shows results from calculating difference values of the Group-1. Since the Group-1 is coded by the
DIFF(DF) coding scheme, difference values are calculated by Formula 2. Formula 2 means that a difference value from a previous parameter is found on a frequency axis.

[Formula 2]

\[ d[0] = x[0] \]
\[ d[n] = x[n] - x[n-1], \text{ where } n = 1, 2, ..., 9. \]

In particular, the DIFF(DF) result of the Group-1 by Formula 2 is \( d[n] = \{-11, 1, -3, 3, -2, -2, 4, -3, 1, -1\} \).

FIG. 8 shows results from calculating difference values of the Group-2. Since the Group-2 is coded by the DIFF(DF-BACKWARD) coding scheme, difference values are calculated by Formula 3. Formula 3 means that a difference value from a previous parameter is found on a time axis.

[Formula 3]

\[ d[n] = y[n] - x[n], \text{ where } n = 1, 2, ..., 9. \]

In particular, the DIFF(DF-BACKWARD) result of the Group-2 by Formula 3 is \( d[n] = \{-1, 1, -1, -1, 0, 01, 2, -1, 0, -1\} \).

4. Selection for Data coding Scheme

The present invention is characterized in compressing or reconstructing data by mixing various data coding schemes. So, in coding a specific group, it is necessary to select one coding scheme from at least three or more data coding schemes. And, identification information for the
selected coding scheme should be delivered to a decoding part via bitstream.

A method of selecting a data coding scheme and a coding method and apparatus using the same according to the present invention are explained as follows.

A method of processing a signal according to one embodiment of the present invention includes the steps of obtaining data coding identification information and data-decoding data according to a data coding scheme indicated by the data coding identification information.

In this case, the data coding scheme includes a PBC coding scheme at least. And, the PBC coding scheme decodes the data using a pilot reference value corresponding to a plurality of data and a pilot difference value. And, the pilot difference value is generated using the data and the pilot reference value.

The data coding scheme further includes a DIFF coding scheme. The DIFF coding scheme corresponds to one of DIFF-DF scheme and DIFF-DT scheme. And, the DIFF-DT scheme corresponds to one of forward time DIFF-DT(FORWARD) scheme and backward time DIFF-DT(BACKWARD).

The signal processing method further includes the steps of obtaining entropy coding identification information and entropy-decoding the data using an entropy
coding scheme indicated by the entropy coding identification information.

In the data decoding step, the entropy-decoded data is data-decoded by the data coding scheme.

And, the signal processing method further includes the step of decoding an audio signal using the data as parameters.

An apparatus for processing a signal according to one embodiment of the present invention includes

An identification information obtaining part obtaining data coding identification information and a decoding part data-decoding data according to a data coding scheme indicated by the data coding identification information.

In this case, the data coding scheme includes a PBC coding scheme at least. And, the PBC coding scheme decodes the data using a pilot reference value corresponding to a plurality of data and a pilot difference value. And, the pilot difference value is generated using the data and the pilot reference value.

A method of processing a signal according to another embodiment of the present invention includes the steps of data-encoding data according to a data coding scheme and generating to transfer data coding identification
information indicating the data coding scheme.

In this case, the data coding scheme includes a PBC coding scheme at least. The PBC coding scheme encodes the data using a pilot reference value corresponding to a plurality of data and a pilot difference value. And, the pilot difference value is generated using the data and the pilot reference value.

An apparatus for processing a signal according to another embodiment of the present invention includes an encoding part data-encoding data according to a data coding scheme and an outputting part generating to transfer data coding identification information indicating the data coding scheme.

In this case, the data coding scheme includes a PBC coding scheme at least. The PBC coding scheme encodes the data using a pilot reference value corresponding to a plurality of data and a pilot difference value. And, the pilot difference value is generated using the data and the pilot reference value.

A method of selecting a data coding scheme and a method of transferring coding selection identification information by optimal transmission efficiency according to the present invention are explained as follows.

4-1. Data Coding Identifying Method Considering
Frequency of Use

FIG. 9 is a block diagram to explain a relation in selecting one of at least three coding schemes according to the present invention.

Referring to FIG. 9, it is assumed that there exist first to third data encoding parts 53, 52 and 51, that frequency of use of the first data encoding part 53 is lowest, and that frequency of use of the third data encoding part 51 is highest.

For convenience of explanation, with reference to total '100', it is assumed that frequency of use of the first data encoding part 53 is '10', that frequency of use of the second data encoding part 52 is '30', and that frequency of use of the third data encoding part 51 is '60'.

In particular, for 100 data groups, it can be regarded PCM scheme is applied 10 times, PBC scheme is applied 30 times, and DIFF scheme is applied 60 times.

On the above assumptions, a number of bits necessary for identification information to identify three kinds of coding schemes is calculated in a following manner.

For example, according to FIG. 9, since 1-bit first information is used, 100 bits are used as the first information to identify coding schemes of total 100 groups. Since the third data encoding part 51 having the highest
frequency of use is identified through the 100 bits, the
rest of 1-bit second information is able to discriminate
the first data encoding part 53 and the second data
encoding part 52 using 40 bits only.

Hence, identification information to select the per-
group coding type for total 100 data groups needs total 140
bits resulting from 'first information (100 bits) + second
information (40 bits)'.

FIG. 10 is a block diagram to explain a relation in
selecting one of at least three coding schemes according to
a related art.

Like FIG. 9, for convenience of explanation, with
reference to total '100', it is assumed that frequency of
use of the first data encoding part 53 is '10', that
frequency of use of the second data encoding part 52 is
'30', and that frequency of use of the third data encoding
part 51 is '60'.

In FIG. 10, a number of bits necessary for
identification information to identify three coding scheme
types is calculated in a following manner.

First of all, according to FIG. 10, since 1-bit first
information is used, 100 bits are used as the first
information to identify coding schemes of total 100 groups.

The first data encoding part 53 having the lowest
frequency of use is preferentially identified through the 100 bits. So, the rest of 1-bit second information needs total 90 bits more to discriminate the second data encoding part 52 and the third data encoding part 51.

Hence, identification information to select the per-group coding type for total 100 data groups needs total 190 bits resulting from 'first information (100 bits) + second information (90 bits)'.

Comparing the case shown in FIG. 9 and the case shown in Fig. 10, it can be seen that the data coding selection identification information shown in FIG. 9 is more advantageous in transmission efficiency.

Namely, in case that there exist at least three or more data coding schemes, the present invention is characterized in utilizing different identification information instead of discriminating two coding scheme types similar to each other in frequency of use by the same identification information.

For instance, in case that the first data encoding part 51 and the second data encoding part 52, as shown in FIG. 10, are classified as the same identification information, data transmission bits increase to lower transmission efficiency.

In case that there exist at least three data coding
types, the present invention is characterized in discriminating a data coding scheme having highest frequency of use by first information. So, by second information, the rest of the two coding schemes having low frequency of use each are discriminated.

FIG. 11 and FIG. 12 are flowcharts for the data coding selecting scheme according to the present invention, respectively.

In FIG. 11, it is assumed that DIFF coding is a data coding scheme having highest frequency of use. In FIG. 12, it is assumed that PBC coding is a data coding scheme having highest frequency of use.

Referring to FIG. 11, a presence or non-presence of PCM coding having lowest frequency of use is checked (S10).

As mentioned in the foregoing description, the check is performed by first information for identification.

As a result of the check, if it is the PCM coding, it is checked whether it is PBC coding (S20). This is performed by second information for identification.

In case that frequency of use of DIFF coding is 60 times among total 100 times, identification information for a per-group coding type selection for the same 100 data groups needs total 140 bits of 'first information (100 bits) + second information (40 bits)'.
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Referring to FIG. 12, like FIG. 11, a presence or non-presence of PCM coding having lowest frequency of use is checked (S30). As mentioned in the foregoing description, the check is performed by first information for identification.

As a result of the check, if it is the PCM coding, it is checked whether it is DIFF coding (S40). This is performed by second information for identification.

In case that frequency of use of DIFF coding is 80 times among total 100 times, identification information for a per-group coding type selection for the same 100 data groups needs total 120 bits of 'first information (100 bits) + second information (20 bits)'.

A method of identifying a plurality of data coding schemes and a signal processing method and apparatus using the same according to the present invention are explained as follows.

A method of processing a signal according to one embodiment of the present invention includes the steps of extracting identification information indicating a plurality of data coding schemes hierarchically and decoding data according to the data coding scheme corresponding to the identification information.

In this case, the identification information
indicating a PBC coding scheme and a DIFF coding scheme included in a plurality of the data coding schemes is extracted from different layers.

In the decoding step, the data are obtained according to the data coding scheme using a reference value corresponding to a plurality of data and a difference value generated using the data. In this case, the reference value is a pilot reference value or a difference reference value.

A method of processing a signal according to another embodiment of the present invention includes the steps of extracting identification information indicating at least three or more data coding schemes hierarchically. In this case, the identification information indicating two coding schemes having high frequency of use of the identification information is extracted from different layers.

A method of processing a signal according to a further embodiment of the present invention includes the steps of extracting identification information hierarchically according to frequency of use of the identification information indicating a data coding scheme and decoding data according to the data decoding scheme corresponding to the identification information.

In this case, the identification information is extracted in a manner of extracting first identification
information and second identification information hierarchically. The first identification information indicates whether it is a first data coding scheme and the second identification information indicates whether it is a second data coding scheme.

The first identification information indicates whether it is a DIFF coding scheme. And, the second identification information indicates whether it is a pilot coding scheme or a PCM grouping scheme.

The first data coding scheme can be a PCM coding scheme. And, the second data coding scheme can be a PBC coding scheme or a DIFF coding scheme.

The data are parameters, and the signal processing method further includes the step of reconstructing an audio signal using the parameters.

An apparatus for processing a signal according to one embodiment of the present invention includes an identifier extracting part (e.g., '710' in FIG. 13) hierarchically extracting identification information discriminating a plurality of data coding schemes and a decoding part decoding data according to the data coding scheme corresponding to the identification information.

A method of processing a signal according to another further embodiment of the present invention includes the
steps of encoding data according to a data coding scheme and generating identification information discriminating data coding schemes differing from each other in frequency of use used in encoding the data.

5 In this case, the identification information discriminates a PCM coding scheme and a PBC coding scheme from each other. In particular, the identification information discriminates a PCM coding scheme and a DIFF coding scheme.

10 And, an apparatus for processing a signal according to another further embodiment of the present invention includes an encoding part encoding data according to a data coding scheme and an identification information generating part (e.g., '400' in FIG. 11) generating identification information discriminating data coding schemes differing from each other in frequency of use used in encoding the data.

4-2. Inter-Data-Coding Relations

First of all, there exist mutually independent and/or dependent relations between PCM, PBC and DIFF of the present invention. For instance, it is able to freely select one of the three coding types for each group becoming a target of data coding. So, overall data coding brings a result of using the three coding scheme types in
combination with each other. Yet, by considering frequency of use of the three coding scheme types, one of a DIFF coding scheme having optimal frequency of use and the rest of the two coding schemes (e.g., PCM and PBC) is primarily selected. Subsequently, one of the PCM and the PBC is secondarily selected. Yet, as mentioned in the foregoing description, this is to consider transmission efficiency of identification information but is not attributed to similarity of substantial coding schemes.

In aspect of similarity of coding schemes, the PBC and DIFF are similar to each other in calculating a difference value. So, coding processes of the PBC and the DIFF are considerably overlapped with each other. In particular, a step of reconstructing an original parameter from a difference value in decoding is defined as 'delta decoding' and can be designed to be handled in the same step.

In the course of executing PBC or DIFF coding, there may exist a parameter deviating from its range. In this case, it is necessary to code and transfer the corresponding parameter by separate PCM.

[Grouping]

1. Concept of Grouping

The present invention proposes 'grouping' that
handles data by binding prescribed data together for efficiency in coding. In particular, in case of PBC coding, since a pilot reference value is selected by a group unit, a grouping process needs to be completed as a step prior to executing the PBC coding. The grouping is applied to DIFF coding in the same manner. And, some schemes of the grouping according to the present invention are applicable to entropy coding as well, which will be explained in a corresponding description part later.

Grouping types of the present invention can be classified into 'external grouping' and 'internal grouping' with reference to an executing method of grouping.

Alternatively, grouping types of the present invention can be classified into 'domain grouping', 'data grouping' and 'channel grouping' with reference to a grouping target.

Alternatively, grouping types of the present invention can be classified into 'first grouping', 'second grouping' and 'third grouping' with reference to a grouping execution sequence.

Alternatively, grouping types of the present invention can be classified into 'single grouping' and 'multiple grouping' with reference to a grouping execution count.
Yet, the above grouping classifications are made for convenience in transferring the concept of the present invention, which does not put limitation on its terminologies of use.

The grouping according to the present invention is completed in a manner that various grouping schemes are overlapped with each other in use or used in combination with each other.

In the following description, the grouping according to the present invention is explained by being discriminated into internal grouping and external grouping. Subsequently, multiple grouping, in which various grouping types coexist, will be explained. And, concepts of domain grouping and data grouping will be explained.

2. Internal Grouping

Internal grouping means that execution of grouping is internally carried out. If internal grouping is carried out in general, a previous group is internally re-grouped to generate a new group or divided groups.

FIG. 13 is a diagram to explaining internal grouping according to the present invention.

Referring to FIG. 13, internal grouping according to the present invention is carried out by frequency domain unit (hereinafter named 'band'), for example. So, an
internal grouping scheme may correspond to a sort of domain grouping occasionally.

If sampling data passes through a specific filter, e.g., QMF (quadrature mirror filter), a plurality of sub-bands are generated. In the sub-band mode, first frequency grouping is performed to generate first group bands that can be called parameter bands. The first frequency grouping is able to generate parameter bands by binding sub-bands together irregularly. So, it is able to configure sizes of the parameter bands non-equivalently. Yet, according to a coding purpose, it is able to configure the parameter bands equivalently. And, the step of generating the sub-bands can be classified as a sort of grouping.

Subsequently, second frequency grouping is performed on the generated parameter bands to generate second group bands that may be called data bands. The second frequency grouping is able to generate data bands by unifying parameter bands with uniform number.

According to a purpose of the coding after completion of the grouping, it is able to execute coding by parameter band unit corresponding to the first group band or by data band unit corresponding to the second group band.

For instance, in applying the aforesaid PBC coding, it is able to select a pilot reference value (a sort of
group reference value) by taking grouped parameter bands as one group or by taking grouped data bands as one group. The PBC is carried out using the selected pilot reference value and detailed operations of the PBC are the same as explained in the foregoing description.

For another instance, in applying the aforesaid DIFF coding, a group reference value is decided by taking grouped parameter bands as one group and a difference value is then calculated. Alternatively, it is also possible to decide a group reference value by taking grouped data bands as one group and to calculate a difference value. And, detailed operations of the DIFF are the same as explained in the foregoing description.

If the first and/or frequency grouping is applied to actual coding, it is necessary to transfer corresponding information, which will be explained with reference to FIG. 23 later.

3. External Grouping

External grouping means a case that execution of grouping is externally carried out. If external grouping is carried out in general, a previous group is externally re-grouped to generate a new group or combined groups.

FIG. 14 is a diagram to explaining external grouping according to the present invention.
Referring to FIG. 14, external grouping according to the present invention is carried out by time domain unit (hereinafter named 'timeslot'), for example. So, an external grouping scheme may correspond to a sort of domain grouping occasionally.

First time grouping is performed on a frame including sampling data to generate first group timeslots. FIG. 14 exemplarily shows that eight timeslots are generated. The first time grouping has a meaning of dividing a frame into timeslots in equal size as well.

At least one of the timeslots generated by the first time grouping is selected. FIG. 14 shows a case that timeslots 1, 4, 5, and 8 are selected. According to a coding scheme, it is able to select the entire timeslots in the selecting step.

The selected timeslots 1, 4, 5, and 8 are then rearranged into timeslots 1, 2, 3 and 4. Yet, according to an object of coding, it is able to rearrange the selected timeslots 1, 4, 5, and 8 in part. In this case, since the timeslot(s) excluded from the rearrangement is excluded from final group formation, it is excluded from the PBC or DIFF coding targets.

Second time grouping is performed on the selected timeslots to configure a group handled together on a final
time axis.

For instance, timeslots 1 and 2 or timeslots 3 and 4 can configure one group, which is called a timeslot pair. For another instance, timeslots 1, 2 and 3 can configure one group, which is called a timeslot triple. And, a single timeslot is able to exist not to configure a group with another timeslot(s).

In case that the first and second time groupings are applied to actual coding, it is necessary to transfer corresponding information, which will be explained with reference to FIG. 23 later.

4. Multiple Grouping

Multiple grouping means a grouping scheme that generates a final group by mixing the internal grouping, the external grouping and various kinds of other groupings together. As mentioned in the foregoing description, the individual groping schemes according to the present invention can be applied by being overlapped with each other or in combination with each other. And, the multiple grouping is utilized as a scheme to raise efficiency of various coding schemes.

4-1. Mixing Internal Grouping and External Grouping

FIG. 15 is a diagram to explain multiple grouping according to the present invention, in which internal
grouping and external grouping are mixed.

Referring to FIG. 15, final grouped bands 64 are generated after internal grouping has been completed in frequency domain. And, final timeslots 61, 62 and 63 are generated after external grouping has been completed in time domain.

One individual timeslot after completion of grouping is named a data set. In FIG. 15, reference numbers 61a, 61b, 62a, 62b and 63 indicate data sets, respectively.

In particular two data sets 61a and 61b or another two data sets 62a and 62b are able to configure a pair by external grouping. The pair of the data sets is called 'data pair'.

After completion of the multiple grouping, PBC or DIFF coding application is executed.

For instance, in case of executing the PBC coding, a pilot reference value P1, P2 or P3 is selected for the finally completed data pair 61 or 62 or each data set 63 not configuring the data pair. The PBC coding is then executed using the selected pilot reference values.

For instance, in case of executing the DIFF coding, a DIFF coding type is decided for each of the data sets 61a, 61b, 62a, 62b and 63. As mentioned in the foregoing description, a DIFF direction should be decided for each of
the data sets and is decided as one of 'DIFF-DF' and 'DIFF-DT'. A process for executing the DIFF coding according to the decided DIFF coding scheme is the same as mentioned in the foregoing description.

In order to configure a data pair by executing external grouping in multiple grouping, equivalent internal grouping should be performed on each of the data sets configuring the data pair.

For instance, each of the data sets 61a and 61b configuring a data pair has the same data band number. And, each of the data sets 62a and 62b configuring a data pair has the same data band number. Yet, there is no problem in that the data sets belonging to different data pairs, e.g., 61a and 62a, respectively may differ from each other in the data band number. This means that different internal grouping can be applied to each data pair.

In case of configuring a data pair, it is able to perform first grouping by internal grouping and second grouping by external grouping.

For instance, a data band number after second grouping corresponds to a prescribed multiplication of a data band number after first grouping. This is because each data set configuring a data pair has the same data band number.
4-2. Mixing Internal Grouping and Internal Grouping

FIG. 16 and FIG. 17 are diagrams to explain mixed grouping according to another embodiments of the present invention, respectively. In particular, FIG. 16 and FIG. 17 intensively show mixing of internal groupings. So, it is apparent that external grouping is performed or can be performed in FIG. 16 or FIG. 17.

For instance, FIG. 16 shows a case that internal grouping is performed again on a case that data bands are generated after completion of the second frequency grouping. In particular, the data bands generated by the second frequency grouping are divided into low frequency band and high frequency band. In case of specific coding, it is necessary to utilize the low frequency band or the high frequency band separately. In particular, a case of separating the low frequency band and the high frequency band to utilize is called 'dual mode'.

So, in case of dual mode, data coding is performed by taking the finally generated low or high frequency band as one group. For instance, pilot reference values P1 and P2 are generated for low and high frequency bands, respectively and FBC coding is then performed within the corresponding frequency band.

The dual mode is applicable according to
characteristics per channel. So, this is called 'channel grouping'. And, the dual mode is differently applicable according to a data type as well.

For instance, FIG. 17 shows a case that internal grouping is performed again on a case that data bands are generated after completion of the aforesaid second frequency grouping. Namely, the data bands generated by the second frequency grouping are divided into low frequency band and high frequency band. In case of specific coding, the low frequency band is utilized only but the high frequency band needs to be discarded. In particular, a case of grouping the low frequency band to utilize only is called 'low frequency channel (LFE) mode'.

In the low frequency channel (LFE) mode', data coding is performed by taking the finally generated low frequency band as one group.

For instance, a pilot reference value P1 is generated for a low frequency band and PBC coding is then performed within the corresponding low frequency band. Yet, it is possible to generate new data bands by performing internal grouping on a selected low frequency band. This is to intensively group the low frequency band to represent.

And, the low frequency channel (LFE) mode is applied according to a low frequency channel characteristic and can
be called 'channel grouping'.

5. Domain Grouping and Data Grouping

Grouping can be classified into domain grouping and data grouping with reference to targets of the grouping.

The domain grouping means a scheme of grouping units of domains on a specific domain (e.g., frequency domain or time domain). And, the domain grouping can be executed through the aforesaid internal grouping and/or external grouping.

And, the data grouping means a scheme of grouping data itself. The data grouping can be executed through the aforesaid internal grouping and/or external grouping.

In a special case of data grouping, grouping can be performed to be usable in entropy coding. For instance, the data grouping is used in entropy coding real data in a finally completed grouping state shown in FIG. 15. Namely, data are processed in a manner that two data neighboring to each other in one of frequency direction and time direction are bound together.

Yet, in case that the data grouping is carried out in the above manner, data within a final group are re-grouped in part. So, PBC or DIFF coding is not applied to the data-grouped group (e.g., two data) only. Besides, an entropy coding scheme corresponding to the data grouping will be
explained later.


6-1. Signal Processing Method Using Internal Grouping At Least

A signal processing method and apparatus using the aforesaid grouping scheme according to the present invention are explained as follows.

A method of processing a signal according to one embodiment of the present invention includes the steps of obtaining a group reference value corresponding to a plurality of data included in one group and a difference value corresponding to the group reference value through first grouping and internal grouping for the first grouping and obtaining the data using the group reference value and the difference value.

The present invention is characterized in that a number of the data grouped by the first grouping is greater than a number of the data grouped by the internal grouping. In this case, the group reference value can be a pilot reference value or a difference reference value.

The method according to one embodiment of the present invention further includes the step of decoding at least one of the group reference value and the difference value. In this case, the pilot reference value is decided per the
group.

And, numbers of the data included in internal groups through the internal grouping are set in advance, respectively. In this case, the numbers of the data included in the internal groups are different from each other.

The first grouping and the internal grouping are performed on the data on a frequency domain. In this case, the frequency domain may correspond to one of a hybrid domain, a parameter band domain, a data band domain and a channel domain.

And, the present invention is characterized in that a first group by the first grouping includes a plurality of internal groups by the internal grouping.

The frequency domain of the present invention is discriminated by a frequency band. The frequency band becomes sub-bands by the internal grouping. The sub-bands become parameter bands by the internal grouping. The parameter bands become data bands by the internal grouping.

In this case, a number of the parameter bands can be limited to maximum 28. And, the parameter bands are grouped by 2, 5 or 10 into one data band.

An apparatus for processing a signal according to one embodiment of the present invention includes a value
obtaining part obtaining a group reference value corresponding to a plurality of data included in one group and a difference value corresponding to the group reference value through first grouping and internal grouping for the first grouping and a data obtaining part obtaining the data using the group reference value and the difference value.

A method of processing a signal according to another embodiment of the present invention includes the steps of generating a difference value using a group reference value corresponding to a plurality of data included in one group through first grouping and internal grouping for the first grouping and the data and transferring the generated difference value.

And, an apparatus for processing a signal according to another embodiment of the present invention includes a value generating part generating a difference value using a group reference value corresponding to a plurality of data included in one group through first grouping and internal grouping for the first grouping and the data and an outputting part transferring the generated difference value.

6-2. Signal Processing Method Using Multiple Grouping

A signal processing method and apparatus using the aforesaid grouping scheme according to the present invention are explained as follows.
A method of processing a signal according to one embodiment of the present invention includes the steps of obtaining a group reference value corresponding to a plurality of data included in one group through grouping and a difference value corresponding to the group reference value and obtaining the data using the group reference value and the difference value.

In this case, the group reference value can be one of a pilot reference value and a difference reference value.

And, the grouping may correspond to one of external grouping and external grouping.

Moreover, the grouping may correspond to one of domain grouping and data grouping.

The data grouping is performed on a domain group. And, a time domain included in the domain grouping includes at least one of a timeslot domain, a parameter set domain and a data set domain.

A frequency domain included in the domain grouping may include at least one of a sample domain, a sub-band domain, a hybrid domain, a parameter band domain, a data band domain and a channel domain.

One difference reference value will be set from a plurality of the data included in the group. And, at least one of a grouping count, a grouping range and a presence or
non-presence of the grouping is decided.

An apparatus for processing a signal according to one embodiment of the present invention includes a value obtaining part obtaining a group reference value corresponding to a plurality of data included in one group through grouping and a difference value corresponding to the group reference value and a data obtaining part obtaining the data using the group reference value and the difference value.

A method of processing a signal according to another embodiment of the present invention includes the steps of generating a difference value using a group reference value corresponding to a plurality of data included in one group through grouping and the data and transferring the generated difference value.

An apparatus for processing a signal according to another embodiment of the present invention includes a value generating part generating a difference value using a group reference value corresponding to a plurality of data included in one group through grouping and the data and an outputting part transferring the generated difference value.

A method of processing a signal according to another embodiment of the present invention includes the steps of obtaining a group reference value corresponding to a
plurality of data included in one group through grouping including first grouping and second grouping and a first difference value corresponding to the group reference value and obtaining the data using the group reference value and the first difference value.

In this case, the group reference value may include a pilot reference value or a difference reference value.

The method further includes the step of decoding at least one of the group reference value and the first difference value. And, the first pilot reference value is decided per the group.

The method further includes the steps of obtaining a second pilot reference value corresponding to a plurality of the first pilot reference values and a second difference value corresponding to the second pilot reference value and obtaining the first pilot reference value using the second pilot reference value and the second difference value.

In this case, the second grouping may include external or internal grouping for the first grouping.

The grouping is performed on the data on at least one of a time domain and a frequency domain. In particular, the grouping is a domain grouping that groups at least one of the time domain and the frequency domain.

The time domain may include a timeslot domain, a
parameter set domain or a data set domain.

The frequency domain may include a sample domain, a sub-band domain, a hybrid domain, a parameter band domain, a data band domain or a channel domain. And, the grouped data is an index or parameter.

The first difference value is entropy-decoded using an entropy table indicated by the index included in one group through the first grouping. And, the data is obtained using the group reference value and the entropy-decoded first difference value.

The first difference value and the group reference value are entropy-decoded using an entropy table indicated by the index included in one group through the first grouping. And, the data is obtained using the entropy-decoded group reference value and the entropy-decoded first difference value.

An apparatus for processing a signal according to another embodiment of the present invention includes a value obtaining part obtaining a group reference value corresponding to a plurality of data included in one group through grouping including first grouping and second grouping and a difference value corresponding to the group reference value and a data obtaining part obtaining the data using the group reference value and the difference
value.

A method of processing a signal according to another embodiment of the present invention includes the steps of generating a difference value using a group reference value corresponding to a plurality of data included in one group through grouping including first grouping and second grouping and the data and transferring the generated difference value.

An apparatus for processing a signal according to another embodiment of the present invention includes a value generating part generating a difference value using a group reference value corresponding to a plurality of data included in one group through grouping including first grouping and second grouping and the data and an outputting part transferring the generated difference value.

A method of processing a signal according to another embodiment of the present invention includes the steps of obtaining a group reference value corresponding to a plurality of data included in one group through first grouping and external grouping for the first grouping and a difference value corresponding to the group reference value and obtaining the data using the group reference value and the difference value.

In this case, a first data number corresponding to a
number of the data grouped by the first grouping is smaller than a second data number corresponding to a number of the data grouped by the external grouping. And, a multiplication relation exists between the first data number and the second data number.

The group reference value may include a pilot reference value or a difference reference value.

The method further includes the step of decoding at least one of the group reference value and the difference value.

The pilot reference value is decoded per the group.

The grouping is performed on the data on at least one of a time domain and a frequency domain. The time domain may include a timeslot domain, a parameter set domain or a data set domain. And, the frequency domain may include a sample domain, a sub-band domain, a hybrid domain, a parameter band domain, a data band domain or a channel domain.

The method further includes the step of reconstructing the audio signal using the obtained data as parameters. And, the external grouping may include paired parameters.

An apparatus for processing a signal according to another embodiment of the present invention includes a
value obtaining part obtaining a group reference value corresponding to a plurality of data included in one group through first grouping and external grouping for the first grouping and a difference value corresponding to the group reference value and a data obtaining part obtaining the data using the group reference value and the difference value.

A method of processing a signal according to a further embodiment of the present invention includes the steps of generating a difference value using a group reference value corresponding to a plurality of data included in one group through first grouping and external grouping for the first grouping and the data and transferring the generated difference value.

And, an apparatus for processing a signal according to a further embodiment of the present invention includes a value generating part generating a difference value using a group reference value corresponding to a plurality of data included in one group through first grouping and external grouping for the first grouping and the data and an outputting part transferring the generated difference value.

6.3. Signal Processing Method Using Data Grouping At Least

A signal processing method and apparatus using the
aforesaid grouping scheme according to the present invention are explained as follows.

A method of processing a signal according to one embodiment of the present invention includes the steps of obtaining a group reference value corresponding to a plurality of data included in one group through data grouping and internal grouping for the data grouping and a difference value corresponding to the group reference value and obtaining the data using the group reference value and the difference value.

In this case, a number of the data included in the internal grouping is smaller than a number of the data included in the data grouping. And, the data correspond to parameters.

The internal grouping is performed on a plurality of the data-grouped data entirely. In this case, the internal grouping can be performed per a parameter band.

The internal grouping can be performed on a plurality of the data-grouped data partially. In this case, the internal grouping can be performed per a channel of each of a plurality of the data-grouped data.

The group reference value can include a pilot reference value or a difference reference value.

The method may further include the step of decoding
at least one of the group reference value and the
difference value. In this case, the pilot reference value
is decided per the group.

The data grouping and the internal grouping are
performed on the data on a frequency domain.

The frequency domain may include one of a sample
domain, a sub-band domain, a hybrid domain, a parameter
band domain, a data band domain and a channel domain. In
obtaining the data, grouping information for at least one
of the data grouping and the internal grouping is used.

The grouping information includes at least one of a
position of each group, a number of each group, a presence
or non-presence of applying the group reference value per a
group, a number of the group reference values, a codec
scheme of the group reference value and a presence or non-
presence of obtaining the group reference value.

An apparatus for processing a signal according to one
embodiment of the present invention includes a value
obtaining part obtaining a group reference value
corresponding to a plurality of data included in one group
through data grouping and internal grouping for the data
grouping and a difference value corresponding to the group
reference value and a data obtaining part obtaining the
data using the group reference value and the difference
value.

A method of processing a signal according to another embodiment of the present invention includes the steps of generating a difference value using a group reference value corresponding to a plurality of data included in one group through data grouping and internal grouping for the data grouping and the data and transferring the generated difference value.

And, an apparatus for processing a signal according to another embodiment of the present invention includes a value generating part generating a difference value using a group reference value corresponding to a plurality of data included in one group through data grouping and internal grouping for the data grouping and the data and an outputting part transferring the generated difference value.

[Entropy Coding]

1. Concept of Entropy Coding

Entropy coding according to the present invention means a process for performing variable length coding on a result of the data coding.

In general, entropy coding processes occurrence probability of specific data in a statistical way. For instance, transmission efficiency is raised overall in a
manner of allocating less bits to data having high frequency of occurrence in probability and more bits to data having low frequency of occurrence in probability.

And, the present invention intends to propose an efficient entropy coding method, which is different from the general entropy coding, interconnected with the PBC coding and the DIFF coding.

1-1. Entropy Table

First of all, a predetermined entropy table is necessary for entropy coding. The entropy table is defined as a codebook. And, an encoding part and a decoding part use the same table.

The present invention proposes an entropy coding method and a unique entropy table to process various kinds of data coding results efficiently.

1-2. Entropy coding Types (1D/2D)

Entropy coding of the present invention is classified into two types. One is to derive one index (index 1) through one entropy table, and the other is to derive two consecutive indexes (index 1 and index 2) through one entropy table. The former is named '1D (one-dimensional) entropy coding' and the latter is named '2D (two-dimensional) entropy coding'.

FIG. 18 is an exemplary diagram of 1D and 2D entropy
table according to the present invention. Referring to FIG. 18, an entropy table of the present invention basically includes an index field, a length field and a codeword field.

For instance, if specific data (e.g., pilot reference value, difference value, etc.) is calculated through the aforesaid data coding, the corresponding data (corresponding to 'index') has a codeword designated through the entropy table. The codeword turns into a bitstream and is then transferred to a decoding part.

An entropy decoding part having received the codeword decides the entropy table having used for the corresponding data and then derives an index value using the corresponding codeword and a bit length configuring the codeword within the decided table. In this case, the present invention represents a codeword as hexadecimal.

A positive sign (+) or a negative sign (-) of an index value derived by 1D or 2D entropy coding is omitted. So, it is necessary to assign the sign after completion of the 1D or 2D entropy coding.

In the present invention, the sign is assigned differently according to 1D or 2D.

For instance, in case of 1D entropy coding, if a corresponding index is not '0', a separate 1-bit sign bit
(e.g., 'bsSign') is allocated and transferred.

In case of 2D entropy coding, since two indexes are consecutively extracted, whether to allocate a sign bit is decided in a manner of programming a relation between the two extracted indexes. In this case, the program uses an added value of the two extracted indexes, a difference value between the two extracted indexes and a maximum absolute value (lav) within a corresponding entropy table. This is able to reduce a number of transmission bits, compared to a case that a sign bit is allocated to each index in case of a simple 2D.

The 1D entropy table, in which indexes are derived one by one, is usable for all data coding results. Yet, the 2D entropy table, in which two indexes are derived each, has a restricted use for a specific case.

For instance, if data coding is not a pair through the aforesaid grouping process, the 2D entropy table has a restricted use in part. And, a use of the 2D entropy table is restricted on a pilot reference value calculated as a result of PBC coding.

Therefore, as mentioned in the foregoing description, entropy coding of the present invention is characterized in utilizing a most efficient entropy coding scheme in a manner that entropy coding is interconnected with the
result of data coding. This is explained in detail as follows.

1-3. 2D Method (Time Pairing/Frequency Paring)

FIG. 19 is an exemplary diagram of two methods for 2D entropy coding according to the present invention. 2D entropy coding is a process for deriving two indexes neighboring to each other. So, the 2D entropy coding can be discriminated according to a direction of the two consecutive indexes.

For instance, a case that two indexes are neighbor to each other in frequency direction is called '2D-Frequency Pairing (hereinafter abbreviated 2D-FP)'. And, a case that two indexes are neighbor to each other in time direction is called '2D-Time Pairing (hereinafter abbreviated 2D-TP)'.

Referring to FIG. 19, the 2D-FP and the 2D-TP are able to configure separate index tables, respectively. An encoder has to decide a most efficient entropy coding scheme according to a result of data decoding.

A method of deciding entropy coding interconnected with data coding efficiently is explained in the following description.

1-4. Entropy Coding Signal Processing Method

A method of processing a signal using entropy coding according to the present invention is explained as follows.
In a method of processing a signal according to one embodiment of the present invention, a reference value corresponding to a plurality of data and a difference value corresponding to the reference value are obtained. Subsequently, the difference value is entropy-decoded. The data is then obtained using the reference value and the entropy-decoded difference value.

The method further includes the step of entropy-decoding the reference value. And, the method may further include the step of obtaining the data using the entropy-decoded reference value and the entropy-decoded difference value.

The method can further include the step of obtaining entropy coding identification information. And, the entropy coding is performed according to an entropy coding scheme indicated by the entropy coding identification information.

In this case, the entropy coding scheme is one of a 1D coding scheme and a multi-dimensional coding scheme (e.g., 2D coding scheme). And, the multi-dimensional coding scheme is one of a frequency pair (FP) coding scheme and a time pair (TP) coding scheme.

The reference value may include one of a pilot reference value and a difference reference value.

And, the signal processing method can further include
the step of reconstructing the audio signal using the data as parameters.

An apparatus for processing a signal according to one embodiment of the present invention includes a value obtaining part obtaining a reference value corresponding to a plurality of data and a difference value corresponding to the reference value, an entropy decoding part entropy-decoding the difference value, and a data obtaining part obtaining the data using the reference value and the entropy-decoded difference value.

In this case, the value obtaining part is included in the aforesaid bitstream demultiplexing part 60 and the data obtaining part is included within the aforesaid data decoding part 91 or 92.

A method of processing a signal according to another embodiment of the present invention includes the steps of generating a difference value using a reference value corresponding to a plurality of data and the data, entropy-encoding the generated difference value, and outputting the entropy-encoded difference value.

In this case, the reference value is entropy-encoded. The entropy-encoded reference value is transferred.

The method further includes the step of generating an entropy coding scheme used for the entropy encoding. And,
the generated entropy coding scheme is transferred.

An apparatus for processing a signal according to another embodiment of the present invention includes a value generating part generating a difference value using a reference value corresponding to a plurality of data and the data, an entropy encoding part entropy-encoding the generated difference value, and an outputting part outputting the entropy-encoded difference value.

In this case, the value generating part is included within the aforesaid data encoding part 31 or 32. And, the outputting part is included within the aforesaid bitstream multiplexing part 50.

A method of processing a signal according to another embodiment of the present invention includes the steps of obtaining data corresponding to a plurality of data coding schemes, deciding an entropy table for at least one of a pilot reference value and a pilot difference value included in the data using an entropy table identifier unique to the data coding scheme, and entropy-decoding at least one of the pilot reference value and the pilot difference value using the entropy table.

In this case, the entropy table identifier is unique to one of a pilot coding scheme, a frequency differential coding scheme and a time differential coding scheme.
And, the entropy table identifier is unique to each of the pilot reference value and the pilot difference value.

The entropy table is unique to the entropy table identifier and includes one of a pilot table, a frequency differential table and a time differential table.

Alternatively, the entropy table is not unique to the entropy table identifier and one of a frequency differential table and a time differential table can be shared.

The entropy table corresponding to the pilot reference value is able to use a frequency differential table. In this case, the pilot reference value is entropy-decoded by the 1D entropy coding scheme.

The entropy coding scheme includes a 1D entropy coding scheme and a 2D entropy coding scheme. In particular, the 2D entropy coding scheme includes a frequency pair (2D-FP) coding scheme and a time pair (2D-TP) coding scheme.

And, the present method is able to reconstruct the audio signal using the data as parameters.

An apparatus for processing a signal according to another embodiment of the present invention includes a value obtaining part obtaining a pilot reference value corresponding to a plurality of data and a pilot difference value corresponding to the pilot reference value and an
entropy decoding part entropy-decoding the pilot difference value. And, the apparatus includes a data obtaining part obtaining the data using the pilot reference value and the entropy-decoded pilot difference value.

A method of processing a signal according to a further embodiment of the present invention includes the steps of generating a plot difference value using a pilot reference value corresponding to a plurality of data and the data, entropy-encoding the generated pilot difference value, and transferring the entropy-encoded pilot difference value.

In this case, a table used for the entropy encoding may include a pilot dedicated table.

The method further includes the step of entropy-encoding the pilot reference value. And, the entropy-encoded pilot reference value is transferred.

The method further includes the step of generating an entropy coding scheme used for the entropy encoding. And, the generated entropy coding scheme is transferred.

An apparatus for processing a signal according to a further embodiment of the present invention includes a value generating part generating a plot difference value using a pilot reference value corresponding to a plurality of data and the data, an entropy encoding part entropy-
encoding the generated pilot difference value, and an outputting part transferring the entropy-encoded pilot difference value.

2. Relation to Data Coding

As mentioned in the foregoing description, the present invention has proposed three kinds of data coding schemes. Yet, entropy coding is not performed on the data according to the PCM scheme. Relations between PBC coding and entropy coding and relations between DIF coding and entropy coding are separately explained in the following description.

2-1. PBC Coding and Entropy Coding

FIG. 20 is a diagram of an entropy coding scheme for PBC coding result according to the present invention.

As mentioned in the foregoing description, after completion of PBC coding, one pilot reference value and a plurality of differences values are calculated. And, all of the pilot reference value and the difference values become targets of entropy coding.

For instance, according to the aforesaid grouping method, a group to which PBC coding will be applied is decided. In FIG. 20, for convenience of explanation, a case of a pair on a time axis and a case of non-pair on a time axis are taken as examples. Entropy coding after completion
of PBC coding is explained as follows.

First of all, a case 83 that PBC coding is performed on non-pairs is explained. 1D entropy coding is performed on one pilot reference value becoming an entropy coding target, and 1D entropy coding or 2D-FP entropy coding can be performed on the rest difference values.

In particular, since one group exists for one data set on a time axis in case of non-pair, it is unable to perform 2D-TP entropy coding. Even if 2D-FP is executed, 1D entropy coding should be performed on a parameter value within a last band 81a failing to configure a pair after pairs of indexes have been derived. Once a per-data entropy coding scheme is decided, a codeword is generated using a corresponding entropy table.

Since the present invention relates to a case that one pilot reference value is generated for one group for example, 1D entropy coding should be performed. Yet, in another embodiment of the present invention, if at least two pilot reference values are generated from one group, it may be possible to perform 2D entropy coding on consecutive pilot reference values.

Secondly, a case 84 of performing PBC coding on pairs is explained as follows.

1D entropy coding is performed on one pilot reference
value becoming an entropy coding target, and 1D entropy coding, 2D-FP entropy coding or 2D-TP entropy coding can be performed on the rest difference values.

In particular, since one group exists for two data sets neighbor to each other on a time axis in case of pairs, it is able to perform 2D-TP entropy coding. Even if 2D-FP is executed, 1D entropy coding should be performed on a parameter value within a last band 81b or 81c failing to configure a pair after pairs of indexes have been derived.

Yet, as can be confirmed in FIG. 20, in case of applying 2D-TP entropy coding, a last band failing to configure a pair does not exist.

2-2. DIFF Coding and Entropy Coding

FIG. 21 is a diagram of entropy coding scheme for DIFF coding result according to the present invention.

As mentioned in the foregoing description, after completion of DIFF coding, one pilot reference value and a plurality of differences values are calculated. And, all of the pilot reference value and the difference values become targets of entropy coding. Yet, in case of DIFF-DT, a reference value may not exist.

For instance, according to the aforesaid grouping method, a group to which DIFF coding will be applied is decided. In FIG. 21, for convenience of explanation, a case
of a pair on a time axis and a case of non-pair on a time axis are taken as examples. And, FIG. 21 shows a case that a data set as a unit of data coding is discriminated into DIFF-DT in time axis direction and DIFF-DF in frequency axis direction according to DIFF coding direction.

Entropy coding after completion of DIFF coding is explained as follows.

First of all, a case that DIFF coding is performed on non-pairs is explained. In case of non-pairs, one data set exists on a time axis. And, the data set may become DIFF-DF or DIFF-DT according to DIF coding direction.

For instance, if one data set of non-pair is DIFF-DF (85), a reference value becomes a parameter value within a first band 82a. 1D entropy coding is performed on the reference value and 1D entropy coding or 2D-FP entropy coding can be performed on the rest difference values.

Namely, in case of DIFF-DF as well as non-pair, one group for one data set exists on a time axis. So, it is unable to perform 2D-TP entropy coding. Even if 2D-FP is executed, after pairs of indexes have been derived, 1D entropy coding should be performed on a parameter value within a last parameter band 83a failing to configure a pair. Once a coding scheme is decoded for each data, a codeword is generated using a corresponding entropy table.
For instance, in case that one data set of non-pair is DIFF-DT (86), since a reference value does not exist within the corresponding data set, 'first band' processing is not performed. So, 1D entropy coding or 2D-FP entropy coding can be performed on the difference values. In case of DIFF-DT as well as non-pair, a data set to find a difference value may be a neighbor data set failing to configure a data pair or a data set within another audio frame.

Namely, in case of DIFF-DT as well as non-pair (86), there exists one group for one data set on a time axis. So, it is unable to perform 2D-TP entropy coding. Even if 2D-FP is executed, after pairs of indexes have been derived, 1D entropy coding should be performed on a parameter value within a last parameter band failing to configure a pair. Yet, FIG. 21 just shows a case that a last band failing to configure a pair does not exist, for example.

Once a coding scheme is decoded for each data, a codeword is generated using a corresponding entropy table. Secondly, a case that DIFF coding is performed on pairs is explained. In case that data coding is performed on pairs, two data sets configure one group on a time axis. And, each of the data sets within the group can become DIFF-DF or DIFF-DT according to DIFF coding direction. So,
it can be classified into a case that both two data sets configuring a pair are DIFF-DF (87), a case that both two data sets configuring a pair are DIFF-DT, and a case that two data sets configuring a pair have different coding directions (e.g., DIFF-DF/DT or DIFF-DT/DF), respectively (88).

For instance, in case that both two data sets configuring a pair are DIFF-DF (i.e., DIFF-DF/DF) (87), if each of the data sets is non-paired and DIFF-DF, if all available entropy coding schemes are executable.

For instance, each reference value within the corresponding data set becomes a parameter value within a first band 82b or 82c and 1D entropy coding is performed on the reference value. And, 1D entropy coding or 2D-FP entropy coding can be performed on the rest difference values.

Even if 2D-FP is performed within a corresponding data set, after pairs of indexes have been derived, 1D entropy coding should be performed on a parameter value within a last band 83b or 83c failing to configure a pair. Since two data sets configure a pair, 2D-TP entropy coding can be performed. In this case, 2D-TP entropy coding is sequentially performed on bands ranging from a next band excluding the first band 82b or 82c within the
corresponding data set to a last band.

If the 2D-TP entropy coding is performed, a last band failing to configure a pair is not generated.

Once the entropy coding scheme per data is decided, a codeword is generated using a corresponding entropy table.

For instance, in case that both of the two data sets configuring the pair are DIFF-DT (i.e., DIFF-DT/DT) (89), since a reference value does not exist within a corresponding data set, first band processing is not performed. And, 1D entropy coding or 2D-Fp entropy coding can be performed on all the difference values within each of the data sets.

Even if 2D-FP is performed within a corresponding data set, after pairs of indexes have been derived, 1D entropy coding should be performed on a parameter value within a last band failing to configure a pair. Yet, FIG. 21 shows an example that a last band failing to configure a pair does not exist.

Since two data sets configure a pair, 2D-TP entropy coding is executable. In this case, 2D-TP entropy coding is sequentially performed on bands ranging from a first band to a last band within the corresponding data set.

If the 2D-TP entropy coding is performed, a last band failing to configure a pair is not generated.
Once the entropy coding scheme per data is decided, a codeword is generated using a corresponding entropy table.

For instance, there may exist a case that two data sets configuring a pair have different coding directions, respectively (i.e., DIFF-DF/DT or DIFF-DT/DF) (88). FIG. 21 shows an example of DIFF-DF/DT. In this case, all entropy coding schemes applicable according to corresponding coding types can be basically performed on each of the data sets.

For instance, in a data set of DIFF-DF among two data sets configuring a pair, 1D entropy coding is performed on a parameter value within a first band 82d with a reference value within the corresponding data set (DIFF-DF). And, 1D entropy coding or 2D-FP entropy coding can be performed on the rest difference values.

Even if 2D-FP is performed within a corresponding data set (DIFF-DF), after pairs of indexes have been derived, 1D entropy coding should be performed on a parameter value within a last band 83d failing to configure a pair.

For instance, in a data set of DIFF-DT among two data sets configuring a pair, since a reference value does not exist, first band processing is not performed. And, 1D entropy coding or 2D-FP entropy coding can be performed on all difference values within the corresponding data set
(DIFF-DT).

Even if 2D-FP is performed within a corresponding data set (DIFF-DT), after pairs of indexes have been derived, 1D entropy coding should be performed on a parameter value within a last band failing to configure a pair. Yet, FIG. 21 shows an example that a last band failing to configure a pair does not exist.

Since the two data sets configuring the pair have the coding directions different from each other, respectively, 2D-TP entropy coding is executable. In this case, 2D-TP entropy coding is sequentially performed on bands ranging from a next band excluding a first band including the first band 82d to a last band.

If the 2D-TP entropy coding is performed, a last band failing to configure a pair is not generated.

Once the entropy coding scheme per data is decided, a codeword is generated using a corresponding entropy table.

2-3. Entropy Coding and Grouping

As mentioned in the foregoing description, in case of 2D-FP or 2D-TP entropy coding, two indexes are extracted using one codeword. So, this means that a grouping scheme is performed for entropy coding. And, this can be named 'time grouping' or 'frequency grouping'.

For instance, an encoding part groups two indexes
extracted in a data coding step in frequency or time direction.

Subsequently, the encoding part selects one codeword representing the two grouped indexes using an entropy table and then transfers the selected codeword by having it included in a bitstream.

A decoding part receives one codeword resulting from grouping the two indexes included in the bitstream and the extracts two index values using the applied entropy table.

2-4. Signal Processing Method by Relation between Data Coding and Entropy Coding

The features of the signal processing method according to the present invention by the relation between PBC coding and entropy coding and the relation between DIFF coding and entropy coding are explained as follows.

A method of processing a signal according to one embodiment of the present invention includes the steps of obtaining difference information, entropy-decoding the difference information according to an entropy coding scheme including time grouping and frequency grouping, and data-decoding the difference information according to a data decoding scheme including a pilot difference, a time difference and a frequency difference. And, detailed relations between data coding and entropy coding are the
same as explained in the foregoing description.

A method of processing a signal according to another embodiment of the present invention includes the steps of obtaining a digital signal, entropy-decoding the digital signal according to an entropy coding scheme, and data-decoding the entropy-decoded digital signal according to one of a plurality of data coding schemes including a pilot coding scheme at least. In this case, the entropy coding scheme can be decided according to the data coding scheme.

An apparatus for processing a signal according to another embodiment of the present invention includes a signal obtaining part obtaining a digital signal, an entropy decoding part entropy-decoding the digital signal according to an entropy coding scheme, and a data decoding part data-decoding the entropy-decoded digital signal according to one of a plurality of data coding schemes including a pilot coding scheme at least.

A method of processing a signal according to a further embodiment of the present invention includes the steps of data-encoding a digital signal by a data coding scheme, entropy-encoding the data-encoded digital signal by an entropy coding scheme, and transferring the entropy-encoded digital signal. In this case, the entropy coding scheme can be decided according to the data coding scheme.
And, an apparatus for processing a signal according to a further embodiment of the present invention includes a data encoding part data-encoding a digital signal by a data coding scheme and an entropy encoding part entropy-encoding the data-encoded digital signal by an entropy coding scheme. And, the apparatus may further include an outputting part transferring the entropy-encoded digital signal.

3. Selection for Entropy Table

An entropy table for entropy coding is automatically decided according to a data coding scheme and a type of data becoming an entropy coding target.

For instance, if a data type is a CLD parameter and if an entropy coding target is a pilot reference value, 1D entropy table to which a table name 'hcodPilot_CLD' is given is used for entropy coding.

For instance, if a data type is a CPC parameter, if data coding is DIFF-DF, and if an entropy coding target is a first band value, 1D entropy table to which a table name 'hcodFirstband_CPC' is given is used for entropy coding.

For instance, if a data type is an ICC parameter, if a data coding scheme is PBC, and if entropy coding is performed by 2D-TP, 2D-PC/TP entropy table to which a table name 'hcod2D_ICC_PC_TP_LL' is given is used for entropy coding. In this case, 'LL' within the 2D table name
indicates a largest absolute value (hereinafter abbreviated 'LAV') within the table. And, the largest absolute value (LAV) will be explained later.

For instance, if a data type is an ICC parameter, if a data coding scheme is DIF-DF, and if entropy coding is performed by 2D-FP, 2D-FP entropy table to which a table name 'hcod2D_ICC_DF_FP_LL' is given is used for entropy coding.

Namely, it is very important to decide to perform entropy coding using which one of a plurality of entropy tables. And, it is preferable that an entropy table suitable for a characteristic of each data becoming each entropy target is configured independent.

Yet, entropy tables for data having attributes similar to each other can be shared to use. For representative example, if a data type is 'ADG' or 'ATD', it is able to apply the CLD entropy table. And, a 'first band' entropy table can be applied to a pilot reference value of PBC coding.

A method of selecting an entropy table using the largest absolute value (LAV) is explained in detail as follows.

3-1. Largest Absolute Vale (LAV) of Entropy Table

FIG. 22 is a diagram to explain a method of selecting
an entropy table according to the present invention.

A plurality of entropy tables are shown in (a) of FIG. 22, and a table to select the entropy tables is shown in (b) of FIG. 22.

As mentioned in the foregoing description, there exist a plurality of entropy tables according to data coding and data types.

For instance, the entropy tables may include entropy tables (e.g., tables 1 to 4) applicable in case that a data type is 'xxx', entropy tables (e.g., tables 5 to 8) applicable in case that a data type is 'yyy', PBC dedicated entropy tables (e.g., tables k to k+1), escape entropy tables (e.g., tables n-2 ~ n-1), and an LAV index entropy table (e.g., table n).

In particular, although it is preferable that a table is configured by giving a codeword to each index that can occur in corresponding data, if so, a size of the table considerably increases. And, it is inconvenient to manage indexes that are unnecessary or barely occur. In case of a 2D entropy table, those problems bring more inconvenience due to too many occurrences. To solve those problems, the largest absolute value (LAV) is used.

For instance, if a range of an index value for a specific data type (e.g., CLD) is between '-X ~ +X' (X=15),
at least one LAV having high frequency of occurrence in probability is selected within the range and is configured into a separate table.

For instance, in configuring a CLD entropy table, it is able to provide a table of 'LAV=3', a table of 'LAV=5', a table of 'LAV=7' or a table of 'LAV=9'.

For instance, in (a) of FIG. 22, it is able to set the table-1 91a to the CLD table of 'LAV=3', the table-2 91b to the CLD table of 'LAV=5', the table-3 91c to the CLD table of 'LAV=7', and the table-4 91d to the CLD table of 'LAV=9'.

Indexes deviating from the LAV range within the LAV table are handled by escape entropy tables (e.g., tables n-2 ~ n-1).

For instance, in performing coding using the CLD table 91c of 'LAV=7', if an index deviating from a maximum value '7' occurs (e.g., 8, 9, ..., 15), the corresponding index is separately handled by the escape entropy table (e.g., tables n-2 ~ n-1).

Likewise, it is able to set the LAV table for another data type (e.g., ICC, CPC, etc.) in the same manner of the CLD table. Yet, LAV for each data has a different value because a range per data type varies.

For instance, in configuring an ICC entropy table,
for example, it is able to provide a table of 'LAV=1', a table of 'LAV=3', a table of 'LAV=5', and a table of 'LAV=7'. In configuring a CPC entropy table, for example, it is able to provide a table of 'LAV=3', a table of 'LAV=6', a table of 'LAV=9', and a table of 'LAV=12'.

3-2. Entropy Table for LAV Index

The present invention employs an LAV index to select an entropy table using LAV. Namely, LAV value per data type, as shown in (b) of FIG. 22, is discriminated by LAV index.

In particular, to select an entropy table to be finally used, LAV index per a corresponding data type is confirmed and LAV corresponding to the LAV index is then confirmed. The finally confirmed LAV value corresponds to 'LL' in the configuration of the aforesaid entropy table name.

For instance, if a data type is a CLD parameter, if a data coding scheme is DIFF-DF, if entropy coding is performed by 2D-FF, and if 'LAV=3', an entropy table to which a table name 'hcod2D_CLD_DF_FP_03' is used for entropy coding.

In confirming the per data type LAV index, the present invention is characterized in using an entropy table for LAV index separately. This means that LAV index itself is handled as a target of entropy coding.
For instance, the table-n in (a) of FIG. 22 is used as an LAV index entropy table 91e. This is represented as Table 1.

<table>
<thead>
<tr>
<th>LavaIdx</th>
<th>Bit length</th>
<th>Codeword [hexadecimal/binary]</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>1</td>
<td>0x0 (0b)</td>
</tr>
<tr>
<td>1</td>
<td>2</td>
<td>0x2 (10b)</td>
</tr>
<tr>
<td>2</td>
<td>3</td>
<td>0x6 (110b)</td>
</tr>
<tr>
<td>3</td>
<td>3</td>
<td>0x7 (111b)</td>
</tr>
</tbody>
</table>

This table means that LAV index value itself statistically differs in frequency of use.

For instance, since ‘LAV Index = 0’ has highest frequency of use, one bit is allocated to it. And, two bits are allocated to ‘LAV Index = 1’ having second highest frequency of use. Finally, three bits are allocated to ‘LAV =2 or 3’ having low frequency of use.

In case that the LAV Index entropy table 91e is not used, 2-bit identification information should be transferred to discriminate four kinds of LAV Indexes each time an LAV entropy table is used.

Yet, if the LAV Index entropy table 91e of the present invention is used, it is enough to transfer 1-bit codeword for a case of ‘LAV Index = 0’ having at least 60% frequency of use for example. So, the present invention is able to raise transmission efficiency higher than that of
the related art method.

In this case, the LAV Index entropy table 91e in Table 1 is applied to a case of four kinds of LAV Indexes. And, it is apparent that transmission efficiency can be more enhanced if there are more LAV Indexes.

3-3. Signal Processing Method Using Entropy Table Selection

A signal processing method and apparatus using the aforesaid entropy table selection are explained as follows.

A method of processing a signal according to one embodiment of the present invention includes the steps of obtaining index information, entropy-decoding the index information, and identifying a content corresponding to the entropy-decoded index information.

In this case, the index information is information for indexes having characteristics of frequency of use with probability.

As mentioned in the foregoing description, the index information is entropy-decoded using the index dedicated entropy table 91e.

The content is classified according to a data type and is used for data decoding. And, the content may become grouping information.

The grouping information is information for grouping
of a plurality of data.

And, an index of the entropy table is a largest absolute value (LAV) among indexes included in the entropy table.

Moreover, the entropy table is used in performing 2D entropy decoding on parameters.

An apparatus for processing a signal according to one embodiment of the present invention includes an information obtaining part obtaining index information, a decoding part entropy-decoding the index information, and an identifying part identifying a content corresponding to the entropy-decoded index information.

A method of processing a signal according to another embodiment of the present invention includes the steps of generating index information to identify a content, entropy-encoding the index information, and transferring the entropy-encoded index information.

An apparatus for processing a signal according to another embodiment of the present invention includes an information generating part generating index information to identify a content, an encoding part entropy-encoding the index information, and an information outputting part transferring the entropy-encoded index information.

A method of processing a signal according to another
embodiment of the present invention includes the steps of obtaining a difference value and index information, entropy-decoding the index information, identifying an entropy table corresponding to the entropy-decoded index information, and entropy-decoding the difference value using the identified entropy table.

Subsequently, a reference value corresponding to a plurality of data and the decoded difference value are used to obtain the data. In this case, the reference value may include a pilot reference value or a difference reference value.

The index information is entropy-decoded using an index dedicated entropy table. And, the entropy table is classified according to a type of each of a plurality of the data.

The data are parameters, and the method further includes the step of reconstructing an audio signal using the parameters.

In case of entropy-decoding the difference value, 2D entropy decoding is performed on the difference value using the entropy table.

Moreover, the method further includes the steps of obtaining the reference value and entropy-decoding the reference value using the entropy table dedicated to the
reference value.

An apparatus for processing a signal according to another embodiment of the present invention includes an inputting part obtaining a difference value and index information, an index decoding part entropy-decoding the index information, a table identifying part identifying an entropy table corresponding to the entropy-decoded index information, and a data decoding part entropy-decoding the difference value using the identified entropy table.

The apparatus further includes a data obtaining part obtaining data using a reference value corresponding to a plurality of data and the decoded difference value.

A method of processing a signal according to a further embodiment of the present invention includes the steps of generating a difference value using a reference value corresponding to a plurality of data and the data, entropy-encoding the difference value using an entropy table, and generating index information to identify the entropy table.

And, the method further includes the steps of entropy-encoding the index information and transferring the entropy-encoded index information and the difference value.

And, an apparatus for processing a signal according to a further embodiment of the present invention includes a
value generating part generating a difference value using a reference value corresponding to a plurality of data and the data, a value encoding part entropy-encoding the difference value using an entropy table, an information generating part generating index information to identify the entropy table, and an index encoding part entropy-encoding the index information. And, the apparatus further includes an information outputting part transferring the entropy-encoded index information and the difference value.
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[DATA STRUCTURE]

A data structure including various kinds of information associated with the aforesaid data coding, grouping and entropy coding according to the present invention is explained as follows.

FIG. 23 is a hierarchical diagram of a data structure according to the present invention.

Referring to FIG. 23, a data structure according to the present invention includes a header 100 and a plurality of frames 101 and 102. Configuration information applied to the lower frames 101 and 102 in common is included in the header 100. And, the configuration information includes grouping information utilized for the aforesaid grouping.

For instance, the grouping information includes a
first time grouping information 100a, a first frequency grouping information 100b and a channel grouping information 100c.

Besides, the configuration information within the header 100 is called 'main configuration information' and an information portion recorded in the frame is called 'payload'.

In particular, a case of applying the data structure of the present invention to audio spatial information is explained in the following description for example.

First of all, the first time grouping information 100a within the header 100 becomes 'bsFrameLength' field that designates a number of timeslots within a frame.

The first frequency grouping information 100b becomes 'bsFreqRes' field that designates a number of parameter bands within a frame.

The channel grouping information 100c means 'OttmodeLFE-bsOttBands' field and 'bsTttDualmode-bsTttBandsLow' field. The 'OttmodeLFE-bsOttBands' field is the information designating a number of parameter bands applied to LFE channel. And, the 'bsTttDualmode-bsTttBandsLow' field is the information designating a number of parameter bands of a low frequency band within a dual mode having both low and high frequency bands. Ye, the
'bsTttDualmode-bsTttBandsLow' field can be classified not as channel grouping information but as frequency grouping information.

Each of the frames 101 and 102 includes a frame information (Frame Info) 101a applied to all groups within a frame in common and a plurality of groups 101b and 101c.

The frame information 101a includes a time selection information 103a, a second time grouping information 103b and a second frequency grouping information 103c. Besides, the frame information 101a is called 'sub-configuration information' applied to each frame.

In detail, a case of applying the data structure of the present invention to audio spatial information is explained in the following description, for example.

The time selection information 103a within the frame information 101a includes 'bsNumParamset' field, 'bsParamslot' field and 'bsDataMode' filed.

The 'bsNumParamset' field is information indicating a number of parameter sets existing within an entire frame.

And, the 'bsParamslot' field is information designating a position of a timeslot where a parameter set exists.

Moreover, the 'bsDataMode' field is information designating an encoding and decoding processing method of
each parameter set.

For instance, in case of 'bsDataMode=0' (e.g., default mode) of a specific parameter set, a decoding part replaces the corresponding parameter set by a default value.

In case of 'bsDataMode=1' (e.g., previous mode) of a specific parameter set, a decoding part maintains a decoding value of a previous parameter set.

In case of 'bsDataMode=2' (e.g., interpolation mode) of a specific parameter set, a decoding part calculates a corresponding parameter set by interpolation between parameter sets.

Finally, in case of 'bsDataMode=3' (e.g., read mode) of a specific parameter set, it means that coding data for a corresponding parameter set is transferred. So, a plurality of the groups 101b and 101c within a frame are groups configured with data transferred in case of 'bsDataMode=3' (e.g., read mode). Hence, the encoding part decodes data with reference to coding type information within each of the groups.

A signal processing method and apparatus using the 'bsDataMode' field according to one embodiment of the present invention are explained in detail as follows.

A method of processing a signal using the 'bsDataMode' field according to one embodiment of the
present invention includes the steps of obtaining mode information, obtaining a pilot reference value corresponding to a plurality of data and a pilot difference value corresponding to the pilot reference value according to data attribute indicated by the mode information, and obtaining the data using the pilot reference value and the pilot difference value.

In this case, the data are parameters, and the method further includes the step of reconstructing an audio signal using the parameters.

If the mode information indicates a read mode, the pilot difference value is obtained.

The mode information further includes at least one of a default mode, a previous mode and an interpolation mode.

And, the pilot difference value is obtained per group band.

Moreover, the signal processing method uses a first parameter (e.g., dataset) to identify a number of the read modes and a second parameter (e.g., setidx) to obtain the pilot difference value based on the first variable.

An apparatus for processing a signal using the ‘bsDataMode’ field according to one embodiment of the present invention includes an information obtaining part obtaining mode information, a value obtaining part
obtaining a pilot reference value corresponding to a plurality of data and a pilot difference value corresponding to the pilot reference value according to data attribute indicated by the mode information, and a data obtaining part obtaining the data using the pilot reference value and the pilot difference value.

And, the information obtaining part, the value obtaining part and the data obtaining part are provided within the aforesaid data decoding part 91 or 92.

A method of processing a signal using the 'bsDataMode' field according to another embodiment of the present invention includes the steps of generating mode information indicating attribute of data, generating a pilot difference value using a pilot reference value corresponding to a plurality of data and the data, and transferring the generated difference value. And, the method further includes the step of encoding the generated difference value.

An apparatus for processing a signal using the 'bsDataMode' field according to another embodiment of the present invention includes an information generating part generating mode information indicating attribute of data, a value generating part generating a pilot difference value using a pilot reference value corresponding to a plurality
of data and the data, and an outputting part transferring the generated difference value. And, the value generating part is provided within the aforesaid data encoding part 31 or 32.

The second time grouping information 103b within the frame information 101a includes ‘bsDatapair’ field. The ‘bsDatapair’ field is information that designates a presence or non-presence of a pair between data sets designated by the ‘bsDataMode=3’. In particular, two data sets are grouped into one group by the ‘bsDatapair’ field.

The second frequency grouping information within the frame information 101a includes ‘bsFreqResStride’ field. The ‘bsFreqResStride’ field is the information to second-group the parameter bad first-grouped by the ‘bsFreqRes’ field as the first frequency grouping information 100b. Namely, a data band is generated by binding parameters amounting to a stride designated by the ‘bsFreqResStride’ field. So, parameter values are given per the data band.

Each of the groups 101b and 101c includes data coding type information 104a, entropy coding type information 104b, codeword 104c and side data 104d.

In detail, a case of applying the data structure of the present invention to audio spatial information is explained as follows, for example.
First of all, the data coding type information 104a within each of the groups 101b and 101c includes 'bsPCMCoding' field, 'bsPilotCoding' field, 'bsDiffType' field and 'bdDiffTimeDirection' field.

The 'bsPCMCoding' field is information to identify whether data coding of the corresponding group is PCM scheme or DIFF scheme.

Only if the 'bsPCMCoding' field designates the PCM scheme, a presence or non-presence of the PBC scheme is designated by the 'bsPilotCoding' field.

The 'bsDiffType' field is information to designate a coding direction in case that DIFF scheme is applied. And, the 'bsDiffType' field designates either 'DF: DIFF-FREQ' or 'DT: DIFF-TIME'.

And, the 'bsDiffTimeDirection' field is information to designate whether a coding direction on a time axis is 'FORWARD' or 'BACKWARD' in case that the 'bsDiffType' field is 'DT'.

The entropy coding type information 104b within each of the groups 101b and 101c includes 'bsCodingScheme' field and 'bsPairing' field.

The 'bsCodingScheme' field is the information to designate whether entropy coding is 1D or 2D.

And, the 'bsPairing' field is the information whether
a direction for extracting two indexes is a frequency direction (FP: Frequency Pairing) or a time direction (TP: Time Pairing) in case that the ‘bsCodingScheme’ field designates ‘2D’.

The codeword 104c within each of the groups 101b and 101c includes ‘bsCodeW’ field. And, the ‘bsCodeW’ field designates a codeword on a table applied for entropy coding. So, most of the aforesaid data become targets of entropy coding. In this case, they are transferred by the ‘bsCodeW’ field. For instance, a pilot reference value and LAV Index value of PBC coding, which become targets of entropy coding, are transferred by the ‘bsCodeW’ field.

The side data 104d within each of the groups 101b and 101c includes ‘bsLsb’ field and ‘bsSign’ field. In particular, the side data 104d includes other data, which are entropy-coded not to be transferred by the ‘bsCodeW’ field, as well as the ‘bsLsb’ field and the ‘bsSign’ field.

The ‘bsLsb’ field is a field applied to the aforesaid partial parameter and is the side information transferred only if a data type is ‘CPC’ and in case of non-coarse quantization.

And, the ‘bsSign’ field is the information to designate a sign of an index extracted in case of applying 1D entropy coding.
Moreover, data transferred by PCM scheme are included in the side data 104d.

Features of the signal processing data structure according to the present invention are explained as follows. First of all, a signal processing data structure according to the present invention includes a payload part having at least one of data coding information including pilot coding information at least per a frame and entropy coding information and a header part having main configuration information for the payload part.

The main configuration information includes a first time information part having time information for entire frames and a first frequency information part having frequency information for the entire frames. And, the main configuration information further includes a first internal grouping information part having information for internal-grouping a random group including a plurality of data per frame.

The frame includes a first data part having at least one of the data coding information and the entropy coding information and a frame information part having sub-configuration information for the first data part.

The sub-configuration information includes a second time information part having time information for entire
groups. And, the sub-configuration information further includes an external grouping information part having information for external grouping for a random group including a plurality of data per the group. Moreover, the sub-configuration information further includes a second internal grouping information part having information for internal-grouping the random group including a plurality of the data.

Finally, the group includes the data coding information having information for a data coding scheme, the entropy coding information having information for an entropy coding scheme, a reference value corresponding to a plurality of data, and a second data part having a difference value generated using the reference value and the data.

[APPLICATION TO AUDIO CODING (MPEG SURROUND)]

An example of unifying the aforesaid concepts and features of the present invention is explained as follows.

FIG. 24 is a block diagram of an apparatus for audio compression and recovery according to one embodiment of the present invention.

Referring to FIG. 24, an apparatus for audio compression and recovery according to one embodiment of the
present invention includes an audio compression part 105-400 and an audio recovery part 500-800.

The audio compression part 105-400 includes a downmixing part 105, a core coding part 200, a spatial information coding part 300 and a multiplexing part 400.

And, the downmixing part 105 includes a channel downmixing part 110 and a spatial information generating part 120.

In the downmixing part 105, inputs of the channel downmixing part 110 are an audio signal of N multi-channels \( X_1, X_2, \ldots, X_N \) and the audio signal.

The channel downmixing part 110 outputs a signal downmixed into channels of which number is smaller than that of channels of the inputs.

An output of the downmixing part 105 is downmixed into one or two channels, a specific number of channels according to a separate downmixing command, or a specific number of channels preset according to system implementation.

The core coding part 200 performs core coding on the output of the channel downmixing part 110, i.e., the downmixed audio signal. In this case, the core coding is carried out in a manner of compressing an input using various transform schemes such as a discrete transform
scheme and the like.

The spatial information generating part 120 extracts spatial information from the multi-channel audio signal. The spatial information generating part 120 then transfers the extracted spatial information to the spatial information coding part 300.

The spatial information coding part 300 performs data coding and entropy coding on the inputted spatial information. The spatial information coding part 300 performs at least one of PCM, PBC and DIFF. In some cases, the spatial information coding part 300 further performs entropy coding. A decoding scheme by a spatial information decoding part 700 can be decided according to which data coding scheme is used by the spatial information coding part 300. And, the spatial information coding part 300 will be explained in detail with reference to FIG. 25 later.

An output of the core coding part 200 and an output of the spatial information coding part 300 are inputted to the multiplexing part 400.

The multiplexing part 400 multiplexes the two inputs into a bitstream and then transfers the bitstream to the audio recovery part 500 to 800.

The audio recovery part 500 to 800 includes a demultiplexing part 500, a core decoding part 600, a
spatial information decoding part 700 and a multi-channel generating part 800.

The demultiplexing part 500 demultiplexes the received bitstream into an audio part and a spatial information part. In this case, the audio part is a compressed audio signal and the spatial information part is a compressed spatial information.

The core decoding part 600 receives the compressed audio signal from the demultiplexing part 500. The core decoding part 600 generates a downmixed audio signal by decoding the compressed audio signal.

The spatial information decoding part 700 receives the compressed spatial information from the demultiplexing part 500. The spatial information decoding part 700 generates the spatial information by decoding the compressed spatial information.

In doing so, identification information indicating various grouping information and coding information included in the data structure shown in FIG. 23 is extracted from the received bitstream. A specific decoding scheme is selected from at least one or more decoding schemes according to the identification information. And, the spatial information is generated by decoding the spatial information according to the selected decoding
scheme. In this case, the decoding scheme by the spatial information decoding part 700 can be decided according to what data coding scheme is used by the spatial information coding part 300. And, the spatial information decoding part 700 is will be explained in detail with reference to FIG. 26 later.

The multi-channel generating part 800 receives an output of the core coding part 600 and an output of the spatial information decoding part 160. The multi-channel generating part 800 generates an audio signal of N multi-channels $Y_1, Y_2, ..., Y_N$ from the two received outputs.

Meanwhile, the audio compression part 105~400 provides an identifier indicating what data coding scheme is used by the spatial information coding part 300 to the audio recovery part 500~800. To prepare for the above-explained case, the audio recovery part 500~800 includes a means for parsing the identification information.

So, the spatial information decoding part 700 decides a decoding scheme with reference to the identification information provided by the audio compression part 105~400. Preferably, the means for parsing the identification information indicating the coding scheme is provided to the spatial information decoding part 700.

FIG. 25 is a detailed block diagram of a spatial
information encoding part according to one embodiment of the present invention, in which spatial information is named a spatial parameter.

Referring to FIG. 25, a coding part according to one embodiment of the present invention includes a PCM coding part 310, a DIFF (differential coding) part 320 and a Huffman coding part 330. The Huffman coding part 330 corresponds to one embodiment of performing the aforesaid entropy coding.

The PCM coding part 310 includes a grouped PCM coding part 311 and a PCB part 312. The grouped PCM coding part 311 PCM-codes spatial parameters. In some cases, the grouped PCM coding part 311 is able to PCM-codes spatial parameters by a group part. And, the PCB part 312 performs the aforesaid PCB on spatial parameters.

The DIFF part 320 performs the aforesaid DIFF on spatial parameters.

In particular, in the present invention, one of the grouped PCM coding part 311, the PCB part 312 and the DIFF part 320 selectively operates for coding of spatial parameters. And, its control means is not separately shown in the drawing.

The PBC executed by the PBC part 312 has been explained in detail in the foregoing description, of which
explanation will be omitted in the following description.

For another example of PBC, PBC is once performed on spatial parameters. And, the PBC can be further performed N-times (N>1) on a result of the first PBC. In particular, the PBC is at least once carried out on a pilot value or difference values as a result of performing the first PBC. In some cases, it is preferable that the PBC is carried out on the difference values only except the pilot value since the second PBC.

The DIFF part 320 includes a DIFF_FREQ coding part 321 performing DIFF_FREQ on a spatial parameter and DIFF_TIME coding parts 322 and 323 performing DIFF_TIME on spatial parameters.

In the DIFF part 320, one selected from the group consisting of the DIFF_FREQ coding part 321 and the DIFF_TIME coding parts 322 and 323 carries out the processing for an inputted spatial parameter.

In this case, the DIFF_TIME coding parts are classified into a DIFF_TIME_FORWARD part 322 performing DIFF_TIME_FORWARD on a spatial parameter and a DIFF_TIME_BACKWARD part 323 performing DIFF_TIME_BACKWARD on a spatial parameter.

In the DIFF_TIME coding parts 322 and 323, a selected one of the DIFF_TIME_FORWARD part 322 and the
DIFF_TIME_BACKWARD 323 carries out a data coding process on an inputted spatial parameter. Besides, the DIFF coding performed by each of the internal elements 321, 322 and 323 of the DIFF part 320 has been explained in detail in the foregoing description, of which explanation will be omitted in the following description.

The Huffman coding part 330 performs Huffman coding on at least one of an output of the PBC part 312 and an output of the DIF part 320.

The Huffman coding part 330 includes a 1-dimension Huffman coding part (hereinafter abbreviated HUFF_1D part) processing data to be coded and transmitted one by one and a 2-dimension Huffman coding part (hereinafter abbreviated HUFF_2D parts 332 and 333) processing data to be coded and transmitted by a unit of two combined data.

A selected one of the HUFF_1D part 331 and the HUFF_2D parts 332 and 333 in the Huffman coding part 330 performs a Huffman coding processing on an input.

In this case, the HUFF_2D parts 332 and 333 are classified into a frequency pair 2-Dimension Huffman coding part (hereinafter abbreviated HUFF_2D_FREQ_PAIR part) 332 performing Huffman coding on a data pair bound together based on a frequency and a time pair 2-Dimension Huffman coding part (hereinafter abbreviated HUFF_2D_TIME_PAIR
part) 333 performing Huffman coding on a data pair bound together based on a time.

In the HUFF_2D parts 332 and 333, a selected one of the HUFF_2D_FREQ_PAIR part 332 and the HUFF_2D_TIME_PAIR part 333 performs a Huffman coding processing on an input.

Huffman coding performed by each of the internal elements 331, 332 and 333 of the Huffman coding part 330 will explained in detail in the following description.

Thereafter, an output of the Huffman coding part 330 is multiplexed with an output of the grouped PCM coding part 311 to be transferred.

In a spatial information coding part according to the present invention, various kinds of identification information generated from data coding and entropy coding are inserted into a transport bitstream. And, the transport bitstream is transferred to a spatial information decoding part shown in FIG. 26.

FIG. 26 is a detailed block diagram of a spatial information decoding part according to one embodiment of the present invention.

Referring to FIG. 26, a spatial information decoding part receives a transport bitstream including spatial information and then generates the spatial information by decoding the received transport bitstream.
A spatial information decoding part 700 includes an identifier extracting (flags parsing part) 710, a PCM decoding part 720, a Huffman decoding part 730 and a differential decoding part 740.

The identifier parsing part 710 of the spatial information decoding part extracts various identifiers from a transport bitstream and then parses the extracted identifiers. This means that various kinds of the informations mentioned in the foregoing description of FIG. 23 are extracted.

The spatial information decoding part is able to know what kind of coding scheme is used for a spatial parameter using an output of the identifier parsing part 710 and then decides a decoding scheme corresponding to the recognized coding scheme. Besides, the execution of the identifier parsing part 710 can be performed by the aforesaid demultiplexing part 500 as well.

The PCM decoding part 720 includes a grouped PCM decoding part 721 and a pilot based decoding part 722.

The grouped PCM decoding part 721 generates spatial parameters by performing PCM decoding on a transport bitstream. In some cases, the grouped PCM decoding part 721 generates spatial parameters of a group part by decoding a transport bitstream.
The pilot based decoding part 722 generates spatial parameter values by performing pilot based decoding on an output of the Huffman decoding part 730. This corresponds to a case that a pilot value is included in an output of the Huffman decoding part 730. For separate example, the pilot based decoding part 722 is able to include a pilot extracting part (not shown in the drawing) to directly extract a pilot value from a transport bitstream. So, spatial parameter values are generated using the pilot value extracted by the pilot extracting part and difference values that are the outputs of the Huffman decoding part 730.

The Huffman decoding part 730 performs Huffman decoding on a transport bitstream. The Huffman decoding part 730 includes a 1-Dimension Huffman decoding part (hereinafter abbreviated HUFF_1D decoding part) 731 outputting a data value one by one by performing 1-Dimension Huffman decoding on a transport bitstream and 2-Dimension Huffman decoding parts (hereinafter abbreviated HUFF_2D decoding parts) 732 and 733 outputting a pair of data values each by performing 2-Dimension Huffman decoding on a transport bitstream.

The identifier parsing part 710 extracts an identifier (e.g., 'bsCodingScheme') indicating whether a
Huffman decoding scheme indicates HUFF_1D or HUFF_2D from a transport bitstream and then recognizes the used Huffman coding scheme by parsing the extracted identifier. So, either HUFF_1D or HUFF_2D decoding corresponding to each case is decided as a Huffman decoding scheme.

The HUFF_1D decoding part 731 performs HUFF_1D decoding and each of the HUFF_2D decoding parts 732 and 733 performs HUFF_2D decoding.

In case that the Huffman coding scheme is HUFF_2D in a transport bit stream, the identifier parsing part 710 further extracts an identifier (e.g., 'bsParsing') indicating whether the HUFF_2D scheme is HUFF_2D_FREQ_PAIR or HUFF_2D_TIME_PAIR and then parses the extracted identifier. So, the identifier parsing part 710 is able to recognize whether two data configuring one pair are bound together based on frequency or time. And, one of frequency pair 2-Dimension Huffman decoding (hereinafter abbreviated HUFF_2D_FREQ_PAIR decoding) and time pair 2-Dimension Huffman decoding (hereinafter abbreviated HUFF_2D_TIME_PAIR decoding) corresponding to the respective cases is decided as the Huffman decoding scheme.

In the HUFF_2D decoding parts 732 and 733, the HUFF_2D_FREQ_PAIR part 732 performs HUFF_2D_FREQ_PAIR decoding and the HUFF_2D_TIME_PAIR part 733 performs
HUUFF_2D_FREQ_TIME decoding.

An output of the Huffman decoding part 730 is transferred to the pilot based decoding part 722 or the differential decoding part 740 based on an output of the identifier parsing part 710.

The differential decoding part 740 generates spatial parameter values by performing differential decoding on an output of the Huffman decoding part 730.

The identifier parsing part 710 extracts an identifier (e.g., 'bsDiffType') indicating whether a DIFF scheme is DIF_FREQ or DIF_TIME from a transport bit stream from a transport bitstream and then recognizes the used DIFF scheme by parsing the extracted identifier. So, one of the DIFF_FREQ decoding and DIFF_TIME decoding corresponding to the respective cases is decided as a differential decoding scheme.

The DIFF_FREQ decoding part 741 performs DIFF_FREQ decoding and each of the DIFF_TIME decoding parts 742 and 743 performs DIF_TIME decoding.

In case that the DIFF scheme is DIFF_TIME, the identifier parsing part 710 further extracts an identifier (e.g., 'bsDiffTimeDirection') indicating whether the DIFF_TIME is DIFF_TIME_FORWARD or DIFF_TIME_BACKWARD from a transport bitstream and then parses the extracted
identifier.

So, it is able to recognize whether an output of the Huffman decoding part 730 is a difference value between current data and former data or a difference value between the current data and next data. One of DIFF_TIME_FORWARD decoding and DIFF_TIME_BACKWARD decoding corresponding to the respective cases is decided as a DIFF_TIME scheme.

In the DIFF_TIME decoding parts 742 and 743, the DIFF_TIME_FORWARD part 742 performs DIFF_TIME_FORWARD decoding and the DIFF_TIME_BACKWARD part 743 performs DIFF_TIME_BACKWARD decoding.

A procedure for deciding a Huffman decoding scheme and a data decoding scheme based on an output of the identifier parsing part 710 in the spatial information decoding part is explained as follows.

For instance, the identifier parsing part 710 reads a first identifier (e.g., 'bsPCMCoding') indicating which one of PCM and DIFF is used in coding a spatial parameter.

If the first identifier corresponds to a value indicating PCM, the identifier parsing part 710 further reads a second identifier (e.g., 'bsPilotCoding') indicating which one of PCM and PBC is used for coding of a spatial parameter.

If the second identifier corresponds to a value
indicating PBC, the spatial information decoding part performs decoding corresponding to the PBC.

If the second identifier corresponds to a value indicating PCM, the spatial information decoding part performs decoding corresponding to the PCM.

On the other hand, if the first identifier corresponds to a value indicating DIFF, the spatial information decoding part performs a decoding processing that corresponds to the DIFF.

MODE FOR INVENTION

Accordingly, various embodiments of the present invention are explained together with the aforesaid embodiments of the best mode.

INDUSTRIAL APPLICABILITY

Accordingly, the grouping, data coding and entropy coding of the present invention are applicable to various fields and products.

And, the present invention is applicable to a medium that stores data to which at least one feature of the present invention is applied.

While the present invention has been described and illustrated herein with reference to the preferred
embodiments thereof, it will be apparent to those skilled in the art that various modifications and variations can be made therein without departing from the spirit and scope of the invention. Thus, it is intended that the present invention covers the modifications and variations of this invention that come within the scope of the appended claims and their equivalents.
CLAIMS:

1. A method for processing a signal, comprising:

   extracting a pilot reference value and one or more pilot difference values; and,

   obtaining one or more data elements of a current group included in a current frame using the pilot reference value and the pilot difference values, without using data elements of an other frame,

   wherein:

   the pilot reference value is dependent on each of the data elements of the current group and is not dependent on the data elements of the other frame,

   a quantity of the pilot difference values is equal to a quantity of the data elements of the current group,

   the pilot reference value is a single value which applies to all of the data elements of the current group,

   each pilot difference value corresponds to each data element of the current group.

2. The method of claim 1, further comprising decoding at least one of the pilot reference value and the pilot difference values.

3. The method of claim 1, wherein the data elements include parameters and wherein the method further comprises reconstructing an audio signal using the obtained parameters.

4. The method of claim 3, wherein the parameters comprise at least one of channel level difference (CLD), interchannel coherence (ICC), channel prediction coefficient (CPC) and arbitrary downmix gain (ADG).
5. The method of claim 1, wherein the pilot reference value comprises one of an average value, an intermediate value, a most frequently used value and a default value of the data elements.

6. The method of claim 1, wherein the pilot reference value is one value extracted from a table.

7. The method of claim 1, further comprising selecting one of the data elements having highest encoding efficiency as a pilot reference value after the pilot reference value has been set to each of the data elements.

8. A method for processing a signal, comprising:

   generating one or more pilot difference values using a pilot reference value and one or more data elements of a current group included in a current frame, without using data elements of an other frame; and

   transferring the generated pilot difference values,

   wherein:

   the pilot reference value is dependent on each of the data elements of the current group and is not dependent on the data elements of the other frame,

   a quantity of the pilot difference values is equal to a quantity of the data elements of the current group,

   the pilot reference value is a single value which applies to all of the data elements of the current group,

   each pilot difference value corresponds to each data element of the current group.
9. An apparatus for processing a signal, comprising:

a value generating part generating one or more pilot
difference values using a pilot reference value and one or
more data elements of a current group included in a current
frame, without using data elements of an other frame; and

an outputting part transferring the generated
pilot difference values,

wherein:

the pilot reference value is dependent on each of
the data elements of the current group and is not dependent
on the data elements of the other frame,

a quantity of the pilot difference values is equal
to a quantity of the data elements of the current group,

the pilot reference value is a single value which
applies to all of the data elements of the current group,

each pilot difference value corresponds to each
data element of the current group.

10. An apparatus for processing a signal, comprising:

a value obtaining part extracting a pilot reference
value and one or more pilot difference values; and,

a data obtaining part obtaining one or more data
elements of a current group included in a current frame
using the pilot reference value and the pilot difference
values, without using data elements of an other frame,

wherein:
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the pilot reference value is dependent on each of the data elements of the current group and is not dependent on the data elements of the other frame,

a quantity of the pilot difference values is equal to a quantity of the data elements of the current group,

the pilot reference value is a single value which applies to all of the data elements of the current group,

each pilot difference value corresponds to each data element of the current group.

11. The apparatus of claim 10, wherein the data obtaining part decodes at least one of the pilot difference value and the pilot reference values.

12. The apparatus of claim 10, wherein the data elements include parameters and wherein the apparatus further comprises a multi-channel generation part reconstructing an audio signal using the obtained parameters.

13. The apparatus of claim 12, wherein the parameters comprise at least one of channel level difference (CLD), interchannel coherence (ICC), channel prediction coefficient (CPC) and arbitrary downmix gain (ADG).

14. The apparatus of claim 10, wherein the pilot reference value comprises one of an average value, an intermediate value, a most frequently used value and a default value of the data elements.

15. The apparatus of claim 10, wherein the pilot reference value is one value extracted from a table.
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### 2D Entropy Tables

<table>
<thead>
<tr>
<th>Index 1</th>
<th>Index 2</th>
<th>Length</th>
<th>Codeword</th>
<th>Codeword (hexadecimal)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Index 1</th>
<th>Index 2</th>
<th>Length</th>
<th>Codeword</th>
<th>Codeword (hexadecimal)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0</td>
<td>2</td>
<td>0x002</td>
<td></td>
</tr>
<tr>
<td>0</td>
<td>1</td>
<td>3</td>
<td>0x004</td>
<td></td>
</tr>
<tr>
<td>0</td>
<td>2</td>
<td>5</td>
<td>0x006</td>
<td></td>
</tr>
<tr>
<td>0</td>
<td>3</td>
<td>8</td>
<td>0x03e</td>
<td></td>
</tr>
</tbody>
</table>

### 1D Entropy Tables

<table>
<thead>
<tr>
<th>Index</th>
<th>Length</th>
<th>Codeword</th>
<th>Codeword (hexadecimal)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Index</th>
<th>Length</th>
<th>Codeword</th>
<th>Codeword (hexadecimal)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>5</td>
<td>0x1e</td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>4</td>
<td>0x1e</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>3</td>
<td>0x06</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>2</td>
<td>0x00</td>
<td></td>
</tr>
</tbody>
</table>
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