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MATCHING METADATA SOURCES USING RULES FOR
CHARACTERIZING MATCHES

CROSS-REFERENCE TO RELATED APPLICATIONS
This application claims priority to U.S. Application Serial No. 61/294,663, filed

on January 13, 2010, incorporated herein by reference.

BACKGROUND

This description relates to matching metadata sources using rules for
characterizing matches.

Metadata discovery (also known as metadata scanning) can be used to discover
relationships between data elements representing metadata that describes values
appearing within datasets, such as the names of fields or columns of database tables or
spreadsheets. In some cases, the metadata for data appearing within a given dataset is
stored in a variety of different sources. During the metadata discovery process, a match
may be found between a data element in a first source and a data element in a second
source. A match can correspond to similar field names and/or descriptions of metadata
for fields in a table, for example. The match may indicate that the matching data
elements represent metadata for the same types of data values in respective datasets. In
some cases, a database of synonyms including user-specified, or dictionary-based
databases, ¢.g. WordNet, can be used to determine matches between data elements that
have similar semantic meanings (e.g., a match between “day” and “date,” or between
“gender” and “sex”). A master collection of metadata (sometimes called a “metadata
registry”’) can be generated or updated to store metadata based on the discovered
relationships, or to link to metadata that has been found in the metadata discovery

Proccess.

SUMMARY
In one aspect, in general, a method includes: storing, in a data storage system, a
specification for each of multiple sources, each specification including information
identifying one or more data elements of the corresponding source; and processing, in a

data processing system coupled to the data storage system, data elements from the
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sources, including generating a set of rules for each source based on a corresponding one
of the stored specifications, and matching data elements of different sources and
determining a quality metric characterizing a given match between a first data element of
a first source and a second data element of a second source according to the set of rules
generated for the first source and the set of rules generated for the second source.

Aspects can include one or more of the following.

The set of rules for each source can produce one or more grades corresponding to
the quality metric characterizing the given match. The method can include providing
explanatory information corresponding to the one or more grades. The given match can
include a match between names corresponding to the first and second data elements
respectively and the one or more grades are based on the quality metric characterizing the
given match. The given match can include a match between descriptions corresponding
to the first and second data elements respectively and the one or more grades are based on
the quality metric characterizing the given match.

The method can include classifying terms appearing in the first and second data
clements into one or more classes; assigning one or more class words for each of the
terms in the first and second data elements; comparing the one or more class words
corresponding to terms in the first and second data elements respectively to generate the
quality metric for the given match; and assigning the one or more grades based on the
quality metric characterizing the given match. The quality metric characterizing the
given match can include a distance measure metric. A first grade can be assigned to an
output of a first rule of the set of rules and a second grade is assigned to a second,
different output of a second rule of the set of rules, wherein the first grade can indicate a
better quality metric characterizing the given match relative to the second grade.

The set of rules are based on a similarity of names appearing in the first and
second data elements respectively. The set of rules can be based on a similarity of
descriptions appearing in the first and second data elements respectively. The method
can include providing a user an ability to provide input for generating one or more rules
of the set of rules for quantifying a quality of a match between the first data element and
the second data element . Each of the rules in the set of rules include trigger inputs and

outputs based on the trigger inputs Each of the rules in the set of rules are read
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sequentially until all trigger inputs of a given rule in the set of rules evaluate to true. The
quality metric characterizing the given match is based on a measure of a number of times
a word occurs in a term of the first or second data element and the number of times a
word occurs in a set of terms from the first or second source.

The method can include computing the quality metric characterizing the given
match by: providing a first weight to terms that occur with a first frequency in the first or
second source; and providing a second weight to terms that occur with a second
frequency in the first or second source, wherein a value of the first weight is less than a
value of the second weight. The method can include computing the quality metric
characterizing the given match by: computing a first frequency of terms in the first source
and a second frequency of terms in the second source; and producing the quality metric
based on a product of numerical values of the first and second frequencies. The method
can include normalizing the quality metric to range between predetermined limits (e.g.,
between 0 and 1).

The method can include generating a set of terms from the second source
corresponding to a term in the first source and having predetermined quality metrics
characterizing the match between the term and each of the set of terms. A number of
terms in the set of terms is specified by a user. The match between the term and each of
the set of terms is based on matching names appearing in the terms. The match between
the term and each of the set of terms is based on matching descriptions appearing in the
terms.

In another aspect, in general, a computer-readable medium storing a computer
program, the computer program including instructions for causing a computer to: store a
specification for each of multiple sources, each specification including information
identifying one or more data elements of the corresponding source; generate a set of rules
for each source based on a corresponding one of the stored specifications; and match data
elements of different sources and determine a quality metric characterizing a given match
between a first data element of a first source and a second data element of a second
source according to the set of rules generated for the first source and the set of rules

generated for the second source.
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In another aspect, in general, a system includes: a data storage system storing a
specification for each of multiple sources, each specification including information
identifying one or more data elements of the corresponding source; and a data processing
system coupled to the data storage system configured to generate a set of rules for each
source based on a corresponding one of the stored specifications, and match data
elements of different sources and determine a quality metric characterizing a given match
between a first data element of a first source and a second data element of a second
source according to the set of rules generated for the first source and the set of rules
generated for the second source.

In another aspect, in general, a system includes: means for storing a specification
for each of multiple sources, each specification including information identifying one or
more data elements of the corresponding source; and means for processing data elements
from the sources, including generating a set of rules for each source based on a
corresponding one of the stored specifications, and matching data elements of different
sources and determining a quality metric characterizing a given match between a first
data element of a first source and a second data element of a second source according to
the set of rules generated for the first source and the set of rules generated for the second
source.

Aspects can include one or more of the following advantages.

Generally, when searching for a match between one or more key words and some
text (e.g., a web page), a search process can display to a user why a given match
occurred, for example, by highlighting the appearance of the key word(s) within the text
(e.g., by making the key word(s) bold). In some examples, the techniques described
herein may be used to identify changes in different versions of documents. Further,
source or key terms may be visually linked to target terms by a relationship diagram that
can include details such as matching scores and grades. When performing matches
between two data elements that may represent the metadata for the same type of data, the
reason why the match occurred (or did not occur) may be more complicated than the
existence of an exact match between respective key words. For example, terms
appearing in the data elements may have been expanded or transformed (e.g., using

stemming) and relationships between matching terms may be based on finding synonyms
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or classifying terms into categories (called “classes”). The procedure used to perform the
matching can use rules to characterize the match quality by assigning each match a grade.
The grades can be stored in association with the matches to indicate the match quality.

In cases in which there are a large number of sources of metadata, differences
between different sources can be accounted for so that the sources can be processed
efficiently any number of times as the matching process is repeated. A pre-processing
procedure enables generation of source processing information that enables processing of
data elements directly from the sources by providing information needed to interpret
and/or transform the data elements and information needed to define rules for
characterizing the matches.

Other features and advantages of the invention will become apparent from the

following description, and from the claims.

DESCRIPTION OF DRAWINGS

FIG. 1 is a block diagram of a system for executing graph-based computations.

FIG. 2 is a flowchart of an exemplary metadata processing procedure.

FIG. 3 shows phases of an exemplary automated matching process.

FIG. 4 is an exemplary graph-based implementation of an automated matching
process.

FIG. 5 is an exemplary output from the graph-based implementation of the
automated matching process of FIG. 4.

FIGS. 6-8 are screenshots of example rules and interfaces for managing the rules.

FIGS. 9-12 are screenshots of an exemplary metadata interface.

DESCRIPTION
Business analysts may maintain multiple data dictionaries that include listings of
business characteristics of data elements across many systems. Data dictionaries (or
metadata repositories) are repositories of information about data such as meaning,
relationships to other data, origin, usage, and format. As such, data dictionaries facilitate
standardization of definitions of terms and consistency of use of these terms. In some
scenarios, an enterprise wide data dictionary may be maintained to capture metadata

about the data used within the enterprise.
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A data element to be matched can have a name portion that identifies the data
element using one or more descriptive terms, and may optionally have a description
portion that describes the data element or various properties characterizing the element.
The names and corresponding descriptions contained in the different dictionaries may be
in a variety of formats. For example, data dictionaries may be developed at different
times and as parts of different systems that may be independently maintained. For at
least this reason, there may not be a commonly adopted naming standard. As such, an
advantage of the metadata processing techniques described in this application is
harmonization of names and descriptions across diverse data dictionaries. Additionally,
by providing a quality metric or score quantifying the matches of data elements,
automated metadata processing may direct a business analyst’s attention to only a
fraction of the matches that require human analysis. For example, the analyst may be
interested in only those matches that are scored by the metric to be close matches.

FIG. 1 shows an exemplary data processing system 100 in which the metadata
processing techniques can be used. The system 100 includes sources 102 that may
include one or more sources of data and/or metadata such as storage devices or
connections to online data streams, each of which may store data and/or metadata in any
of a variety of storage formats (e.g., database tables, spreadsheet files, flat text files, or a
native format used by a mainframe). In some cases, a source stores metadata
independently from the data that are described by that metadata. In some cases, the
metadata is stored within the same data structures as the data that are described by that
metadata, or stored in association with the data using links or pointers, for example. In
one example, the sources 102 are associated with multiple data storage systems that are to
be integrated to form a single master data storage system. In the process of integrating
the systems, it may be necessary to determine matches between metadata describing
corresponding data that is to be merged. For example, it may be necessary to determine
which fields from a customer list from one source store the data values representing the
same attribute as fields form a customer list form another source (e.g., a “social security
#” field from one source is the same attribute as a “SSN” field from another source). The
matches between the data elements can then be used to integrate data storage systems. An

execution environment 104 includes a pre-processing module 106 that reads the sources
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102 and generates source processing information 122 for the metadata sources based on a
source registry 114, and an execution module 112 that performs the metadata processing
to determine matches and record quality information based on the source processing
information 122 and reference information 124. A data storage system 116 stores the
source registry 114, source processing information 122, and reference information 124, as
described in more detail below. The execution environment 104 may be hosted on one or
more general-purpose computers under the control of a suitable operating system, such as
the UNIX operating system. For example, the execution environment 104 can include a
multiple-node parallel computing environment including a configuration of computer
systems using multiple central processing units (CPUS), either local (e.g., multiprocessor
systems such as SMP computers), or locally distributed (e.g., multiple processors coupled
as clusters or MPPs), or remotely, or remotely distributed (e.g., multiple processors
coupled via a local area network (LAN) and/or wide-area network (WAN)), or any
combination thercof. Storage devices providing the sources 102 may be local to the
execution environment 104, for example, being stored on a storage medium connected to
a computer running the execution environment 104 (e.g., hard drive 108), or may be
remote to the execution environment 104, for example, being hosted on a remote system
(e.g., mainframe 110) in communication with a computer running the execution
environment 104, over a remote connection.

The data storage system 116 is also accessible to a development environment 118
in which a developer 120 is able to configure the pre-processing module 106 and
execution module 112. The development environment 118 is, in some implementations,
a system for developing applications as dataflow graphs that include vertices
(components or datasets) connected by directed links (representing flows of work
elements) between the vertices. For example, such an environment is described in more
detail in U.S. Publication No. 2007/0011668, entitled “Managing Parameters for Graph-
Based Applications,” incorporated herein by reference. Both the pre-processing module
106 and the execution module 112 can be configured with the ability to process multiple
sources in parallel with each module implemented as a dataflow graph that receives a
flow of input data from the sources 102 and provides a flow of output data, for example,

as a stream of potential matches between data elements in the sources 102.
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The pre-processing module 106 prepares the source processing information 122
based on information from the sources according to the source registry 114. The source
registry 114 includes a specification for each source to be processed that specifies: access
information indicating how to access the source, format information indicating the format
of the data elements in the source, and an identification of the particular data elements in
the source that are to be included in the matching process. Each specification can be
stored as a row in a table, for example. The pre-processing module 106 reads the data
elements from the sources indentified by the source registry 114, and generates the source
processing information 122. The source processing information 122 includes any
information in addition to the format information from the source registry 114 needed to
interpret and/or transform the data elements to extract terms and descriptions that are to
be used in the matching process. For example, a different transformation function can be
stored for transforming each of a variety of formats into a common format to be used in
the matching process.

The source processing information 122 also includes information needed to define
rules for characterizing the matches. Some of the rules for determining grades may
depend on characteristics of the data elements. So each source can have a corresponding
set of rules, and together the different sets of rules can be used to determine a grade for a
given match.

The execution module 112 uses the source processing information 122 generated
by the pre-processing module 106 and reference information 124 stored in the data
storage system 116 accessible to the execution environment 104. The execution module
112 generates words to be matched from the terms and descriptions extracted from the
data elements, and performs the matching process to yield matches between data
elements. The matching process includes storing data characterizing the quality of the
matches, as described in more detail below. In some implementations, matching is
performed between each source listed in the source registry 114 and a canonical metadata
repository (CMR) stored in the data storage system 116. For example, a CMR can
represent an enterprise data dictionary that is to serves as a master reference dictionary in
an enterprise environment. Data elements in the source are compared with canonical

attributes in the CMR to find matches.
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A match between a term from a name or description or other metadata stored in a
data element of a source and a term from a name or description of a canonical attribute
represented in the CMR indicates that the matched data element potentially has the same
meaning as the canonical attribute. In some implementations a match is determined
based on a combination of matching a canonical attribute name with a data element name
and matching a canonical attribute description with a data element description.

In some implementations, matching is performed such that each source is
compared to all other sources in addition to the CMR to find matches between respective
data elements or between a data element and a canonical attribute. In some
implementations, the matching enables a comparison between sources by adding
unmatched terms from a previous comparison with a source to the CMR between
iterations. This process can thus obviate a need for all to all’ processing. For example,
an exemplary matching process uses the following sequence in which CMR(r) is the nth
iteration of updating the CMR with selected terms from a name or description of a data
element in the previous source comparison that was unmatched:

e compare Sourcel to CMR(0)

e add all Sourcel terms that are unmatched to CMR(0) creating CMR(1)
e compare source2 to CMR(1)

e add all Source 2 terms that are unmatched to CMR(1) creating CMR(2)
e compare Source3 to CMR(2)

e cfc.

In one example of a matching process performed by the execution module 112,
the process starts by normalizing, expanding, and cleansing terms extracted from a data
element into a standard form and identifying terms that correspond to a name of an
attribute defined by the metadata in a data element and terms that correspond to a
description of that attribute. The cleansing may include selectively filtering certain
punctuation (e.g., underbars, dashes, etc.), converting a case (e.g., to lowercase), and
removing extra spaces. Lists of predetermined words (e.g., “a, also, and” etc.) including
standard linguistic “nuisance words” or “stop words” can also be removed from the
terms. In some implementations, the reference information 124 can include lookup files

including lists of stop words, acronyms, and aliases. For example, a stop words lookup
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file that includes a list of stop words may be used to assist in the cleansing. Users may
add or remove words from this list by modifying the lookup file. The process also
includes expanding abbreviations and acronyms into fully worded phrases, and
expanding terms in the name or description into common aliases. Again, an acronym
lookup file can be used to assist in this process. As such, users may modify the acronym
lookup file through an interface. In some examples, the interface may include controls to
solicit user feedback in the approval and notification of any changes to the file.

In some implementations, a synonym lookup file may include synonyms for
words in the terms and descriptions to support different words that can have similar
meanings. For example, “agency”, “authority”, “bureau”, and “organization” have
similar meanings to the word “office” in a context of a particular term or description. In
some examples, such synonyms can include international equivalents of certain words in
the terms and descriptions. For example, “liter” may be a synonym for “litre”.
Additionally, the synonym lookup file may also provide support for addressing aliasing
words such as “address1” and “address2” in one data source that correspond to simply
“address” in a different data source. Further, some words in the terms and descriptions
may be transformed to their stem forms in an effort to normalize differences between
words. In some implementations, the transformations may also account for conjugations,
tenses, and/or pluralities by, for example, adjusting suffixes. As an example,
“acquisition” may be transformed to “acquisit” and “parameters” may be transformed to
“paramet”. In some implementations, a group of cleansed words is generated for the
name and a group of cleansed words is generated for the description.

The process also includes determining a “class word” for each attribute. A class
word is a word defines the content and role of a piece of data described by an attribute.
An exemplary set of class words is: amount, code, date, time, date-time, class,
description, identifier, image, indicator, name, address, number, quantity, percent, rate,
sound, and text. To determine a class word for a given attribute, terms in the attribute
name can be scanned from right to left to identify the first match to one of the
predetermined set of class words. For example, the class word corresponding to the
attribute name “start date” is “date.” Some class words are determined based on words

appearing in the name and/or description without necessarily requiring a match to the

-10-
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determined class word (e.g., an attribute Name “title” may correspond to the class word
“text”, “indicator”, or “name”, depending on terms appearing in the attribute description).

The computation of the similarity between a term and description in a source and
terms and descriptions in the CMR may be performed by a modified TF-IDF process as
described below. A “Term Frequency — Inverse Document Frequency” (TF-IDF) weight
1S a statistical measure used to evaluate how important a word in a term appearing in an
attribute name or description is to a given data element and to a source of data elements.
The importance of a word increases proportionally to the number of times a word appears
in the data element (e.g., including the name and the description). But the importance of
the word is offset by the frequency of the word in the attributes represented in the CMR.

The TF-IDF weight diminishes the weight of words that occur very frequently in
the CMR and increases the weight of words that occur rarely. By way of example,
consider the word “code” a common word in data dictionary terms. If the word “code”
occurs in source and target terms, the match between the occurrences would not properly
be explained since “code” is a common string. However, if the source and target terms
both contained the term “disputed” the match between the terms is better explained, and
thus the word “disputed” in both terms contributes better to facilitating a match between
the two terms.

An exemplary weight vector for a “document” d (e.g., representing at least a
portion of a data element from which representative terms are taken) of a set of

documents D (e.g., representing a set of data elements in a source)

-11-
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| D | is the total number of documents in the document set, and |{# € d}| is the
number of documents containing the term ¢.

In one example, an attribute name and description contain 8 words and the word

5  “branch” appears 2 times. The term frequency (TF) for “branch” is 0.25 (2 words of 8).

In the CMR, there are ~3,300 attributes and “branch” appears in 12 of these. Then, the
inverse document frequency (IDF) is calculated as /(3,300 / 12) =5.61. The TF-IDF
weight is the product of these quantities: 0.25 * 5.61 = 1.4. In another example, an
attribute name and description contain 8 words and the word “code” appears 1 time. The

10 TF for “code” is 0.125 (1 word of 8). In the CMR, there are ~3,300 attributes and “code”
appears in 900 of these. Then, the IDF is calculated as /#(3,300 / 900) = 1.99. The TF-
IDF weight is the product of these quantities: 0.125 * 1.99 = 0.16. So, in these examples,
the word “branch” with a weight of 1.4 is likely to be more important than the word
“code” with a weight of 0.16.

15 In some implementations, the similarity between the terms and descriptions can
be absolute numbers which be normalized so they range from, for example, 0 to 1. As
such, for each source term, a result of the matching computation based on the modified
TF-IDF approach may be a set of, ¢.g., N CMR terms that best match the source term in a
name of an attribute and N CMR descriptions that best match the corresponding source

20  description of the attribute. The number N may be an input parameter to the matching

system. In some examples, a value of N=3 may be used.
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The matching process can take into account the TF-IDF weights of words when
performing matches to match words of a data element with highest weights. The
matching process can use any of a variety of matching techniques for determining when
words extracted from terms in the name or description match words extracted from
attributes of the CMR. For example, U.S. Publication No. 2009/0182728, entitled
“MANAGING AN ARCHIVE FOR APPROXIMATE STRING MATCHING,”
incorporated herein by reference, describes techniques for approximate string matching.

The output of the matching process include lists of data elements associated with
the respective attributes in the CMR to which those data elements match. In some
implementations, matches correspond to matching words in both the name and
description. The output can optionally include words in the name and description that
matched, and can include lists of data elements with no name or description matches.

In association with each match, the execution module 112 is able to store
explanatory information including a grade characterizing the quality of the match, an
explanation of how that grade was obtained (e.g., rule firing), and an explanation of why
the match occurred. A grade can be determined based on a “name match” between
cleansed words for a data element name and cleansed words for a canonical attribute
name, a “description match” between cleansed words for a data element description and
cleansed words for a canonical attribute description, and “class match” between a class
word associated with a data elements and a class word associated with a canonical
attribute. A metric for the match can indicate how close (e.g., with respect to a distance
measure) the match is.

For example, a grade of “AA” can be assigned based on a rule that determines
there was an exact name match (e.g., at least one cleansed word matches exactly), a high
description match (e.g., metric >75% for a match between cleansed words), and the same
class words. A grade of “AB” can be assigned based on a rule that determines there was
a high name match (e.g., metric >95% for a match between cleansed words), and a high
description match (e.g., metric >70% for a match between cleansed words), and the same
class words. If class words are not the same, the grade is typically set much lower (e.g.,
“DA” and lower) since there is likely a meaningful difference in what the data described

by the data element represents.

- 13-
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The execution environment 104 also includes a user interface to allow a user 124
interact with the output of the matching process to review and accept matches based on
the associated grades and other information. The user interface can include a list of data
elements that include terms in the name and/or description that matched to a term in a
canonical attribute or another data element, and the list can include links to the original
data elements in the sources or to copies of the original data elements. In some
implementations, matches are accepted based on comparisons of grades to thresholds
without requiring user input. Unmatched data elements can be reviewed and used to
update the reference information 124 based on user input. For example, a user can
review terms of art or unexpanded acronyms for addition to a reference containing
synonyms or a reference containing expansions of acronyms, respectively.

FIG. 2 shows a flowchart for an exemplary procedure 200 for pre-processing the
metadata from the sources 102 and executing the matching on the metadata. The
procedure 200 includes storing (202), in the data storage system 116, a specification for
cach of multiple sources 102, each specification including information identifying one or
more data elements of the corresponding source. The procedure 200 includes processing,
in a data processing system providing the execution environment 104 coupled to the data
storage system 116, data elements from the sources. The processing includes generating
(204) a set of rules for each source based on a corresponding one of the stored
specifications, and matching (206) data elements of different sources and determining
(208) a quality metric (e.g., grades) characterizing a given match between a first data
clement of a first source and a second data element of a second source according to the
set of rules generated for the first source and the set of rules generated for the second
source. After the sources are processed, results are stored (210) identifying the
determined matches. As additional sources are added, the procedure 200 can be repeated,
processing the additional sources.

FIG. 3 shows example phases of an automated matching process performed by a
data processing system (e.g., system 100 shown in FIG. 1) in which a source (e.g., a
source data dictionary) is matched against a CMR (e.g., an enterprise dictionary). For

example, the CMR may be compiled from a variety of sources over a period of time.
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During a prepare phase 310, the information in the source data dictionary may be
converted into a format that is compatible with the metadata processing techniques
described above. For example, pre-processing module 106 (FIG. 1) may be used in this
phase to map source data structures to a common record format.

In an implementation of the prepare phase 310, the system may accept input from
a user to generate a data structure for a particular source and register a corresponding
source data dictionary in a registration form. Subsequently, the registration form may be
read and the source data dictionary may be converted into a format that is compatible
with the matching system. For example, in a graph-based system, a “Generate Metadata”
dataflow graph may be run to load the source data dictionary. The graph may read the
registration form and generate metadata that is used in the matching process. In some
implementations, the graph may also generate sets of parameters for configuring
additional dataflow graphs and rule files for configuring a rules engine for loading
business terms, descriptions, acronyms, and links corresponding to the source data
dictionary. Once the metadata and the parameter sets and rule files are generated a
matching dataflow graph can be run. In some examples, more than one source dictionary
can be run through the “Generate graph” simultancously.

During a parse phase 320, the terms in the source dictionary can be processed to
extract individual words. As described in connection with the cleansing process above,
punctuation without semantic meaning may be removed from the terms. In some
implementations, certain characters such as “$” and “%” can be left within the terms
because they may have semantic meaning. In some implementations, the terms can
further be classified into class words as described above.

During a standardize phase 330, variability in terms and descriptions can be
reduced. In this phase, the terms and descriptions can be further cleansed to remove, for
example, stop words, expand abbreviations, and map aliases. During an approve phase
340 the source terms may be matched with canonical terms using one or more matching
techniques. For example, a TF-IDF weight as described above can be used to evaluate
how important a word in a term or description is to a given data element and to a source

of data elements. In some examples, a “fuzzy matching” technique may be employed to
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perform the matching process (e.g., as described in U.S. Publication No 2009/0182728,
incorporated herein by reference).

Once the weights are assigned, one or more user developed rules can be used to
grade the matches during the match phase 350. For example, the matches may be graded
as described above. In one implementation, grades such as “A”, “B”, “C” or “F” may be
assigned to matches depending on the quality of the match, where “A” may be a grade
specifying a highest quality match, and “F” may be a grade specifying a poorest quality
match. Finally, during a score phase 360, a user may review and accept the matches
based on grades assigned to the matches. In some implementations, the user may also
propose new canonical terms for the CMR.

FIG. 4 shows an example graph-based approach for implementing the matching
technique described above. The matching graph 400 may be called by, for example, the
“Generate Metadata” graph described above once the source data is ready for matching.
As such, a read target component 402 and a read source component 404 begin the
matching process by reading corresponding target and source files 406, 408 respectively.
The target file 406 may include CMR terms and descriptions from the CMR.
Subsequently, a mapping components 410, 412 may perform target and source specific
mapping processes on the terms and descriptions in the target and source files
respectively. For example, multiple instances and variations of certain terms and
descriptions may be mapped together by the mapping components 410, 412. As such, the
process allows for a source term to be matched against multiple targets with match scores
for each match so that a user using the workflow can support a process to determine the
‘best” match.

Subsequently, using the classification process described in detail above, the
classification components 414, 416 may determine class words for the terms and
descriptions in the target and source files 406, 408. In some situations, matching terms
using string text can be computationally slow. As such, text terms can be converted, i.¢.,
tokenized, to numeric keys and thus dramatically speed up the matching process. For
example, components 415 may perform this conversion on source and target terms. At
the conclusion of the matching the keys may be decoded back to the original text terms.

Once the source and target terms and descriptions are mapped and standardized, a
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matching subgraph 418 performs the matching of the words in the terms and descriptions
in the source with the words in the terms and descriptions in the target. For words that
match in the source and target, the matching subgraph 418 can return the term or
description with an accompanying quality metric indicating the closeness of the match.
The join component 420 can perform a join using a source attribute name derived from
an original source of the particular term or description and output the results as matched
outputs 422.

An example output 500 of the graph 400 of FIG. 4 is shown in FIG. 5. As shown,
a source term “milestone identifier” 502 corresponds to at least three CMR terms (or any
user-specified number of ‘best matches’), namely, “milestone name”, “milestone
identifier” and “milestone date” 504. Quality metrics 506 quantify the degree of
similarity of the source term with each of the CMR terms. For example, the similarity
measure for the second item in the output, “milestone identifier” is 1, indicating a perfect
match. In implementations, the best three term matches of the term “milestone identifier”
502 can be joined with best three description matches, and the nine term/description
communications can be sent to a set of business rules that to decide a best match between
the source and CMR terms.

In some examples, the business rules can be based on similarity of the term name
and description matches as well as computed class words for the source and CMR terms
as described in detail above. In some implementations, an output of the business rules is
a best match as well as a letter grade for that match. Users may set a predetermined
quality of the match to correspond to the letter grades. Further, users may specify a
predetermined range of accepted grades. For example, a user may only accept match
quality that corresponds with grades A through BC (or B minus).

FIG. 6 shows example business rules 600 used in a matching processing.

Triggers 602 act as inputs to the business rules 600, which produce corresponding outputs
604 as shown. Similarity measures such as a similarity of names between source and
CMR terms may be quantified as a numeric value ranging from 0 to 1. As such, a first
business rule 606 can be interpreted as follows: If a similarity of names between source
and CMR terms is greater than 0.95, a similarity of descriptions between the source and

CMR description is greater than 0.70, the names of the two terms are identical, and the
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class words corresponding to the two terms are the same, then the match grade between
the two terms is an “AA” (or “A plus”). In some examples, if any of the triggers 602 in
the business rule above evaluate to false, then a second business rule 608 is read, which
states as follows: If the similarity of names between the source and CMR terms is greater
than 0.95, the similarity of descriptions between the source and CMR descriptions is
greater than 0.70, the names of the two terms are not identical, and the class words
corresponding to the two terms are the same, then the match grade between the two terms
is an “AB” (or “A minus”). In examples, the business rules 600 are read one after the
other until a business rule is read where all of the input triggers evaluate to true. A user
may define a minimum grade that is triggered by the business rules 600.

In some implementations, an analyst may be able to perform test runs of the
business rules 600 by using test data. FIG. 7 is a screenshot 700 of an example test run.
As shown, for each of the test data items 702, a match grade 704 is generated and
displayed to the analyst. In addition, similarity scores 706 and class word matches 708
are displayed corresponding to each item 702. The analyst can select a test item 710,
which is then highlighted and, thus can view more information about the item 710.

FIG. 8 is an example screenshot 800 showing exactly which rule fired for a
particular test data item (e.g., item 702 of FIG. 7). In addition, an analyst may also view
information about how many times a business rule (e.g., one of rules 600 of FIG. 6) fired.
As shown, in some implementations, one or more graphical buttons 802 may be used to
indicate whether a trigger corresponding to a button 802 evaluated to true. The buttons
corresponding to rule 5 are all depressed indicating that rule 5 has fired for a particular
test data. Further, a number of times each rule has fired may be displayed. For example,
rule 1 has fired 77 times while rule 5 has fired 303 times. This approach, termed a rapid
‘iterative test, modify, and rerun” approach, may be used to optimize the matching rules.
An analyst can use such an interface to see if there are terms that were inappropriately
matched.

FIGS. 9-12 are screenshots of an example metadata interface 900 for displaying
metadata information to a user. In some implementations, the results of the matching
process (e.g., matched outputs 422 of FIG. 4) can be incorporated into the interface 900.
As shown in FIG. 6, the interface 900 can provide a text-field 902 for searching the
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metadata repository. The terms may be further stored as hierarchical groups (e.g.,
“Business” 904) and child groups (e.g., “Baseline” 906).

FIG. 10 shows the interface 900 displaying details of a term “acceptance date”
1002 belonging to the “Baseline” 906 group. In some implementations, a user may right
click on the term “acceptance rate” 1002 and request to see relationships pertaining to the
term “acceptance rate” 1002.

FIG. 11 shows a diagrammatic representation 1102 of the matches to the Baseline
term “acceptance date” 1002. In some examples, information about the source of the
matches can also be displayed to the user.

Referring now to FIG. 12, in some implementations, a tabular view of the matches
may be available to the user. The interface 900 can be configured to display only
approved matches. A user may use the “approval workflow” tab 1202 to review matches
including pending and/or rejected matches for the terms.

The metadata processing approach described above can be implemented using
software for execution on a computer. In some implementations, the process may
automate the matching process for an unlimited number of dictionaries in a very short
run. For instance, the software forms procedures in one or more computer programs that
execute on one or more programmed or programmable computer systems (which may be
of various architectures such as distributed, client/server, or grid) each including at least
one processor, at least one data storage system (including volatile and non-volatile
memory and/or storage elements), at least one input device or port, and at least one
output device or port. The software may form one or more modules of a larger program,
for example, that provides other services related to the design and configuration of
dataflow graphs. The nodes and elements of the graph can be implemented as data
structures stored in a computer readable medium or other organized data conforming to a
data model stored in a data repository.

The software may be provided on a storage medium, such as a CD-ROM,
readable by a general or special purpose programmable computer or delivered (encoded
in a propagated signal) over a communication medium of a network to the computer
where it is executed. All of the functions may be performed on a special purpose

computer, or using special-purpose hardware, such as coprocessors. The software may
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be implemented in a distributed manner in which different parts of the computation
specified by the software are performed by different computers. Each such computer
program is preferably stored on or downloaded to a storage media or device (e.g., solid
state memory or media, or magnetic or optical media) readable by a general or special
purpose programmable computer, for configuring and operating the computer when the
storage media or device is read by the computer system to perform the procedures
described herein. The inventive system may also be considered to be implemented as a
computer-readable storage medium, configured with a computer program, where the
storage medium so configured causes a computer system to operate in a specific and
predefined manner to perform the functions described herein.

A number of embodiments of the invention have been described. Nevertheless, it
will be understood that various modifications may be made without departing from the
spirit and scope of the invention. For example, some of the steps described above may be
order independent, and thus can be performed in an order different from that described.

It is to be understood that the foregoing description is intended to illustrate and
not to limit the scope of the invention, which is defined by the scope of the appended
claims. For example, a number of the function steps described above may be performed
in a different order without substantially affecting overall processing. Other

embodiments are within the scope of the following claims.
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What 1s claimed is:

1. A method, including:

storing, in a data storage system, a specification for each of multiple sources, each
specification including information identifying one or more data elements of the

corresponding source; and

processing, in a data processing system coupled to the data storage system, data

elements from the sources, including

generating a set of rules for each source based on a corresponding one of the

stored specifications, and

matching data elements of different sources and determining a quality metric
characterizing a given match between a first data element of a first source and a second
data element of a second source according to the set of rules generated for the first source

and the set of rules generated for the second source.

2. The method of claim 1 wherein the set of rules for each source produces

one or more grades corresponding to the quality metric characterizing the given match.

3. The method of claim 2 further including providing explanatory

information corresponding to the one or more grades.

4. The method of claim 2 wherein the given match includes a match between
names corresponding to the first and second data elements respectively and the one or

more grades are based on the quality metric characterizing the given match.

5. The method of claim 2 wherein the given match includes a match between
descriptions corresponding to the first and second data elements respectively and the one

or more grades are based on the quality metric characterizing the given match.
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6. The method of claim 2 further including:

classifying terms appearing in the first and second data elements into one or more
classes;

assigning one or more class words for each of the terms in the first and second
data elements;

comparing the one or more class words corresponding to terms in the first and
second data elements respectively to generate the quality metric for the given match; and

assigning the one or more grades based on the quality metric characterizing the

given match.

7. The method of claim 1 wherein the quality metric characterizing the given

match includes a distance measure metric.

8. The method of claim 1 wherein a first grade is assigned to an output of a
first rule of the set of rules and a second grade is assigned to a second, different output of
a second rule of the set of rules, wherein the first grade indicates a better quality metric

characterizing the given match relative to the second grade.

9. The method of claim 1 wherein the set of rules are based on a similarity of

names appearing in the first and second data elements respectively.

10.  The method of claim 1 wherein the set of rules are based on a similarity of

descriptions appearing in the first and second data elements respectively.

11.  The method of claim 1 further including providing a user an ability to
provide input for generating one or more rules of the set of rules for quantifying a quality

of a match between the first data element and the second data element .

12. The method of claim 1 wherein each of the rules in the set of rules include

trigger inputs and outputs based on the trigger inputs.
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13. The method of claim 1 wherein each of the rules in the set of rules are read

sequentially until all trigger inputs of a given rule in the set of rules evaluate to true.

14.  The method of claim 1 wherein the quality metric characterizing the given
match is based on a measure of a number of times a word occurs in a term of the first or
second data element and the number of times a word occurs in a set of terms from the

first or second source.

15.  The method of claim 1 further including computing the quality metric
characterizing the given match by:

providing a first weight to terms that occur with a first frequency in the first or
second source; and

providing a second weight to terms that occur with a second frequency in the first
or second source, wherein a value of the first weight is less than a value of the second

weight.

16.  The method of claim 1 further including computing the quality metric
characterizing the given match by:

computing a first frequency of terms in the first source and a second frequency of
terms in the second source; and

producing the quality metric based on a product of numerical values of the first

and second frequencies.

17.  The method of claim 1 further including normalizing the quality metric to

range between predetermined limits.

18.  The method of claim 1 further including generating a set of terms from the
second source corresponding to a term in the first source and having predetermined

quality metrics characterizing the match between the term and each of the set of terms.
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19. The method of claim 18 wherein a number of terms in the set of terms is

specified by a user.

20. The method of claim 18 wherein the match between the term and each of

the set of terms is based on matching names appearing in the terms.

21. The method of claim 18 wherein the match between the term and each of

the set of terms is based on matching descriptions appearing in the terms.

22. A computer-readable medium storing a computer program, the computer

program including instructions for causing a computer to:

store a specification for each of multiple sources, each specification including

information identifying one or more data elements of the corresponding source;

generate a set of rules for each source based on a corresponding one of the stored

specifications; and

match data elements of different sources and determine a quality metric
characterizing a given match between a first data element of a first source and a second
data element of a second source according to the set of rules generated for the first source

and the set of rules generated for the second source.

23. A system, the system including:

a data storage system storing a specification for each of multiple sources, each
specification including information identifying one or more data elements of the

corresponding source; and
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a data processing system coupled to the data storage system configured to
generate a set of rules for each source based on a corresponding one of the stored
specifications, and match data elements of different sources and determine a quality
metric characterizing a given match between a first data element of a first source and a
second data element of a second source according to the set of rules generated for the first

source and the set of rules generated for the second source.

24. A system, the system including:

means for storing a specification for each of multiple sources, each specification
including information identifying one or more data elements of the corresponding source;

and
means for processing data elements from the sources, including

generating a set of rules for each source based on a corresponding one of the

stored specifications, and

matching data elements of different sources and determining a quality metric
characterizing a given match between a first data element of a first source and a second
data element of a second source according to the set of rules generated for the first source

and the set of rules generated for the second source.
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AMENDED CLAIMS
received by the International Bureau on 26 May 2011 (26.05.2011)

1. A method, including:

storing, in a data storage system, a specification for each of multiple sources, sach
specification including information identifying one or more data elements of the

corresponding source; and

processing, in a data processing system coupled to the data storage system, data

elements from the sources, including
generating a set of rules for the sources based on the stored specifications, and

matching data elements of different sources and ldetennining a quality metric
characterizing a given match between a first data elemeft of a first source and a second

data element of a second source according to the set of fules.

2. The method of claim 1 wherein the set of rules for each source produces

one or more grades corresponding to the quality metric characterizing the given match.

3. The method of ¢laim 2 further including[providing explanatory

information corresponding to the one or more grades.

4, The method of claim 2 wherein the given match includes a match between
names corresponding to the first and second data elements respectively and the one or
more grades are based on the quality metric charactexiz{ing the given match.

5. The method of claim 2 wherein the given match includes a match between
descriptions corresponding to the first and second data elements respectively and the one

or mote grades are based on the quality metric charactdrizing the given match.

6. The method of claim 2 further including:
classifying terms appearing in the first and secqnd data elements into one or more

classes;

26
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assigning one or mote class words for each of t}\E terms in the first and second
data elements;

comparing the one or more class words correspdnding to terms in the first and
second data elements respectively to generate the quality metric for the given match; and

assigning the one or more grades based on the glality metric characterizing the
given match.

7. The method of claim 1 wherein the quality metric characterizing the given

match includes a distance measure mettic.

8, The method of claim 1 wherein a first gqade is assigned to an output of a
first rule of the set of rules and a second grade is assigned to a second, different output of
a second rule of the set of rules, wherein the first grade indicates a better quality metric

characterizing the given match relative to the second gxade.

9. The method of claim 1 wherein the set of rules are based on a similarity of
names appearing in the first and second data elements tespectively.

10.  The method of claim 1 wherein the set df rules are based on a similarity of
descriptions appearing in the first and second data elements respectively.

11.  The method of claim 1 further including providing a user an ability to
provide input for generating one or more rules of the st of rules for quantifying a quality

of a match between the first data element and the secoxjd data element.

12. The method of claim 1 wherein each of lthc rules in the set of rules include

trigger inputs and outputs based on the trigger inputs.
13. The method of cla.im 1 wherein each of| !the rules in the set of rules are read

sequentially until all trigger inputs of a given rule in the set of rules evaluate to true.

27
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14, The method of claim | wherein the qualify metric characterizing the given
match is based on a measure of a number of times a woid occurs in a term of the first or
second data element and the number of times a word ocfurs in a set of terms from the

first or second source.

15.  The method of claim 1 further including computing the quality metric
characterizing the given match by:

proviglmg a first weight to terms that occur with|a first frequency in the first or
second source; and

providing a second weight to terms that occur with a second frequency in the first

or second source, wherein a value of the first weight is }css than a value of the second

weight.

16.  The method of claim 1 further including|computing the quality metric
characterizing the given match by:

computing a first frequency of terms in the first |source and a second frequency of
terms in the second source; and

producing the quality metric based on a product of numerical values of the first

and second frequencies.

17.  The method of ¢laim 1 further includinq normalizing the quality metric to

range between predetermined limits.

18.  The method of claim 1 further includinq generating a set of terms from the
second source corresponding to a term in the first sour¢e and having predetermined

quality metrics characterizing the match between the term and each of the set of terms.

19.  The method of claim 18 wherein a number of terms in the set of terms is

specified by a user.
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20.  The method of claim 1§ wherein the ;gaﬂch between the term and each of
the set of terms is based on matching names appearing in the terms.

21.  The method of claim 18 wherein the match between the term and each of

the set of terms is based on matching descriptions appedring in the terms.

22. A computer-readable medium storing a ¢omputer program, the computer

program including instructions for causing a computer fo:

store a specification for each of multiple sources, each specification including

information identifying one or more data elements of the corresponding source;
generate a set of rules for the sources based on the stored specifications; and

match data elements of different sources and determine a quality metric
characterizing a given match between a first data element of a first source and a second

data element of a second source according to the set of frules,

23. A system, the system including:

a data storage system storing a specification forleach of multiple sources, each
specification including information identifying one or thore data elements of the

corresponding source; and

a data processing system coupled to the data stdrage system configured to
generate a set of rules for the sources based on the stor¢d specifications, and match data
elements of different sources and determine a quality nfetric characterizing a given match
between a first data element of a first source and a secqnd data element of a second

source according to the set of rules.

24. A system, the system including:

means for storing a specification for each of mHiltiple sources, each specification
including information identifying one or more data elements of the corresponding source;

and
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means for processing data glements from the sources, including
generating a set of rules for the sources based orﬁ the stored specifications, and

matching data elements of different sources and|determining a quality metric
characterizing a given match between a first data elemeht of a first source and a second

data element of a second source according to the set of fules.

30
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