PCT WORLD INTELLECTUAL PROPERTY ORGANIZATION
International Bureau

INTERNATIONAL APPLICATION PUBLISHED UNDER THE PATENT COOPERATION TREATY (PCT)

(51) International Patent Classification 0 : (11) International Publication Number: WO 00/19291
GOGF , HO4L A2 . . :

(43) International Publication Date: 6 April 2000 (06.04.00)

(21) International Application Number: PCT/SE99/01697 | (81) Designated States: AE, AL, AM, AT, AU, AZ, BA, BB, BG,

BR, BY, CA, CH, CN, CR, CU, CZ, DE, DK, DM, EE,

(22) International Filing Date: 24 September 1999 (24.09.99) ES, FI, GB, GD, GE, GH, GM, HR, HU, ID, IL, IN, IS, JP,

KE, KG, KP, KR, KZ, LC, LK, LR, LS, LT, LU, LV, MD,

: MG, MK, MN, MW, MX, NO, NZ, PL, PT, RO, RU, SD,

(30) Priority Data: SE, SG, SI, SK, SL, TJ, TM, TR, TT, TZ, UA, UG, UZ,

09/162,744 29 September 1998 (29.09.98) US VN, YU, ZA, ZW, ARIPO patent (GH, GM, KE, LS, MW,

SD, SL, SZ, TZ, UG, ZW), Eurasian patent (AM, AZ, BY,
KG, KZ, MD, RU, TJ, TM), European patent (AT, BE, CH,
(71) Applicant: TELEFONAKTIEBOLAGET LM ERICSSON CY, DE, DK, ES, FI, FR, GB, GR, IE, IT, LU, MC, NL,
(publ) [SE/SE]; S—-126 25 Stockholm (SE). PT, SE), OAPI patent (BF, BJ, CF, CG, CI, CM, GA, GN,
: GW, ML, MR, NE, SN, TD, TG).

(72) Inventor: HUBINETTE, UIf;, Stekelvdgen 20, S-587 29
Link&ping (SE).

Published
(74) Agent: ERICSSON RADIO SYSTEMS AB; Common Patent Without international search report and to be republished
Dept., S-164 80 Stockholm (SE). upon receipt of that report.

(54) Title: METHOD AND SYSTEM FOR DISTRIBUTING SOFTWARE IN A NETWORK

(57) Abstract

A method and system of a computer network enables efficient and reliable software distribution by disbursing the responsibility for
loading software. A computer network (100) is composed of, for example, a central managing station (CMS) (110), multiple major network
elements (NEs) (130, 140, 150, 160, 170, 180), and possibly multiple subordinated NEs (S-NEs) (182, 184, 186) connected to major NEs.
The CMS and the NEs are preferably connected to a network, such as an X.25 network (120). The CMS includes a load manager (LM)
(210) and at least one software unit to be distributed to multiple NEs and/or S-NEs. Multiple NEs include a load agent (LA) (230, 240, 250,
260, 270, 280), which aids the .M with software distribution. At least one particular LA receives (432) instructions as well as the software
unit from the CMS under control of the LM and via the network. The particular LA is then responsible for loading (438) the software unit
onto other NEs, either fully or partially. The process of upgrading and/or installing software is therefore delegated and disbursed between
and among multiple NEs.




AL
AM
AT
AU
AZ
BA
BB
BE
BF
BG
BJ
BR
BY
CA
CF
CG
CH
CI

CN
Cu
Ccz
DE
DK
EE

Codes used to identify States party to the PCT on the front pages of pamphlets publishing international applications under the PCT.

Albania
Armenia
Austria
Australia
Azerbaijan
Bosnia and Herzegovina
Barbados
Belgium
Burkina Faso
Bulgaria

Benin

Brazil

Belarus

Canada

Central African Republic
Congo
Switzerland
Cote d’'Tvoire
Cameroon
China

Cuba

Czech Republic
Germany
Denmark
Estonia

ES
FI
FR
GA
GB
GE
GH
GN
GR
HU
IE
IL
IS
1T
JP
KE
KG
KP

KR
KZ
LC
LI

LK
LR

FOR THE PURPOSES OF INFORMATION ONLY

Spain

Finland

France

Gabon

United Kingdom
Georgia

Ghana

Guinea

Greece

Hungary

Treland

Israel

Iceland

Ttaly

Japan

Kenya

Kyrgyzstan
Democratic People’s
Republic of Korea
Republic of Korea
Kazakstan

Saint Lucia
Liechtenstein

Sri Lanka

Liberia

LS
LT
LU
LV
MC
MD
MG
MK

ML
MN
MR
Mw
MX
NE
NL
NO
NZ
PL
PT
RO
RU
SD
SE
SG

Lesotho

Lithuania
Luxembourg

Latvia

Monaco

Republic of Moldova
Madagascar

The former Yugoslav
Republic of Macedonia
Mali

Mongolia

Mauritania

Malawi

Mexico

Niger

Netherlands

Norway

New Zealand

Poland

Portugal

Romania

Russian Federation
Sudan

Sweden

Singapore

SI
SK
SN
Sz
TD
TG
TJ
™
TR
TT
UA
UG
us
Uz
VN
YU
YA

Slovenia

Slovakia

Senegal

Swaziland

Chad

Togo

Tajikistan
Turkmenistan
Turkey

Trinidad and Tobago
Ukraine

Uganda

United States of America
Uzbekistan

Viet Nam
Yugoslavia
Zimbabwe




10

15

20

25

30

WO 00/19291

PCT/SE99/01697

METHOD AND SYSTEM FOR DISTRIBUTING SOFTWARE IN A
NETWORK

BACKGROUND OF THE INVENTION

Technical Field of the Invention 4

The present invention relates in general to the field of networked computing
elements, and in particular, to efficient and partly autonomous distribution of software

in order to load (e.g., install or upgrade) software onto the individual elements of the

network.

Description of Related Art

Computer software is rapidly changing in today’s computing environment.
New programs are introduced and older programs are constantly improved. This leads
to an ability, and often arequirement in order to remain competitive, to frequently load
software onto a computing element. The software loading may include installation of
new software and/or upgrading of existing software. Originally, an operator
physically visited each computer to perform a software load.

When computers are networked, however, software may be loaded from a
central computer over the network to individual computing elements. Computing
equipment in network elements (NEs) of telecommunications networks are among
those computers that benefit from remote loading of software. In fact, remote loading
is considered a key factor for achieving better profitability when upgrading and
updating an existing installed base of NEs. Operators of telecommunications networks
benefit from remote software loading for, for example, their switches and base stations
(BSs). One exemplary benefit is faster introduction of new features into existing
networks, thus increasing the revenue of operators. Consequently, the providers of
network equipment and upgrade services experience a concomitant increase of
revenue.

When remote loading of software in switches, BSs, and other NEs is
performed, large files with the relevant software information (e.g., upgrade

information) are transferred from a remote site to each one of the NEs, which are often
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geographically distributed. The remote site uses data communication link(s) (either
physical or logical) to each of the NEs. During an upgrade process, for example, files
that contain software needed for the upgrade are distributed via the communication
link(s) from a local file store (FS) at the remote site. The files may be distributed to
multiple NEs, where the files may be stored in a local storage media (LSM) (e.g., an
Input Output Group (I0G), which is a version of the Ericsson AXE input/output part).

The time for starting the distribution is specified as well aé whether the
distribution is to be accomplished sequentially or in parallel (i.e., using one or several
physical connections). After the files have been transferred to the target NEs, the
remote site sends commands (e.g., a Man-Machine Language (MML) command) to
the relevant NEs instructing them to switch over to the new software. The remote site
may include an Operations Support System (OSS) that contains support for the remote
loading (e.g., support for effectuating file transfer and command handling).

While the above-described procedure may enable remote software file loading,
it nevertheless suffers from a lack of robustness. For example, remote loading often
entails transferring large amounts of data over low capacity links. Furthermore, all
contro] of the remote loading is centralized to one managing station (e.g., the OSS) as
well as the single link (or few links) between the centralized managing station (CMS)
and the targeted NEs. Consequently, the CMS as well as its link(s) become of critical
importance with respect to both transfer capacity and reliability during the loading
process. If either is jeopardized due to, for example, physical or logical damage or

capacity overloading, then the software distribution procedure is also jeopardized.

SUMMARY OF THE INVENTION

The deficiencies of the prior art are overcome by the method and system of the
present invention. For example, as heretofore unrecognized, it would be benéﬁcial if
software loading continues after a critical link between a CMS and the remainder of
the network is severed. In fact, it would be beneficial if software loading is disbursed
among the NEs of the network such that one NE (or multiple NEs) may provide to
another NE (or many other NEs) software and optionally thereafter cause the NE (or

many other NEs) to load the software.
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A method and system of a network enables efficient and reliable software
distribution based on, at least in part, disbursing the responsibility for the loading of
the software. A network includes, for example, a CMS and multiple NEs. The CMS
and multiple NEs may be directly connected to a single level of a network hierarchy.
According to one embodiment of the invention, the CMS transfers to at least one NE
instructions for loading software and the software to be loaded. The at least one NE
may subsequently provide both the software and the commands for loading the
software to other NEs. The time that is required to complete the loading process for
the entire network may therefore be minimized.

According to another embodiment, the CMS includes a load manager (LM)
that controls the loading of software (e.g., the installing of new software, the
upgrading of preexisting software, etc.) throughout either a portion of the network or
throughout the entire network. Each NE further includes a load agent (LA) that
receives software and instructions from the LM. Such NEs may be termed primary
NEs when they receive software directly from the CMS. The LAs of the primary NEs
may then implement the instructions and control the loading of software onto other
NEs (e.g., secondary NEs) via their respective LAs. The secondary NEs may
correspondingly then load software onto tertiary NEs as well as any subordinated NEs
(S-NEs) that are directly connected to the tertiary NEs. The distribution procedure
may proceed through as many phases as planned by the CMS.

According to yet another embodiment, the network also includes multiple S-
NEs. A single or a group of S-NE(s) may be directly connected to an NE on a
subordinate level of the network hierarchy. Each NE may load software onto the S-
NE(s) directly connected thereto based on instructions therein or received from the
CMS. The loading of software onto the S-NE(s) of a particular NE may be performed
prior to, simultaneously with, or after the particular NE updates other NEs.

According to yet another embodiment, the LM sends to the LA of a target NE,
in addition to the software to be loaded (and optionally files with instructions for
loading the software), an assignment or assignments for wholly or partially loading
software onto other NEs. The assignment(s) specify a number of loading options.

These options include, for example, (1) address(es) of secondary, tertiary, etc. target
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NEs, (2) scheduled times for loading and activating the software, and (3) description(s)
of which parts of received software are to be forwarded to other NEs or S-NEs.

An important technical advantage of the present invention is that it enables
reliable and efficient software distribution by replicating software-loading points of
origin.

Another important technical advantage of the present invention is that it
enables reliable and efficient software distribution by multiplying software loading
transmission links.

Yet another important technical advantage of the present invention is that it
provides LAs in NEs that relieve a centrally-located LM from at least some software
loading responsibilities and that are prepared to respond to network failures.

Yet another important technical advantage of the present invention is the
ability to provide simple or detailed assignment(s) to NEs in one phase of the
distribution for use in the next phase of the distribution and optionally for perpetuating
the distribution.

The above-described and other features of the present invention are explained
in detail hereinafter with reference to the illustrative examples shown in the
accompanying drawings. Those skilled in the art will appreciate that the described
embodiments are provided for purposes of illustration and understanding and that

numerous equivalent embodiments are contemplated herein.

BRIEF DESCRIPTION OF THE DRAWINGS

A more complete understanding of the method and system of the present
invention may be had by reference to the following detailed description when taken
in conjunction with the accompanying drawings wherein:

FIGURE 1A illustrates a conventional network software loading procedure;

FIGURE 1B illustrates a network software distribution and loading procedure
in accordance with one embodiment of the present invention;

FIGURE 2 illustrates a telecommunications network in accordance with

another embodiment of the present invention,
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FIGURE 3 illustrates information related to software distribution in accordance
with the present invention;

FIGURE 4A illustrates a method in flowchart form for distributing software
in accordance with one aspect of the present invention;

FIGURE 4B illustrates a method in flowchart form for distributing software
in accordance with another aspect of the present invention; and

FIGURE 4C illustrates a method in flowchart form for distributing software

in accordance with yet another aspect of the present invention.

DETAILED DESCRIPTION OF THE DRAWINGS

A preferred embodiment of the present invention and its advantages are best
understood by referring to FIGURES 1-4C of the drawings, like numerals being used
for like and corresponding parts of the various drawings.

The principles of the present invention are applicable to networks in general.
However, and without limitation, certain aspects of the present invention are described
in the context of a telecommunications system. For example, the wired portion (e.g.,
Mobile Services Switching Centers (MSCs), BSs, etc.) of a wireless network system
are referred to in an exemplary embodiment. More specifically, aspects of the
Personal Digital Cellular System (PDC) of Japan (RCR STD-27F) (formerly called the
Japanese Digital Cellular System (JDC)) will be used to describe embodiments of the
present invention.

Referring now to FIGURE 1A, a conventional network software loading
procedure is illustrated. A telecommunications network 1 is shown with a CMS node
10 connected to anetwork 20 via a communication link 15. Four NE nodes 30, 40, 50,
and 60 are also connected to the network 20 via communication links 35, 45, 55, and
65, respectively. When software is to be loaded onto the NE nodes 30, 40, SO,Vand 60
from the CMS node 10, the CMS node 10 transmits the software over the
communication link 15 to the network 20 and then over the communication links 35,
45, 55, and 65 to the NE nodes 30, 40, 50, and 60, respectively. Each transmission is
indicated by a line. A zigzag line, a dashed-dotted line, a dotted line, and a dashed line

represent the transmission to each of the NE nodes 30, 40, 50, and 60, respectively.
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Notably, each software loading is controlled by the CMS node 10 and is transmitted
over the single critical communication link 15.

The present invention advantageously disburses the software loading
responsibilities so as (i) to reduce the impact of a failure of either the CMS node or the
communication link that links the CMS node to the network and (ii) to minimize the
total duration of the software loading procedure. Referring now to FIGURE 1B, a
network software distribution and. loading procedure in accordance with one
embodiment of the present invention is illustrated. An exemplary telecommunications
network 100 is shown with a CMS node 110 connected to a network 120 via a
communication link 115. Four NE nodes 130, 140, 150, and 160 are also connected
to the network 120 via communication links 135, 145, 155, and 165, respectively.
When software is to be loaded onto the NE nodes 130, 140, 150, and 160 from the
CMS node 110, the CMS node 110 employs the principles of the present invention to
disburse the software distribution responsibilities. In accordance with the present
invention, an LM at the CMS node 110 and LAs at each of the NE nodes 130, 140,
150, and 160 are illustrated; both will be explained in further detail below. Although
only four NE nodes are illustrated for the sake of clarity, many additional nodes may
be included as part of the telecommunications network 100.

Each transmission of the software to be loaded and the accompanying
instructions (if any) is indicated by a line. A zigzag line, a dashed-dotted line, a dotted
line, and a dashed line represent the transmission(s) to each of the NE nodes 130, 140,
150, and 160, respectively. The CMS node 110 transmits the software and a first
assignment, which includes instructions for further loading to other NE nodes, to the
NE node 160 over the communication link 115 to the network 120 and then over the
communication link 165 to the NE node 160. This transmission is represented by the
dashed line. The NE node 160 interprets the first assignment and then implements the
corresponding instructions.

First, the NE node 160, in response to the first assignment, transmits the
software to be loaded to the NE node 150 over the communication link 165 to the
network 120 and then over the communication link 155 to the NE node 150. This

transmission is represented by the dotted line. Second, the NE node 160 transmits the
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software to be loaded and a second assignment (with different nstructions) to the NE
node 140 over the communication link 165 to the network 120 and then over the
communication link 145 to the NE node 140. This transmission is represented by the
dashed-dotted line. Third, the NE node 140 interprets the second assignment and then
implements the corresponding instructions. The NE node 140, in response to the
second assignment, transmits the software to be loaded to the NE node 130 over the
communication link 145 to the network 120 and then over the communication link 135
to the NE node 130. This transmission is represented by the zigzag line. In the
example described above, the NE node 160 is a primary target because it receives the
software directly from the CMS node 110. Consequently, the NE nodes 140 and 150
are secondary targets, and the NE node 130 is a tertiary target.

It should be noted that the CMS node 110 may, for example, alternatively
transmit the software for loading (as well as optionally an assignment) to second, third,
etc. nodes in addition to the NE node 160. It should also be noted that the software
loading may occur in any order, for the present invention is not limited to the order in
which the loading is described above. For example, total network loading time may
be reduced as compared to the order described above by instructing the NE node 160
(e.g., inthe first assignment) to transmit the software and second assignment to the NE
node 140 prior to transmitting the software to the NE node 150. As a result, the NE
nodes 160 and 140 may cause the loading of software onto the NE nodes 150 and 130,
respectively, to occur simultaneously. Furthermore, as is explained further below,
instructions regarding commands to activate the recently-loaded software may also be
sent to and implemented by the NE nodes. Notably, software loading of multiple NE
nodes in accordance with the present invention may occur simultaneously and without
relying on a single critical node or communication link that may fail.

Referring now to FIGURE 2, a telecommunications network in accordance
with another embodiment of the present invention is illustrated. In the exemplary
telecommunications network 100, two additional NE nodes, NE nodes 170 and 180,
are connected via communication links 175 and 185, respectively, to the network 120
at one hierarchical level of the telecommunications network 100. Also, an S-NE node

172 is connected to the NE node 170 via communication link 173, and S-NE nodes
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182, 184, and 186 are connected to the NE node 180 via communication links 183,
185, and 187, respectively, at a subordinate hierarchical level of the
telecommunications network 100. It should be understood that one or more of the S-
NE nodes may also be directly connected to the X.25 network instead of being
connected through an NE node.

In the exemplary telecommunications network 100, network 120 is shown to
be an exemplary X.25 network, which is governed by known protocols. The X.25
network may be either public orprivdte. Virtual Circuits (VCs) (e.g., Switched Virtual
Circuits (SVCs) and/or Permanent Virtual Circuits (PVCs)) in the X.25 network may
be established from any NE node to any other NE node and from the CMS node 110
to any NE node. The CMS node 110 may be, for example, an OSS. The NE nodes
130, 140, 150, 160, 170, and 180 may be, for example, an MSC while the S-NE nodes
172, 182, 184, and 186 may be, for example, small BSs.  The CMS node 110
includes an FS 215 and each NE node (130, 140, 150, 160, 170, and 180) includes an
LSM (235,245,255, 265,275, and 285, respectively). The FS 215 and the LSMs may
be composed of volatile working memory (e.g., RAM) and/or nonvolatile storage
memory (e.g., a Redundant Array of Independent Disks (RAID)). Software (and
related data) to be distributed across the telecommunications network 100 and loaded
into the NE nodes is stored within the FS 215. The software may be, for example, an
entire suite of programs, a single program, a module, a subroutine, etc.

Applications in accordance with the present invention are included in various
nodes of the telecommunications network 100. An LM 210 application is located at
the CMS node 110. An LA (230, 240, 250, 260, 270, and 280) application is located
at each of the NE nodes (130, 140, 150, 160, 170, and 180, respectively). Each
application may be software, firmware, hardware, etc. or some combination thereof.
Also, each application may be stored in either (or both of) a volatile or nonvolatile
portion of the node's memory. The LAs may be initially downloaded via the network

120 to the NE nodes and installed under control of the CMS node 110 (e.g., using the

LM 210).

Referring now to FIGURE 3, information related to software distribution in

accordance with the present invention is illustrated. The information is denoted
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generally by element number 300 and its associated bracket. The element number 310
and its associated bracket jointly pertain to software-loading related file or files 310.
As part of the software-loading related file(s) 310, software 315 represents the
software which is to be distributed (e.g, transmitted and loaded) throughout all or a
part of the network 100. Also included is one or more load script(s)/load module(s)
320. Load scripts refer to a series or set of instructions which dictate how the software
1s to be loaded. Load modules, on th¢ other hand, refer to an executable file that may
be executed in order to load the software 315. The term "load files" is a general term
encompassing at least load script(s) and load module(s). However, load scripts is used
herein for brevity and clarity, without limitation. The software 315 and the load
script(s) 320 are located in the FS 215 of the CMS node 110 (hereinafter CMS 110)
of the network 100. The CMS 110 may therefore transmit the software 315 and the
load script(s) 320 via the communication link 115 and under the control of the LM
210.

With continuing reference to FIGURE 3, element number 330 and its
associated bracket jointly pertain to one or more assignment(s) that may be sent over
the network 100 in order to distribute software. When an NE node (hereinafter NE)
receives an assignment or assignments 330, the NE carries out the assignment(s) 330
by causing software to be loaded onto other NEs as specified by the assignment(s)
330. The task of loading software across the network 100 may thereby be disbursed
to one or more NEs across the network 100. The assignment(s) 330 may include
instructions specifying software and/or software parts 335. The instructions that
specify the software and/or software parts 335 indicate which software or portions of
software of the software 315 should be transmitted to other NEs.

As explained above, while the software-loading related files 310 are sent from
the CMS 110 using fhe network 120 to a particular NE for loading software onto that
NE, the assignment(s) 330 are sent to that particular NE in order that that particular
NE may subsequently cause other NEs to load all or portions of the software 315. The
assignment(s) 330 specify how the software-loading responsibilities are to be
disbursed throughout the network 100. The instructions specifying software and/or

software parts 335, therefore, specify which portions of (including all of) the software



10

15

20

25

30

WO 00/19291 PCT/SE99/01697

-10-

315 are to be distributed in a second distribution phase to secondary NEs from the
primary NEs, which received the software-loading related files 310 and the
assignment(s) 330 directly from the CMS 110 in a first distribution phase.

An example is used to illuminate the principles of the present invention in
conjunction with the following description of the accompanying drawings. It should
be understood that the example that follows is not to be considered as limiting the
present invention. As explained above, a primary NE is any NE whose software is
updated directly under the control, guidance, or instructions of the CMS 110. A
secondary NE is any NE whose software is loaded under the direct control, guidance,
or instructions of a primary NE. A tertiary NE, therefore, is any NE whose software
is loaded under the direct control, guidance, or instructions of a secondary NE.

In this example, the CMS 110 transmits software, etc. to primary NEs 130,
160, and 180 in a first phase of a software distribution. The "etc." aspect of the
transmissions represents various components of the software-loading related files 310
and/or the assignment(s) 330 as will be explained in greater detail hereinbelow with
respect to individual distributions. The primary NE 160 transmits software, etc. to the
secondary NE 150 in a second phase of the distribution. Also in the second phase of
the distribution, the primary NE 180 transmits software, etc. to secondary NEs 140 and
170 and to the S-NEs 182 and 184. In a third phase of the distribution, the secondary
NE 170 transmits software, etc. to the S-NE 172. Furthermore, the software 315, in
this exemplary software distribution, includes parts A and B. No tertiary, etc. NEs are
included in this example, but many more distribution phases are possible as will be
apparent to one skilled in the art after reading and understanding the principles of the
present invention.

The assignment(s) 330 (of FIGURE 3) may also include addresses of target
elements 340. The addresses of the network 120, and therefore the addresses specified
in the addresses of target elements 340, may be X.25 network addresses, for example.
The addresses of target elements 340 specify which NEs and possibly S-NEs are to be
the target of the software-loading procedure. For example, when the CMS 110 in
accordance with the current example transmits the software-loading related files 310

and the assignment(s) 330 to the NE 180, the addresses of target elements 340 may
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include the address of the NE 140 and the NE 170 because these are to be secondary
targets of the NE 180. Furthermore, the addresses of target elements 340 may include
addresses of S-NEs 182 and 184 because these S-NEs are to be targets of the software-
loading procedure as well in the current example. Furthermore, the S-NEs 182 and
184 may only be receiving Part B of the software 315 in accordance with the
data/instructions of the instructions specifying software and/or software parts 335.

The assignment(s) 330 may also include scheduling information 345. The
scheduling information 345 includes timing parameters with respect to both (1)
distribution or distributions and (ii) commands to switch from prior software to
recently-distributed software 315 (e.g., to activate the recently-distributed software
315). Continuing with the current example, the distribution timing aspect of the
scheduling information 345 may specify that the NE 180 is to transmit the software-
loaded related files 310 to the NE 170 and the NE 140 at 2:00 a.m. of a given day.
The command(s) to switch aspect of the scheduling information 345 may further
specify that the NE 180 is to issue a command to the NE 170 and the NE 140 at 3:00
a.m. on the following day, for example, at which time the NE 170 and the NE 140
switch from the prior software to the software received at 2:00 a.m. of the preceding
day. It should be understood that commands are not necessary in all embodiments of
the present invention because, for example, instructions to activate the software 315
may be included, for example, in the load script(s) 320.

The assignment(s) 330 may also include provisions for responding to unusual
circumstances in the form of preplanned responses to exceptional circumstances 350.
Continuing with the current example, the preplanned responses to exceptional
circumstances 350 may include, for example, provisions on how the NE 180 is to
respond 1n the event that the NE 170 cannot be contacted. If the NE 170 does not
affirmatively respond by acknowledging reception of the software-loading related files
310 from the NE 180, the NE 180 may (in accordance with the preplanned responses
to exceptional circumstances 350) attempt to retransmit the software-loading related
file(s) 310 on a succeeding day and/or for a predetermined number of attempts.
Additionally, the preplanned responses to exceptional circumstances 350 may instruct

the NE 180 on what to do in the event that the NE 140 malfunctions after switching
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to the recently-received new software 315. If the NE 140 crashes or otherwise
malfunctions after activating the software 315, the NE 180 may be required to instruct
or command the NE 140 to return to the prior version of the software (or merely cease
using the new software 315 if the software 315 is a new module and not merely an
update or replacement for an old module).

Referring now to FIGURE 4A, a method in flowchart form for distributing
software in accordance with one aspect of the present invention is illustrated. The
flowchart 410 is directed towards aspects of software distribution related to the CMS
110. Initially, the CMS 110 analyses the entire network 100 or a part or relevant
portion thereof and determines the software loading requirements (step 412). The
CMS 110 determines, in part, which portions of the software 315 should be distributed
to which of the nodes in the network 100 (e.g., only Part B of the software 315 is
transmitted to the S-NEs 182 and 184 in the current example).

The CMS 110 may optionally plan the schedule of software distributing so as
to minimize the total update time for the network 100 (step 414). For instance,
network nodes with similar software may be upgraded as a group. The upgrading of
network nodes as a group, in this context, implies that a first network node with a
particular software configuration upgrades a second network node with an equivalent
or identical software configuration. In another exemplary instance, the network 100
may be divided into segments or areas. Each segment or area may then be analyzed

individually, and the efficiency of the software loading procedure may be maximized

individually therein. As yet another exemplary instance, the software loading

procedure may be designed such that each NE updates another NE during each_phase
of the software distribution. In other words, the CMS 110 may load software onto a
first NE in the first phase. In a second phase, the first NE causes software to be loaded
onto a second NE. In a third phase, each of the first and second NEs causes sroftware
to be loaded onto a third and a fourth NE, respectively. In a fourth phase, each of the
first, second, third, and fourth NEs causes software to be loaded onto a fifth, a sixth,
a seventh, and an eighth NE, respectively. As a result, the number of network nodes
in which software is being loaded doubles in each phase. Consequently, in the final

phase, half of the network nodes (that are to have software loaded) will be loading
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software simultaneously. (The CMS node may also be causing software to be loaded
in each of the phases thereby potentially shortening the software loading procedure.)
Continuing now with FIGURE 4A, the CMS 110 formulates one or more
assignments (step 416). Each assignment may be formulated in accordance with the
assignment(s) 330 bracket of FIGURE 3. The CMS 110 then transmits the software
315, the software load script(s) (and/or load modules) 320, and one or more
assignment(s) 330 to the primary NEs (step 418). In the current example, these
primary NEs correspond to the NEé 130, 160, and 180. The CMS 110 retrieves the
software-loading related files 310 and possibly the assignment(s) 330 from the FS 215
(e.g., or they may be formulated in real time) under the control of the LM 210. The
LM 210 then transmits the selected portion(s) of (or the entirety of) the elements
encompassed by the element number 300 and its associated bracket along the
communication link 115 to the X.25 network 120 and then along the communication
links 135, 165, and 185 to the NE 130, the NE 160, and the NE 180, respectively.
Referring now to FIGURE 4B, a method in flowchart form for distributing
software in accordance with another aspect of the present invention is illustrated. The
flowchart 430 is directed towards aspects of software distribution related to the
reception and implementation of software, other information, and instructions from the
CMS 110 at the primary NEs. The primary NEs receive the software 315, the software
load script(s) 320, and the assignment(s) 330 from the CMS 110 via their respective
LA (step 432). In the current example, the NE 130, the NE 160, and the NE 180
receive the software-distributing information collectively (e.g., all or a portion of the
element number 300 of FIGURE 3) at the LA 230, the LA 260, and the LA 280,
respectively, using the network 120 and the pertinent communication links. The
software 315 and the load script(s) 320 are then stored for each respective NE (step
434). According to the current example, the NE 130, the NE 160, and the VNE 180
store the software-loading related files 310 at the LSM 235, the LSM 265, and the
LSM 285, respectively. Alternatively, each NE may (e.g., if so instructed)
immediately implement the load script(s) and/or load module(s) 320 and therefore

immediately load the software 315 (and possibly switch thereto, if so instructed).
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The primary NEs analyze their respective received assignment(s) 330 (step
436). Inresponse to the analysis of the assignment(s) 330, the primary NEs transmit
the software 315 (or portion thereof), the load script(s) 320, and the assignment(s) 330
to the secondary NEs (step 438). The assignment(s) 330 transmitted from the primary
NEs to the secondary NEs may be determined from the analysis as well. In the current
example, the primary NE 160 performs this step with respect to the secondary NE 150,
and the primary NE 180 performs this step with respect to the secondary NEs 140 and
170. The distribution procedure may alternatively or simultaneously continue with the
method of FIGURE 4C, as will be described fully hereinbelow.

The primary NEs may also transmit all or a portion of the software 315 and the
loading script(s)/module(s) 320 to one or more of their respective S-NEs (as possibly
instructed by the received assignment(s) 330) (step 440). In the current example, the
primary NE 180 performs this step with respect to the S-NEs 182 and 184. The
primary NEs may also optionally transmit one or more commands to their respective
secondary target NEs and/or their respective S-NEs (step 442). The commands may
activate loading script(s)/module(s) 320 in order to load (e.g., install and/or upgrade
to or switch to) the recently-received software 315. It should be understood that the
loading of the software may be executed automatically in response to instructions in,
for example, the loading script(s)/module(s) 320 either immediately or shortly after
reception or at a scheduled time thereafter. In the current example, the primary NEs
160 and 180 may issue commands to their secondary targets to initiate the software
switch.

FIGURE 4C illustrates a method in flowchart form for distributing software
in accordance with yet another aspect of the present invention. The flowchart 460 is
directed towards aspects of software distribution related to the reception and
implementation of software, other information, and instructions from the prirﬁary NEs
at the secondary NEs. The secondary NEs receive the software 315, the software load
script(s) 320, and the assignment(s) 330 from the primary NEs (e.g., from the
respective LAs of the primary NEs) via their respective LAs (step 462). In the current
example, the NE 140, the NE 150, and the NE 170 receive from the NE 180, the NE
160, and the NE 180, respectively. No assignment(s) 330 is received at a particular
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secondary NE, for example, if the particular secondary NE will not be coordinating
(e.g., controlling, guiding, or instructing) the loading of software for another NE
(subordinated or otherwise).

The received software 315 and loading script(s)/module(s) 320 may be stored
in memory at the secondary NEs (step 464). In the current example, the NE 140, the
NE 150, and the NE 170 may store the received information in the LSM 245, the LSM
255, and the LSM 275, respectively. The secondary NEs then analyze the received
assignment(s) 330 (step 466). After the analysis, the secondary NEs transmit the
software 315, the loading script(s)/module(s) 320, and the assignment(s) 330 to the
tertiary NEs (step 468). In the current example, no NEs are tertiary NEs and this step
may be unperformed. Any NE that, for example, the secondary NE 150 were to cause
software to be loaded onto would be a tertiary NE. It should be noted that software
may be distributed over more than three phases by extending the flowcharts 430 and
460 for instances in which tertiary NEs have target NEs (subordinated or otherwise).

The secondary NEs may also transmit all or a portion of the software 315 and
the loading script(s)/module(s) 320 to one or more of their respective S-NEs (as
possibly instructed by the received assignment(s) 330) (step 470). In the current
example, the secondary NE 170 performs this step with respect to the S-NE 172. The
secondary NEs may also optionally transmit one or more commands to their respective
tertiary target NEs and/or their respective S-NEs (step 472). The commands may
activate the loading script(s)/module(s) 320 in order to load (e.g., install and/or
upgrade to or switch to) the recently-received software 315. It should be understood
that the loading of the software may be executed automatically in response to
instructions in, for example, the loading script(s)/module(s) 320 either immediately
or shortly after reception or at a scheduled time thereafter. In the current example, the
secondary NE 170 may issue commands to its secondary target, the S-NE 172, to
initiate the software switch.

It should be noted that such initiation commands may also emanate from the
CMS 110. The commands may be directed towards, for example, either only the
primary targets or the entire network 100 (or at least the portion thereof that is affected

by the software distribution procedure). Also, it should be understood that the steps

PCT/SE99/01697
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of the flowcharts 410, 430, and 460 may be performed in orders other than that
described herein. For instance, under the current example, the primary NE 180 may
perform step 440 prior to performing step 438.

Although preferred embodiment(s) of the method and system of the present
invention have been illustrated in the accompanying Drawings and described in the
foregoing Detailed Description, it will be understood that the present invention is not
limited to the embodiment(s) disclosed, but is capable of numerous rearrangements,
modifications, and substitutions without departing from the spirit and scope of the

present invention as set forth and defined by the following claims.
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WHAT IS CLAIMED IS:

1. Amethod for efficiently and reliably distributing software in a network,

comprising the steps of:

transmitting a first message from a first network element to a second
network element;

transmitting a second message from said second network element to a
third network element, said second message transmitted in response to said first
message, and said second message including software; and

loading at least a portion of said software onto said third network

element.

2. The method according to Claim 1, wherein:
said network is a telecommunications network; and
said first network element is an operations support system element and
at least one of said second network element and said third network element is a mobile

services switching center element.

3. The method according to Claim 1, wherein said second network
element and said third network element are both connected to a single hierarchical

level of said network.

4, The method according to Claim 1, wherein said step of loading at least
a portion of said software onto said third network element further comprises at least
one of the steps of installing a new module with said software and upgrading an

existing module with said software.

5. The method according to Claim 1, further comprising the steps of:
analyzing at least a portion of said network;
determining software-loading needs of said at least a portion of said

network; and

PCT/SE99/01697
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planning a distribution schedule of said software to reduce a total

update time for said at least a portion of said network.

6. The method according to.Claim 1, wherein said first message Comprises
said software and at least one instruction related to software distribution, said software

distribution pertaining to at least one of software transmission and software loading.

7. The method according to Claim 6, wherein said at least one instruction

related to software distribution includes an address of said third network element.

8. The method according to Claim 6, wherein said at least one instruction
related to software distribution includes at least one direction for responding to an

extraordinary circumstance.

9. The method according to Claim 6, wherein said at least one instruction
related to software distribution includes a time for executing said step of transmitting

a second message from said second network element to a third network element.

10.  The method according to Claim 1, wherein said step of loading at least
a portion of said software onto said third network element occurs in response to a
command transmitted over said network by at least one of said first network element

and said second network element.

11. The method according to Claim 1, wherein said second message
comprises at least one instruction related to software distribution, said software

distribution pertaining to at least one of software transmission and software loading.

12, The method according to Claim 1, further comprising the step of:
transmitting a third message from said third network element to a fourth
network element, said third message transmitted in response to said second message,

and said third message including at least a portion of said software;
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wherein said second, third, and forth network elements are all

connected to one hierarchical level of said network.

13. The method according to Claim 1, further comprising the steps of:

transmitting a third message from said second network element to a
fourth network element, said third message transmitted in response to said first
message, and said third message including at least a portion of said software or a
different software;

loading said at least a portion of said software or said different software
onto said fourth network element; and

wherein said second and third network elements are both connected to
one hierarchical level of said network while said fourth network element is not directly

connected to said one hierarchical level of said network.

14. The method according to Claim 1, further comprising the step of:
loading at least a portion of software received in said first message onto

said second network element in response to said first message.

15. A method for efficiently and reliably distributing software in a

communications network, comprising the steps of:

transmitting a first message from a first network element to a second
network element, said second network element connected by a single sub-network of
the communications network to said first network element, and said first message
including software; |

transmitting a second message from said second network element to a
third network element, said third network element connected by a single sub-nétwork
of the communications network to said first and second network elements, said second
message transmitted in response to said first message, and said second message
including at least a portion of said software; and

loading said at least a portion of said software onto said third network

element based, at least in part, on information included within said second message.
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16. Themethod according to Claim 15, wherein said first message includes
information selected from the group comprised of files for loading said software,
instructions for specifying one or more portions of said software, and schedules for

timing software distribution or software activation.

17.. Asystem for efficiently and reliably distributing software in a network,
comprising:

a first network elerhent, said first network element capable of
transmitting a first message from said first network element to a second network
element;

said first network element, said second network element, and a third
network element in communication via a common sub-set of said network;

said second network element adapted to receive said first message from

said first network element and transmit a second message to said third network

“element, said second message transmitted in response to said first message, and said

second message including software; and
wherein said third network element loads at least a portion of said

software received as part of said second message.

18. The system according to Claim 17, wherein:
said network is a telecommunications network; and
said first network element is an operations support system network
element and at least one of said second network element and said third network

element is a mobile services switching center network element.

19.  The system according to Claim 17, wherein the loading of said at least
a portion of said software by said third network element further comprises installing

anew module with said software or upgrading an existing module with said software.

20.  The system according to Claim 17, wherein said first network element

is further capable of:
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analyzing at least a portion of said network;

determining software-loading needs of said at least a portion of said
network; and

planning a distribution schedule of said software to reduce a total

update time for said at least a portion of said network.

21.  The system according to Claim 17, wherein said first message
comprises said software and at least one instruction related to software distribution,
said software distribution pertaining to at least one of software transmission and

software loading.

22. The system according to Claim 21, wherein said at least one instruction

related to said software distribution includes an address of said third network element.

23. The system according to Claim 21, wherein said at least one instruction
related to said software distribution includes at least one direction for responding to

an extraordinary circumstance.

24.  Thesystem according to Claim 21, wherein said at least one instruction
related to said software distribution includes a time for said second network element

to transmit said second message to said third network element.

25.  The system according to Claim 17, wherein the loading of said at least
a portion of said software by said third network element occurs in response to a
command transmitted over said common sub-set of said network by at least one of said

first network element and said second network element.

26.  The system according to Claim 17, wherein said second message
comprises at least one instruction related to software distribution, said software

distribution pertaining to at least one of software transmission and software loading.
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27.  The system according to Claim 26, wherein:
said third network element is adapted to transmit a third message to a
fourth network element, said third message transmitted in response to said at least one
instruction related to software distribution, and said third message including at least
a portion of said software; and
wherein said first, second, third, and forth network elements are in

communication via said common sub-set of said network.

28. The system according to Claim 17, wherein:

said second network element is further adapted to transmit a third
message to a fourth network element, said third message transmitted in response to
said first message, and said third message including at least a portion of said software
or a different software; and

said fourth network element loads said at least a portion of said
software or said different software, said fourth network element not being in direct
communication with said first network element via said common sub-set of said

network.

29.  The system according to Claim 17, wherein said second network
element loads at least a portion of software received in said first message onto said
second network element in response to said first message, said first message being

received from said first network element via said common sub-set of said network.

30.  The system according to Claim 17, wherein:
said first network element comprises a file store and a load manager;
and |
said second and third network elements each comprise a local storage

media and a load agent.



WO 00/19291 PCT/SE99/01697

1/6
10 !
s 5
CMS
<
NN 30
RS 15 /
LN 35 40
AN
20 \' — 0 L
/ T N
/
// . ]
55
60 // 65 /50
N\ ¢
NE
NE
FIG. 1A

100

FIG. 1B



WO 00/19291 PCT/SE99/01697

2/6

100

215,£§J CMS
IL_M\210 130\ /230
Ne A
285 280
N\ 4 [LSM|
LSM (LA \235 140
180—{ NE 4
187%85 183 120 NE

S-NE| |S-NE| |S—-NE 175
\\186 \184 \182

250
170 £
N\ [LA |LA]
4 o NE NE
L NE N LSM LSM
=Y 173 \172 2657 [ 2557
\275 150

FIG. 2



WO 00/19291

3/6

315
S

SOFTWARE

320
L

LOAD SCRIPTS / LOAD MODULES

335
S

INSTRUCTIONS SPECIFYING
SOFTWARE AND/OR SOFTWARE PARTS

340
L

ADDRESSES OF TARGET ELEMENTS
» TARGET NES
* TARGET S—NES

34
345

SCHEDULING

« DISTRIBUTION(S)
« COMMANDS TO 'SWITCH

350
4

PRE-PLANNED RESPONSES TO
EXCEPTIONAL CIRCUMSTANCES

FIG. 3

PCT/SE99/01697




WO 00/19291 PCT/SE99/01697

4/6

410

412
S

ANALYZE TOTAL NETWORK &
SOFTWARE LOADING NEEDS

414

w 4

PLAN SCHEDULE OF SOFTWARE
LOADING TO MINIMIZE
TOTAL _UPDATE TIME

| P
FORMULATE ASSIGNMENT(S)

416

418

| /~
TRANSMIT SOFTWARE, LOADING

SCRIPT(S), & ASSIGNMENT(S) TO
PRIMARY NEs

FIG. 44



WO 00/19291

430

5/6

4
/32

RECEIVE SOFTWARE, LOADING

SCRIPT(S), & ASSIGNMENT(S) AT
PRIMARY NEs

434

| /~

STORE SOFTWARE AND LOADING
SCRIPT(S)

‘ - 436

ANALYZE ASSIGNMENT(S)

- 438

TRANSMIT SOFTWARE, LOADING

SCRIPT(S), & ASSIGNMENT(S) TO
SECONDARY NEs

| 440

TRANSMIT SOFTWARE & LOADING
SCRIPT(S) TO S-NEs

442
yd

TRANSMIT COMMANDS TO ACTIVATE

LOADING SCRIPTS TO LOAD AND/OR
SWITCH TO NEW SOFTWARE

FIG. 4B

PCT/SE99/01697



WO 00/19291

460

6/6

46
/ 2

RECEIVE SOFTWARE, LOADING

SCRIPT(S), & ASSIGNMENT(S) AT
SECONDARY NEs

| 464

STORE SOFTWARE AND LOADING
SCRIPT(S)

| e 466

ANALYZE ASSIGNMENT(S)

468

‘ 4

TRANSMIT SOFTWARE, LOADING

SCRIPT(S), & ASSIGNMENT(S) TO
TERTIARY NEs

TRANSMIT SOFTWARE & LOADING
SCRIPT(S) TO S-NEs

! - 472

TRANSMIT COMMANDS TO ACTIVATE

LOADING SCRIPTS TO LOAD AND/OR
SWITCH TO NEW SOFTWARE

FIG. 4C

PCT/SE99/01697



	Abstract
	Bibliographic
	Description
	Claims
	Drawings

