METHOD AND APPARATUS FOR USING INTERPOLATION LINE BUFFERS AS PIXEL LOOK UP TABLES

A video graphics processing system uses a line buffer to store a line of pixel data for vertically interpolating an input image when the input image must be upsampled. The line buffer is used as a look up table (LUT) when not being used in the vertical interpolating process. When used as an LUT, the line buffer stores additional color values available for display on the display device. In this manner, the line buffer is used as a typical line buffer in a first mode and is utilized as a LUT for expanding the color options available for display on a display device in a second mode.
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Method and apparatus for using interpolation line buffers as pixel look up tables.

TECHNICAL FIELD

The present invention relates to video graphics and more particularly to pixel look up tables.

BACKGROUND ART

Display devices are used to display video data in typical computer video graphics systems. The display device is typically a cathode ray tube (CRT) or flat panel liquid crystal display (LCD) monitor. The image seen on the display device is normally generated by a video graphics controller (VGC) and is typically redrawn by the VGC about 75 times per second, via a process known as display refresh.

Figure 1 is a block diagram of a video graphics system used in a personal computer (PC) to drive a display device 16. The video image displayed on display device 16 is made up of thousands of individual pixels. Each pixel consists of a red, green and blue element corresponding to the red, green and blue phosphors (or LCD elements) that make up every pixel of display device 16. Each pixel has a red, green and blue intensity stored as a digital value. The digital data is stored as a linear bitmap in frame buffer memory 12, typically a dynamic random access memory (DRAM). Video graphics controller (VGC) 10 generates the video image by processing the data in frame buffer memory 12, and display controller 20 performs the display refresh.

The digital data is converted to an analog voltage level by digital-to-analog converter (DAC) 14 and transmitted to display device 16. Display device 16 uses this analog level to simultaneously fire three electron guns at the pixel being drawn. The various red, green and blue intensities produce the colors visible on display device 16.

In most systems, 8 bits are used to represent each of the red, green and blue colors. Thus each pixel requires 24 bits of information in frame buffer memory 12. For a typical sized PC screen having 1024 pixels horizontally and 768 pixels vertically, the amount of memory needed to store the image is 1024 x 768 x 24 bits (total of 2.25 Mbytes), assuming 24 bits per pixel (bpp). Larger screen sizes use correspondingly larger amounts of frame buffer memory 12. Similarly, systems that increase the number of bpp require more frame buffer memory 12.
One known way to reduce the number of bits stored in frame buffer memory 12 is to utilize a look up table (LUT) 18, typically implemented in static random access memory (SRAM) and contained on VGC 10. Essentially, LUT 18 allows an 8 bit value stored in frame buffer 12 to be used as an index to address 256, 24-bit values stored in LUT 18, each 24-bit value representing full 24 bpp color. VGC 10 uses data stored in 8 bpp format in frame buffer memory 12 as an input to LUT 18 and maps each 8 bit input onto a 24 bit color.

Thus, although only 256 \(2^8\) possible color are available in 8 bpp mode, the 256 colors are visible as 24 bpp colors. In this manner, a seascape image can have 256 different, full 24 bpp blue shades displayed on display device 16 and appear almost indistinguishable from an image stored in 24 bpp format. One advantage of using LUT 18 is that for each pixel on the monitor, only 8 bits need to be stored in frame buffer memory 12. Thus, the amount of information stored in frame buffer memory 12 is reduced by a factor of three and the amount of data flowing out of frame buffer memory 12 is reduced by a factor of three.

Due to space and cost constraints, most VGCs contain a single 8X256 LUT to generate the video output image. A drawback with using a single 8X256 LUT is that the resulting output images may produce inaccurate and undesirable results when multiple images requiring different color indexing are contained in the same image. For example, suppose most of the 256 colors in LUT 18 are dedicated to shades of blue. This may produce accurate picture quality when most of the image data represents an underwater seascape. However, suppose a video image such as a yellow-red submarine is overlayed on top of this seascape. Since most of LUT 18 is dedicated to shades of blue, the submarine will be displayed in less accurate colors.

Additional LUTs 18 may improve the accuracy of the output image. However, a drawback with using multiple LUTs is that the cost of VGC 10 is greatly increased. Another drawback with such an approach is that space constraints often do not allow for a second LUT to be included on VGC 10.

**SUMMARY OF THE INVENTION**

There exists a need for a video graphics system that produces accurate output image data without increasing the hardware requirements of the video graphics controller. There is also a need for a video graphics system that produces accurate output image data that includes a wide variety of available color information.
These and other needs are met by the present invention, where an interpolation line buffer is used in both vertical scaling and in color mapping input color data to output color values.

According to one aspect of the invention, a system for processing image data includes a selecting device configured to output a first control signal and a second control signal. The system also includes a first memory coupled to the selecting device with the first memory configured to store pixel data based on the first control signal and to store color data based on the second control signal. The system further includes a scaling device coupled to the first memory and configured to interpolate the stored pixel data and output interpolated pixel data. Additionally, the system includes a display controller coupled to the first memory and configured to receive an input pixel value and output a stored color value. This configuration enables the system to use the first memory as both a line buffer for vertical interpolation of pixel data and as a LUT for mapping input pixel data to output color values.

Another aspect of the present invention provides a method for processing image data in an image data processing system configured to operate in a plurality of modes. The method includes writing pixel data to a first memory in a first operating mode, with the pixel data representing a horizontal line of pixels. The method also includes transmitting the pixel data from the first memory to a scaling device configured to interpolate the pixel data. The method further includes writing color data to the first memory in a second operating mode, thereby providing dual use of the first memory as both a line buffer for vertical interpolation of pixel data and as a LUT for mapping input pixel data to output color values.

Other objects and advantages of the present invention will become readily apparent to those skilled in this art from the following detailed description. The embodiments shown and described provide illustration of the best mode contemplated for carrying out the invention. The invention is capable of modifications in various obvious respects, all without departing from the invention. Accordingly, the drawings are to be regarded as illustrative in nature, and not as restrictive.

BRIEF DESCRIPTION OF THE DRAWINGS

Figure 1 is a block diagram of a computer system using a video graphics controller.

Figure 2 is a block diagram of a video graphics controller utilizing line buffers.
Figure 3 is a block diagram of a video graphics control system according to an embodiment of the present invention.

Figure 4 is a flow diagram illustrating an embodiment of the present invention.

5 DETAILED DESCRIPTION OF ILLUSTRATED EMBODIMENTS

The disclosed embodiment uses a line buffer on a video graphics controller to store a horizontal line of pixel data for "upscale" an input image. The present invention also uses the line buffer as a look up table (LUT) to enhance the color accuracy of output images. A description will first be given of a line buffer used for vertically upscaling an input image, followed by the method and apparatus for using a line buffer as a pixel LUT, as well as for vertically upscaling an input image.

LINE BUFFERS

As discussed earlier, displaying accurate video images on a typical computer display device is often difficult. Further, the use of computer display devices to display real-time video images is becoming more common, further increasing the complexity associated with displaying accurate video images. Real-time video data may come from a TV tuner, digital camcorder, digital camera or any other video input source. With reference to Figure 1, video data is normally input to VGC 10 directly, since VGC 10 performs the processing associated with displaying the video data.

To display the incoming video stream in real time, data could be continuously written to frame buffer 12 and display controller 20 could perform the display refresh. This would allow the video to be displayed on the screen no later than one screen refresh after it was written into frame buffer memory 12. However, a problem with this approach is that the incoming video stream often does not have the same display refresh rate as display device 16. The video input source often has a refresh rate of approximately 24-30 frames per second, whereas the display device refresh rate is approximately 75 frames per second. Continuously writing to frame buffer 12 and performing a typical refresh would cause the displayed video image to contain half of one frame and half of a subsequent frame, creating a tearing effect.

An alternative approach to displaying real-time video data is to store the video input into an unused portion of frame buffer memory 12, known as off-screen memory. The data in off-screen memory is then moved to the part of frame buffer memory 12 used to perform the display refresh in a manner that minimizes tearing and other adverse visual effects.
However, since there is not an infinite amount of off screen memory available in frame buffer memory 12, it may be advantageous to reduce the amount of information stored. Additionally, the source video image is often smaller in resolution (usually 320 x 200 pixels or 720 x 480 pixels) than the computer screen resolution (1024 x 768 pixels or 1280 x 1024 pixels). Therefore, if it is desired to show the video image using the entire available display device 16 surface, either the resolution of display device 16 needs to be reduced or the video image resolution needs to be increased.

Generally, the only practical solution to this problem is to increase the video image to fit the screen size. This can be done using "front end" processing where VGC 10 takes the small image stored in off-screen frame buffer memory 12, up scales it (increases the resolution to the desired proportions) and writes the image back to frame buffer memory 12. A second method uses a "back-end" processing approach where display controller 20 up scales the image on the fly as it is being displayed. This approach has the advantage of reducing the need for accessing frame buffer memory 12 and does not use any extra memory for the operation.

In this manner, display controller 20 up scales a video source image by the necessary factor so that the video source image fits the entire display device 16. Since a typical 300 x 200 pixel video input image does not have all the pixels needed to be shown on the full display device 16, VGC 10 generates the extra pixels. One approach to generating these needed pixels is to simply duplicate pixels to fill the extra portions of the screen. This approach is cheap, but results in a blocky and generally unacceptable image.

Another approach is to fill the in-between pixels with blended pixels. For instance, consider pixel #0 in line #0 of the source image and pixel #0 of line #1 of the source image. The destination or display device 16 image will re-use these pixels a few times to fill in the information missing from the source image. Destination pixels may be formed by taking a fractional combination of two pixels and adding the result together, known as interpolating the pixels. Thus, the destination pixel is neither the pixel from line #0 or line #1, but some combination (e.g. 30% and 70%, respectively) of the two pixels. The result of interpolation is a much more natural, smooth up scaled image.

The interpolation used in scaling occurs both horizontally and vertically. Therefore, every destination pixel displayed on the monitor is composed of four source pixels. Display controller 20 operates on a single horizontal line of pixel data at a time. Therefore, it is not difficult to be able to access the previous horizontal pixel needed to perform the horizontal interpolation. However for vertical interpolation, display controller 20 needs to
simultaneously blend pixels from two different horizontal lines. This is problematic since display controller 20 operates on a single horizontal line of pixel data at a time. To alleviate this problem, a memory device stores the previous horizontal line of pixel data on VGC 10 so that display controller 20 does not need to re-fetch previous lines of pixel data from frame buffer memory 12. The memory device is typically implemented as an SRAM and is known as a line buffer.

Figure 2 is a block diagram of VGC 10 that includes line buffer 40. Current VGCs which perform back-end video scaling utilize at least one line buffer 40 to minimize access to frame buffer memory 12. With reference to Figure 2, vertical scaler controller 50 performs the vertical scaling of the video input.

Line buffer 40 receives the video input data from the video input source, via frame buffer memory 12. Display controller 20 steps through the source video image line-by-line and continuously puts the last fetched horizontal line into line buffer 40, as it fetches a new line from frame buffer memory 12. This saves processing time associated with fetching and re-fetching data from frame buffer memory 12.

Vertical scaler controller 50 includes logic that keeps track of when the current line of pixel data needs to be written into line buffer 40 and sends a write address strobe signal to line buffer 40 at the appropriate time. Line buffer 40 is dual ported so the current line can be written into at the same time the previous line can be read out.

Vertical scaler controller 50 vertically interpolates the current line of pixel data with the previous line of pixel data, i.e. determines the percentage of each pixel used in the output pixel, and outputs the interpolated pixel. The interpolated vertical pixel is combined with the horizontally scaled pixel and then mapped via LUT 18 into 24 bpp color.

In the prior art, line buffers are only used for vertically interpolating pixels when an input video image must be upscaled. In order to support the vertical interpolation process, a line buffer must be configured to store an entire horizontal line of pixel data, thus taking up a considerable amount of chip space on VGC 10. Since chip space is at a premium on VGC 10, using chip space for the upscaling function is costly.

As described earlier, a problem exists when an 8 bpp mode is used and LUT 18 is used to expand the pixels to 24 bpp color. The 8 bpp indexed mode using LUT 18 provides only 256 colors, albeit 24 bpp colors.
LINE BUFFER/PIXEL LUT

The present invention is directed to a method and apparatus for using a line buffer to increase the number of colors available for output images displayed on display device 16 and for use in the upscaling an input image.

Figure 3 is an exemplary block diagram of a video graphics system according to an embodiment of the invention. As described earlier, video input data is initially stored in frame buffer memory 12. VGC 10 retrieves the video pixel data and inputs the data to vertical scaler controller 50. Vertical scaler controller 50 operates to control when the current line of pixel data is written into line buffer 40, as discussed earlier. However, in the embodiment disclosed in Figure 3, line buffer 40 is also used to store a second LUT.

For example, in a first mode of operation, line buffer 40 operates as a typical line buffer 40 used in vertically interpolating pixels. As described above, this operation includes storing the current line of pixel data so that vertical scaler controller 50 can access the data for vertical interpolation. However, in a second mode of operation, line buffer 40 operates as a LUT. In this manner, VGC 10 includes a second table of full 24 bpp colors for display on display device 16.

As shown in Figure 3, the video graphics system includes a selecting device 90 that provides an input to multiplexers 60, 70 and 80. In the first mode, multiplexers 60, 70 and 80 enable line buffer/LUT 40 to operate as a typical line buffer used in interpolating pixel data. However, when selecting device 90 provides a second input to multiplexers 60, 70 and 80, line buffer/LUT 40 operates as a LUT. In this second mode, the full 24 bpp colors are written to line buffer 40 in the same manner the full 24 bpp colors are written to LUT 18. In the exemplary embodiment, CPU 22 operates as selecting device 90 and signals multiplexers 60, 70 and 80 via peripheral component interconnect (PCI) bus 32. CPU 22 operates according to instructions stored in system memory 20. Alternatively, selecting device 90 could be any PCI host device communicating with VGC 10 over PCI bus 32. For example, selecting device 90 could be network controller 30.

In the exemplary embodiment, selecting device 90 sends a "high" signal to multiplexers 60, 70 and 80 to enable line buffer/LUT 40 to operate as a typical line buffer. Multiplexers 60, 70 and 80 receive the "high" signal and operate to write and read data to/from line buffer/LUT 40 from frame buffer memory 12. Vertical scaler controller 50 controls the writing/reading of data from line buffer 40 for vertically interpolating pixels.

However, if selecting device 90 sends a "low" signal to multiplexers 60, 70 and 80, multiplexers 60, 70 and 80 operate to transmit color data to line buffer/LUT 40. The color
data is written to line buffer 40 in the same manner that LUT 18 is written. That is, CPU 22 or any other PCI host device writes the desired 256, 24 bpp indexed colors from a system memory to line buffer/LUT 40 via multiplexer 80. Then, when an input image containing 8 bpp is received by display controller 20, the 8-bit value is transmitted via multiplexer 70 to line buffer/LUT 40, operating as an LUT. Display controller 20 maps the 8-bit value to a 24 bpp color value and transmits the output value to DAC 14 for conversion to an analog value for use by display device 16.

Figure 4 is a flow diagram illustrating an exemplary scenario of using line buffer/LUT 40 as both a line buffer and a LUT. As discussed earlier, any PCI host device or any other control device can be used to control the video graphics system of the present invention. The embodiment described in detail below assumes that CPU 22 is the control device.

At step 200, CPU 22 selects the operating mode of VGC 10. CPU 22 determines the operating mode based on whether image upscaling is necessary. For illustrative purposes, assume CPU 22 determines at step 200 that image upscaling is not necessary. CPU 22, at step 202, sends a control signal to multiplexers 60, 70 and 80 selecting the "low" input for the respective multiplexers.

Next, CPU 22 writes 256, 24 bpp color values to line buffer/LUT 40 via multiplexer 80, at step 204. The 24 bpp values are determined by CPU 22 based on a variety of factors. For example, CPU 22 may have already stored 256, 24 bpp values dedicated to mostly blue shades in LUT 18. Therefore, CPU 22 may write 256, 24 bpp colors devoted to mostly yellow-red shades (or any other colors) to line buffer/LUT 40. In this manner, CPU 22 increases the number of output colors available on display device 16.

At step 206, display controller receives video pixel data stored in 8 bpp mode from frame buffer memory 12. Display controller 20 sends a read address signal to multiplexer 70 to map the 8-bit value for the current pixel to an output 24-bit color. The read address signal is the current pixel value in the horizontal stream of pixels. Line buffer/LUT 40 outputs the appropriate 24 bpp value based on the input 8 bpp pixel value, at step 208 for input to DAC 14 and then to display device 16.

The above description for steps 200-208 assumes that CPU 22 determines that video upscaling is not required. Assume that after step 208, CPU 22 determines that vertical upscaling is required. CPU 22 sends a control signal to multiplexers 60, 70 and 80 selecting the "high" input for the respective multiplexers, at step 210.
Next, vertical scaler controller 50 operates to receive video pixel data from frame buffer memory 12. At step 212, vertical scaler controller 50 sends a write address strobe signal to multiplexer 60 to write the current horizontal line of pixel data to line buffer/LUT 40.

As vertical scaler controller 50 performs the interpolation of two lines of video pixel data, vertical scaler controller 50 sends a read address signal to line buffer/LUT 40, via multiplexer 70 at step 214. The read address signal represents the current horizontal pixel that vertical scaler controller 50 is interpolating and vertical scaler controller 50 reads the appropriate horizontal pixel from the previous line of pixel data stored in line buffer/LUT 40.

Vertical scaler controller 50 outputs the interpolated pixel data at step 216 to create the upscaled output image. In this manner, VGC 10 utilizes line buffer/LUT 40 when vertical upscaling is necessary and also utilizes line buffer/LUT 40 as a LUT when vertical upscaling is not necessary. This use of line buffer/LUT 40 increases the number of colors available for display without increasing the memory requirements of VGC 10.

For example, as discussed earlier, assume that most of a particular image may be an underwater seascape. In this situation, most of LUT 18 may be devoted to various shades of blue, However, when a yellow-red submarine is overlayed onto the seascape, LUT 18 does not contain the 24 bpp colors representing the yellow-red shades. However, assume that the PCI host device controlling the system devoted most of the 256, 24-bit colors stored in line buffer/LUT 40 to various shades of yellow and red. In this case, the PCI host device selects line buffer/LUT 40 for mapping the 8 bpp input colors for the submarine to 24 bpp output colors. Alternatively, logic on VGC 10 can be used to select the appropriate LUT for outputting 24 bpp output colors. In this manner, the seascape image with a yellow-red submarine can be more accurately represented using line buffer/LUT 40 than when just the single LUT 18 with mostly blue shades represented is used.

The PCI host device (CPU 22 in the exemplary embodiment) used to store the color values into line buffer/LUT 40 may choose from any number of desired colors and store these color values in line buffer/LUT 40 for use by VGC 10. However, the actual color values stored in line buffer/LUT 40 depends on a variety of factors including the desired overall accuracy of the output image.

In the exemplary embodiment, the size of line buffer 40 is 768 deep x 24 bits wide. Thus, line buffer/LUT 40 can be partitioned into three LUTs, further increasing the number of colors available for display on display device 16. However, the number of additional LUTs available depends on the size of the line buffer 40. Further, VGC 10 can be
used with line buffer/LUT 40 acting as the only LUT(s) when space constraints on VGC 10 do not permit LUT 18 to co-exist with the other components on VGC 10.

Additionally, the controlling PCI host device may be used to control which LUT to use for various parts of the image data received. Logic within VGC 10 or from an outside control device may select which of the plurality of LUTs to use to map the input pixel data to the full 24 bpp color. Further, although the exemplary embodiment assumes a system with 8 bpp stored in frame buffer memory 12 and an 8X256 LUT, any other video processing system utilizing any other number of bits per pixel may be used without departing from the concept of the invention.

Described has been a method and apparatus that uses a line buffer for interpolating pixels for upscaling an image and as a look up table for increasing the number of output colors available for display on a display device. As described above, the display device can be any type of display device such as a CRT, LCD display or any other display device. An advantage of the invention is that the system provides for more accurate output data without increasing the hardware requirements. Another advantage of the invention is that the number of possible colors available for display increases with little additional processing by the system. Another advantage of the invention is that it can easily be implemented without specialized hardware.

In this disclosure, there is shown and described only certain preferred embodiments of the invention, but, as aforementioned, it is to be understood that the invention is capable of use in various other combinations and environments and is capable of changes or modifications within the scope of the inventive concept as expressed herein.
CLAIMS:

1. A system for processing image data comprising:
   a selecting device (90) configured to output a first control signal and a second
   control signal;
   a line buffer memory (40) coupled to the selecting device, the first memory
   configured to store pixel data based on the first control;
   a scaling device (50) coupled to the line buffer memory, configured to
   interpolate the stored pixel data and output interpolated pixel data; and
   a display controller (20) coupled to the line buffer memory, configured to reuse
   the line buffer memory as a color look-up table memory.

2. The system of claims, comprising a look-up table memory, the line buffer
   memory being used to expand a number of available look-up colors.

3. The system of claim 1, further comprising:
   a frame buffer memory (12) coupled to the line buffer memory, the frame
   buffer memory configured to:
   store input pixel data, and
   transmit the input pixel data to the first memory, based on the first control
   signal.

4. The system of claim 2, wherein the frame buffer memory is further configured
to:
   transmit the input pixel data in increments representing a horizontal line of pixels to the line
   buffer memory.

5. The system of claim 2, wherein the display controller is further configured to:
   receive the pixel value from the second memory and map the received pixel value to the
   output color value based on the stored color data in the line buffer memory.
6. The system of claim 5, wherein the color data represents a table of colors available to be displayed on a display device.

7. A method for processing image data, comprising:
writing pixel data to a line buffer memory (40) in a first operating mode, the pixel data representing a horizontal line of pixels;
transmitting the pixel data from the first memory to a scaling device (50); and reusing the line buffer memory in a second operating mode as a color look-up memory.

8. The method of claim 7, further comprising:
writing input pixel data representing data from a digital video source to a second memory (12); and transmitting, in the first operating mode, a single horizontal line of input pixel data to the first memory.

9. The method of claim 8, further comprising:
interpolating the horizontal line of pixel data with a second horizontal line of pixel data; and outputting interpolated pixel values.

10. The method of claim 8, further comprising:
receiving a pixel value from the second memory (12), the pixel value representing pixel data to be displayed on a display device (16); and mapping the received pixel value to an output pixel value based on the stored color data.

11. A video graphics controller (10) comprising:
a display controller (20) configured to generate refresh video data for a display device (16); and a memory (40) configured to:
store pixel data representing a horizontal line of pixels, based on a first control signal, and
store color data representing color information to be displayed on a display device (16), based on a second control signal.

12. The video graphics controller of claim 11, further comprising:

a scaling device (50) coupled to the memory and configured to interpolate the horizontal line of pixels with a second horizontal line of pixels; and output interpolated pixel values.

13. The video graphics controller of claim 11, wherein the display controller is further configured to:

receive a pixel value from a second memory (12) and map the received pixel value to an output pixel value based on the stored color data.
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