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(57) Abstract: Various arrangements for organizing virtual objects within an augmented reality display are presented. A display may
be provided and configured to present a virtual field-of-view having multiple virtual objects superimposed on a real-world scene.
Priorities may be assigned to multiple regions of the virtual field-of-view based on real-world objects present within the real-world
scene. A priority of a region of the multiple regions may be based on one or more real-world objects identified in the region. The
multiple virtual objects may be displayed within the virtual field-of-view arranged based on the prioritized multiple regions.
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MODIFYING VIRTUAL OBJECT DISPLAY PROPERTIES

BACKGROUND OF THE INVENTION
18661}  An sugmented reality {AR) device, which may include a head-mounted
display {HMD), may allow a user to view a real-world scene while also viewing and/or
interacting with one or more virtual objects (e.g., text, graphics) displayed to the user by
the HMD of the AR device. An HMD of an AR device may be in the form of goggles
or glasses. For cxample, AR glassecs may use a camera to capture images of a real-
world scene being viewed by the user of the AR device and provide information
relevant to the real-world scene and/or information with which a user is interested in

mnteracting,.

166621 Dueto AR devices being electronic, an AR device requires a power source in
order to power its components {such as the HMD of the AR glasses, a processor, and/or
a wircless interface). Since AR devices may be tutended to be mobile snd worn by a
user while everyday tasks are being performed, one or more batteries may be used to
power AR devices such that the user is not tethered to a power outlet or other form of
power source. To have sufficient power o operate an AR device for a reasonable
amount of time, batteries may need to be preserd in the AR device that make the AR
device larger, heavier, and/or more expensive than if the batteries were reduced in size,

complexity, and/or capacity.

SUMMARY
186031  In some crbodiments, a method for organizing virtual objects within an
augmented reality display is presented. The method may include providing a display
contigured to present a virtual ficld-of-view having multiple virtual objects
superimposed on a real-world scene. The method may include assigning prioritics of
multiple regions of the virtual ficld-of-view based on real-world objects present within
the real-world scene. A prierity of a regiorn of the nmultiple regions raay be based on one
or more real-world objects identified i the region. The method may melude displaying
the multiple virtual objects within the virtual ficld-ofview arranged based on the

prioritized multiple regions.
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16064] Embodiments of such a method may include one or more of the following:
The multiple regions assigned lowest priorities may be used to display the multiple
virtual objects. The method may include prior to assigning the priorities of the multiple
regions, capturing an image of the real-world scene. The method may include receiving
a set of user preferences defining priorities for real-world objects, wherein the set of
user preferences is used to assign the priorities of the mudtiple regions, The priority of
cach region of the multiple regions may be at least partially based on an amount of
movement cxhibited by the one or more real-world objects identified in the region. The
priority of cach region of the multiple regions may be at least partially bascd on a
himinosity exhibiied by the one or more real-world objects identified in the region. The
virtual objects may not be arranged based on the priorttized multiple regions until the
user provides an input. The display may comprise a head-mounted display {HMD).
Drsplaying the multiple virtual objects within the virtual field-of-view arranged based
on the prioritized multiple regions may occur if at least a threshold period of time has

clapsed since the virtual objects were previously arranged for display.

(8045} Insome embodiments, a system for organizing virtual objects within an
augraented reality display is presented. The system may include a display configured 1o
present a virtual field-of-view having ouiltiple virtual objects superimposed on a real-
world scene. The system may include a processor configured to assign priorities of
multipic regions of the virtual field-of-view based on real-world objects present within
the real-world scene. A priority of & region of the multiple regions may be based on one
or more real-world objects identified in the region. The processor may be configured to
cause the display to display the multiple virtual objects within the virtual ficld-of-view

arranged based on the prioritized mwiltiple regions.

[8666] Embodiments of such a system may inchide one or more of the following:
The multiple regions assigned lowest prioritics may be used to display the multiple
virtual obiects. The systern may include a camera, configured to, prior to assigning the
prioritics of the multiple regions, capture an image of the real-world scene. The
processor may be further configured to receive a set of user preferences detining
priorities for real-world objects, wherein the set of user preferences is used to assigo the
priorities of the multiple regions. The priority of cach region of the multiple regions
may be at Jeast partially based on an amount of movement exhibited by the one or more
real-world objecis identified in the region. The priority of cach region of the multiple

2
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regions may be at least partially based on a luminosity exhibited by the one or more
real-world objects identified in the region. The virtual objects may not be arranged
based on the prioritized muitiple regions until the user provides ao tuput. The display
may comprise a head-mounted display (HMD), The display displaying the multiple
virtual objects within the virtual field-of-view arranged based on the prioritized multiple
regions may occur if at least a threshold period of time has elapsed since the virtual

objects were previcusly arranged for display.

(80671 Insome embodiments, an apparatus for organizing virtual objects within an
augmented reality display may be prosented. The apparatus may include means for
presenting a virtual ficld-of-view having multiple virtual objects superimposed on 2
veal-world scene. The apparatus may inclade means for assigning prioritics of multiple
regions of the virtual field-of-view based on real-world objects present within the real-
world scone. A priority of a region of the oultiple regions may be based on one or more
real-world objects identified in the region. The apparatus may include means for
displaying the multiple virtual objects within the virtual field-of-view arranged based on

the prioritized multiple regions.

[8008] Embodiments of such an apparatus may include one or more of the following:
The multiple regions assigned lowest priorities may be used to display the multiple
virtual obiccts. The apparatus may include means for capturing an image of the real-
world scene prior to assigning the priorities of the multiple regions. The apparatas may
inchide means for receiving a set of aser preferences defining priorities for real-world
objects, wherein the set of user preferences is used to assign the prioritics of the
owltiple regions. The priority of cach region of the multiple regions may be at least
partially based on an amount of movement exhibited by the one or more real-world
ohicets identified in the region. The priority of each region of the multiple regions may
bie at least partially based on a luminosity exhibited by the one or more real-world
objects identified o the region. The virtual objects may not be arranged based on the
prioritized multiple regions until the user provides an input. The means for display may
be head-mounted. The mukiiple virtual objects within the virtual ficld-of-view arranged
based on the prioritized multiple regions may be displayed by the means for displaying
if at least a threshold period of fime has elapsed since the virtual objects were previously

arranged for display.
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186691  In some embodiments, a computer program product residing on a non-
transitory processor-readable medium for organizing virtual objects within an
augmenied reality display is presented. The processor-readable instructions may be
configured to cause a processor to cause prescntation of a virtual ficld-of-view haviong
multiple virtual objects superimposed on a real-world scene. The proccessor-readable
mstructions may be further configured to cause the processor to assign priorities of
multipic regions of the virtual field-of-view based on real-world objects present within
the real-world scene. A priority of & region of the multiple regions may be based on one
or more real-world objects identified in the region. The processor-readable instructions
may be forther configured to cause the processor to cause presentation of the multiple
virtual objects within the virtual ficld-of-view arranged based on the prioritized multiple
regions.

160168]  Embodiments of such a conputer program product may include one or more
of the following: The multiple regions assigned lowest priosities may be used to display
the multiple virtual objects. The processor-readable instructions may be further
configured to cause the processor to, prior to assigning the priorities of the multiple
regions, cause an fruage of the real-world scene te be captured. The processor-readable
mstructions may be further configured to cause the processor to receive a set of user
preferences defining priorities for real-world objects, wherein the set of user preferences
18 used to assign the priorities of the multiple regions. The priority of cach region of the
multiple regions may be at least partially based on an amount of movement exhibited by
the one or more real-world objects identified in the region. The priority of cach region
of the multiple regions may be at keast partialfy based on a himinosity exhibited by the
one or more real-world objects identified in the region. The processor-readable
mstructions may be further configured to cause the processor to not arrange the virtual
ohicets based on the prioritized multiple regions ontil the user provides an authorizing
input. A head-mounted display (HMD) may be used for the presentation. The
processor-readable instructions configured to cause the processor to cause the multiple
virtual objects to be presented within the virtual field-of-view arranged based on the
prioritized multiple regions may further comprise additional processor-readable
instructions that cause the processor to cause: the multiple virtual objects arranged
based on the priovitized multiple regions to be presented it at least a threshold period of
time has clapsed since the virtual objects were previously arranged for display.

4
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BRIEF DESCRIPTION OF THE DRAWINGS
(8011} A further understanding of the nature and advantages of various embodiments
may be realized by reference 1o the following figures. In the appended figures, similar
components or features may have the same reference label. Further, various
components of the same type may be distinguished by following the reference label by a
dash and a second label that distinguishes among the similar components. If only the
first reference label is used in the specification, the description is applicable to any one
of the similar components having the same first reference label irrespective of the

second reference label

[8812]  FIG. 1 illustrates an embodiment of a system configured to present virtual

ohicets via a head moonted display.

166131 FIG. 2A illustrates an embodiment of a first-person point of view of a head-
mounted display being used to present virtual objects 1o a user in which the brightness,
ceofor, and position of the virtual objects have been adjusted based on the real-world

scene,
18614] FIG. 2B illustrates an embodiment of a first-person point of view of a head-
mounted display with regions of different priority Ulustrated.

(8015} FIG. 3 illustrates an embodiment of 3 method for adjusting the cofor of 2

virtual object in respouse to a real-world scene,

8816}  FIG. 4 illustrates an embodiment of a methed for adpusting the brightness of a

virtual obiect in response to a real-world scene and/or the user’s focus.

(86171 FIG. § illustrates an embodiment of a method for adjusting the position of a

virtual object in response o the brightoess of a real-world scene.

[8818] FIG. 6 illustrates an embodiment of a method for adjusting the brightness,
color, and position of a virtual object 1n respousc to the colors and brightness of a real-

world scene,

(8018} FIG. 7 illustrates an embodiment of 3 method for adjusting the position of a

virtual object in respouse to the priorities of regions of a real-world scene,

KTS Ref. No. 93495-320357
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166268] FIG. 8 illustrates an embodiment of a methoed for adjusting the position of a
virtual object in response to the pricrities of regions of a real-world scene, colors of the

real-world scene, brightness of the real-world scene, and user preferences.

(8021} FIG. ¢ illustrates an embodiment of a computer system.

DETAILLED DESCRIPTION OF THE INVENTION
(60221 A head-mounted display (HMD) which may be part of an augmented reality
{AR) device, such as augmented reality glasses, may be used to superimpose virtual
objects over a real-world scene being viewed by a user. The user, who is wesaring the
HMD and using the AR device, may view the real-world scene that contains real-world
objects, such as other persons and physical objects. The AR device may present
information as virtual objects, which are superiraposed on the real-world scene, to the
user. The virtual objects may be presented in such a manner such that only the user can
view the virtual objects via the HMD, other persons may be substantially prevented
from sceing the virtual objects as presented by the HMDP. Therefore, while using an AR
device, a user may view a real-world scene that is superimposed with one or more
virtual objects for viewing only by the user. Interacting with these one or more virtual
ohicets may involve the user moving and/or focusing his eyes to read or otherwise vigw

the virtual objects.

{8623} To decrease the size and/or weight of an AR device, the power consamption of
the AR device may be decreased in order to permit one or mwore physically smaller
and/or smaller charge capacity batteries to be used, while still maintaining a reasonable

operating time of the AR device on a battery charge.

18624} 1o order to decrease the amount of power consumed by an AR device, the
fumen output, a measure of visible light, of the HMD of the AR device may be
decreased. An HMD of the AR glasses, which may involve the use of one or more pico
proicetors, may consume less power as the lumen output of the HMD decreases. While
decreasing the lomen ocutput of an HMD of an AR device can result in a decrease m
power conswumption, for the AR device to remain aseful to the user, it is necessary for
the user to be able to sufficiently sce the virtoal objects being displayed by the HMD of

the AR device. In order to maintain visibility of the virtual objects presented to the user
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when the HMDYs hunen output is decreased, the color, brighiness, and/or location of the

virtual objects presented by the AR device may be modified.

[8025] First, by adjusting one or more colors used to display a virtual object, the
virtual object presented by the HMD of an AR device may remain visible to the user
while the display is operating at a lower lumen output if the one or more colors used to
present the virtual objects contrasts with the colors of the portion of the real-world scene
upon which the virtual object 1s superimposed. For example, if a user is looking
through an HMD of an AR device at the sky (which may be light blue), a virtual object
may be presented to the user using orange (toxt and/or graphics). By using orange text
or graphics, the lumen ocutput of the HMD used to display the virtual object to the user
may be set lower than if the virtual object had been presented to the user using another
color, such as white, while still remaining adequately visible to the user. I the oser
adjusts his view so that the user is now looking at a real-world scene of the ground {e.g.,
blacktop of a road), the same virtual object may be presented to the user using white
{text and/or graphics). Again, in this example, by using white text or graphics, the
himen output of the HMD used to display the virtual object to the user may be set lower
than if the virtual object had been presented to the user using another color, such as
black, while still remaining adequately visible to the user. Therefore, by changing a
display color of a virtual object and reducing a lumen output of the HMD (compared to
the lumen cutput if the display color was not modified}, a decrease in the amount of

power consumed by the HMD may be realized.

(8026} While the provious example relics on orange and white, similar adjustents
can be made for various colors. As such, by adjusting the color of information to
maintain a high amount of contrast with real-world objects that the virtual object
superimposes, the virtual object can be made sufficiently visible with a lower lumen

cuiput of the AR device’s display.

(80271 Sccond, 8 measurement of the brightness of real-world objects upon which a
virtual object is superimposed by the HMD of an AR device may be used o reduce the
tumen output of the HMD. If a real-world object upon which a virtual object is
superimposed by an AR device is not brightly ilhuminated, the virtual object may not
need to be displayed with a high lnmen owtput in order for the virtual object to be

sutticiently visible to the user. If the real-world object brightens (e.g., a Hight is turned

-3
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on in the room and the real-world object now appears brighter), the humen output of the
display of the virtual object may be increased to maintain sufficient visibility of the
virtual objected for the user. Further, the focus on the user’s oyes may be taken into
effoct. Ifthe user is not looking in the direction of a virtual object and/or the user’s syes
are not focused on the virtual plane on which virtual objects are projected, the
brightness of the virtaal objects may be decreased. For example, if 2 user is not looking
at text being presented as a virtual object to the user, it may not be important that the
text i readable; rather, the text may only need to be bright enough to be readable if the

user is focusing his eyes on the text.

[8028]  Third, a virtual object being presented by an HMD of an AR device to a user
may be displayed by the HMD of the AR device where the objects present in the real-
world scene are darker or otherwise more conducive to having virtual objects
supertimposed over them. For example, if a user is looking at a movie screen, the arcas
off to the side of the movie screen are likely to be fairly uniformly davk. A virtual
object being presented to the user by the AR device may be presented in these areas
such that a lower lumen output from the HMD of the AR device is needed for the virtual
obicet to be sufficiently visible fo the user. If the user moves his head, and the movie
screen now occupies a region of the real-world scene that was previously dark, one or
more virtual objects may be moved from being displayed in front of the movie screen to
being superimposed over part of the real-world scene that 1s now darker. Such
movement may only occur if the scence viewed by the user has remained sufficiently
static for a period of fime (e.g., looked in a particular direction for at feast a threshold

period of time).

(6028}  In addition to information being positioned in 2 region of a scene based on
brightness, a priority can be assigned to different regions of a real-world scene based on
objects identified in the real-world scence and/or by tracking the user’s cve movements.
For instance, in a real-world scene, faces, text (e.g., books, mmagazines), and electronic
devices may be likely of interest to the user and may be assigned a high priority. Gther
regions of the real-world scene, such as ceilings, floors, table tops, and walls may hikely
be of less interest to a user. The AR device may deteraine a priority for cach of these
regions and may superimpose virtoal objects for display in the lowest priority regions.
As an example, if 8 user is viewing an email application {in this example, the virtual
object) with the AR deovice and the user looks down at a magazine, the email application

8
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may be positioned for display by the AR device’s HMID so that text and graphics of the

magazing are not obscured by the email application.

[6038]  Whether color, brightness and/or position of a virtual object is adjusted to
conserve power, the “aggressiveness” of the modifications may increase as the battery
charge level decreases. Increasing the aggressiveness of the modification may nvolve:
increasing the frequency of color, brightness and/or position moditication; decreasing
brightness by a greater amount, more frequently adjusting the color of the virtual object
such that brightness may be decreased and/or more frequently repositioning virtual
objects such that brightness may be decreased. As an example, virtual objects may not
be repositioned and/or change color when a battery has greater than a 509 charge.
However, when below 50%, the virtual objects may be periodically rearranged or
changed in color such that the brightness of the HMD and the power used by the AR

device are decreased.

(80311 Such manipulation of virtual objects may be performed by a “window
manager.” Virtual objects, which represent the information being presented to the user
via the virtual field-of-view (FoV) of the HMD of the AR device, may be repositioned
within the virtual FoV in response to the priority of the different regions of the real-
world scene being viewed by the aser. As such, the exccution of each application may
be unaffocted, rather only the position (and, possibly, brightness and/or color) within the

virtual FoV, as controlled by the window manager, may be modified.

[8032]  FIG. 1 illustrates an embodiment of a system 100 configured to display virtual
objects using an HMD to a user. System 100 may include image capture module 110,
object, color, and brightness identification and tracking module 120, display module
130, motion/focus tracking module 135, user interface module 140, virtual object
manager 150, user preference module 160, and power supply module 170, Gther
embodiments of system 100 may mchide fewer or greater numbers of components.
System 100 may be or may be part of an augmented reality device. Such an AR device

may be worn or otherwise used by a user.

(80331 Image capture module 110 may be configured to periodically captore an image
of a real-world scene that is being viewed by a user wearing or otherwise using system
100. For instance, image capture module 110 may include an image capture device that
is positioned to capture a field-of-view of a real-world scene that is being viewed by a

g
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user. fmage capture module 110 may include one or more cameras. The camera may
be pointed such that it captures tmages of a scene viewed by the user. Image captore
module 110 may capture images rapidly. For instance, multiple frames may be captured
by image capture module 110 every second. Some or all of these tmages may be
processed to determine the location of various objects within the real-world scene, such

as persons and their identities.

16034} Images captured by image capture modide 110 may be passed to object, color,
and brightness identification and tracking module 120, Object, color, and brightness
identification and tracking module 120 may perform multipie functions. First, the
colors present within the real-world scene may be identified. For one or more regions
of the real-world scene, the colors and/or the predominant color may be identified.
Second, the brightness of regions of the real-world scene may be identified. For one or
more regions of the real-world scene, the brightness level may be deterouned. Third,
real-world objects within the scene may be classified and tracked. For instance, the
position of persons, faces, screens, text, objects with high color and/or texnire
variability, floors, ceilings, walls, regions of a similar color and/or brighiness level,
and/or other objects within the real-world scene may be identified and/or tracked. For
the purposes of this disclosure, any visible item in the real-world scene may be
considered a real-world object. The color, brightness, and/or classification of real-world
objects within the real-world scene may be evaluated to determine how virtual objects

should be presented to the user.

[8635] Display moduole 130 may serve as the output device to present virtual objects
to the user. Display module 130 may be a head mounted display (HMD), For instance,
display module 130 may include a projector that either projects hght directly into one or
both eyes of the user or projects the light onto a refloctive surface that the vser views.
In some embodiments, the user wears glasses (or a single lens) onto which light is
projected by the display module 130, Accordingly, the user may view virtual objects
and real-world objects present in the scene simultancously. A superimposed virtual
object may be semi-fransparent such that the user can still at least partially see a real-
wortld object, such as a person’s face, behind the virtual object. Display module 130
may be configured such that only the user can view the virtual objects. To other persons
present in the vicinity of the user, since display module 130 may be 2 HMD, the virtual
objects may not be subsiantially visible. As such, to other persons in the vicinity of the
10
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user, it may not be possible to discern whether display module 130 15 oris not
presenting the user with one or more virtual objects and/or if the virtual objects are
superimposed over the faces or heads of persons present in the scone. Based on input
from virtual object manager 150, the color, position, and/or brightoess of virtual objects
may be set and/or moditied. The less light that is output by display module 130, the less
power that display module 130 may vse. As such, as a simplified example, if display
module 130 decreases its lumen output by 50%, the power consumed by display module
130 may decrease by approximately 50%. Accordingly, mintmizing or, more generally,
decreasing the lumen cutput of display module 130 while maintaining sufficient

visibility of virtaal objects to the user may be desired.

[8036] Motion/focus tracking module 135 may be used to determine an angle of the
user’s head and/or the direction of the user’s eye focus. To track the angle of the user’s
head, an accelerometer or gyroscope may be used. In some embodiments, depending on
the angle of the user’s head, virtual objects superimposed on persons’ faces may be
wnanchored from the faces for display. Motion/focus tracking module 135 may include
a camera of other form of eye tracking device that may be used to determine where the
focus of the user’s eves are directed. As such, motion/focus tracking module 135 may
be able to determine the direct the user is looking and/or the depth at which the user’s
eyes are focused. Accordingly, it may be possible to determine whether the user’s eyes
are focused on a virtual plane on which virtual objects are presented or on a real-world

object within the real-world scene.

(8037} User interface module 140 may permit the user to provide input to system 100
For exaraple, user interface module 140 may be a bracelet that has one or more buttons
on it. The user may actuate these butions to provide mput to system 100, For example,
the user may want to provide rankings of virtual objects and/or person,
activate/deactivate superimposition of faces, and/or interact with virtual objects (e.g.,
open an email within the user’s email account). While a bracelet is one form of user
mterface, it should be anderstood that various other user mterfaces may be used for a
user to provide input, such as a voice-recognition module or cye-tracking module which

may be incorporated with motion/focus tracking module 135,

18038] Virtual object manager 150 may serve to adjust the color, brightness, and/or

position of virtual objects that are displayved to a user via display module 130, Virtual

it
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object manager 150 may not control the content of virtual objects, which may be
condrolled by separately executing applications. Rather, the color, position, and/or
brighiness of the virtual objects may be controlled via virtual object manager 150.
Virtual object manager 150 may access a user preference module 160 for use in
determining the appropriate color, position, and/or brightness level to use for virtual
ohijcets. Virtual object manager 150 may receive input from object, color, and
brightness identification and fracking module 120. For instance, based on the objects,
colors, and/or brightness identified by identification and tracking module 120, virtual
object manager 150 may recolor, adjust brightness, and/or re-position virtual objects.

Virtual sbject manager 150 may not affect the content of virtual objects.

(88381  User preference module 160 may be stored using a computer-readable storage
medium configured to store user preferences. User preference modide 160 may allow
the user to specify: how niuch brighter virtual objects are to be as compared to the real-
world object the virtual object is superimposed over, what colors are permitted to be
used to increase contrast of virtual objects, how much contrast should be used (possibly
defined as a distance in the Lab color space) and a ranking of preferable positions for
virtual objects as superimposed on real-world scenes {e.g., on ceilings, floors, and wall),

User preference module 166 may also stove other user preferences.

160468]  Power supply module 170 may supply system 100 with power. Power supply
module 170 may include one or more batterics. The size, capacity, and/or cost of power
sapply module 170 may be decreased by reducing the amount of power required by
dispiay module 130, Additionally or alicrnatively, the length of time system 100 can
function on a single charge of power supply module 170 may increase by reducing the
amoumt of power required by display module 130, Accordingly, by adjusting the color,
brightness, and/or position of virtual objects by a virtual object manager 150, the length
of time system 100 can fonction on a single charge of power supply module 170 may
increase and/or the size, capacity, and/or cost of power supply module 170 may be

decreased.

(8041} At lcast sone of the module of system 106 may be implemented using a
computerized device, such as computer system 900 of FIG. 9. The modules of system
100 may be combined or divided inte fewer or greater mumbers of modules. Multiple
moduics may be implemented by a coraputerized device. For instance, virtual obicct
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manager 150 may be implemented as instructions executed by a computerized device

e ¢
C.2.,

& ProCcessor, computer system).

[8042] FIG, 24 illustrates an embodiment of a first-person point-of-view 2004 of a
head-mounted display being used to present virtual objects to a user in which the
brightness, color, and/or position of the virtual objects is adjusted based on the real-
world scene. Inthe firsst-person point-of-view 200A of FIG. 2A, the real-world scene
contains multiple real-world objects, including: window 2035, display 210, desk 215,
person 225, pictire 230, wall 235, wall 240, and floor 245, Virnal objects 250 are
superimposed for display by a HMD of an AR device over the real-world objects of the

SCene.

18643]  In the iHlustrated cmbodiment of first-person point-of-view 2004, two virtual
objects 250 are superimposed over portions of the real-world scene. The locations,
colors, and/or positions of the virtual objects 250 may be determined based on the real-
world objects present within the scene (and as present in tmages captured by the AR
device). Referring to virtual object 250-1, this location to display virtusl object 250-1
may be selected based on the brightness of wall 235, Wall 235 may be less bright than
window 2035 and display 210 of the laptop computer. Further, based on an established
priority, wall 235 may have a lower priority than person 225, display 210, picture 230,
and window 205, Accordingly, by displaying virtual object 250-1 over wall 235, real-
world objects assigned a higher priority may remain fully visible to the user. The
brightness and color of virteal object 250-1 may be determined based on visoal
propertics of wall 235, The color or colors of virtual object 250-1 may be sclected to
increase (ot maxinize) contrast with wali 235, This may be accomplished according to
a stored “color wheel.” Colors on opposite sides of a color wheel may be referred to as
complementary. Colors on opposite side of a color wheel may resuolt in a high contrast.
As such, if wall 235 is bhue, a yellow or orange color (from the opposite side of the
color wheel) may be sclected for use in displaying virtual object 250-1. By using
yellow or orange, the brightness of the display that is presenting virtual object 250-1 to
the user may be decreased while allowing virtoal object 250-1 to remain sufficiently

visible to the user.

18344} Based on the determined brightuess of wall 235 where virtual object 250-1 is

heing projected, the brightoess of virtual object 250-1 may be determined. For exarple,
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based on a lumen measarement of wall 235 in the region where virtual object 250-1 is
being projected, the lomen output of the display for virtual object 250-1 may be
determined. The lumen output of a virtual object for display io the user may be
maintained at least a threshold amount above the lumen output of a real-world object
upon which the virtual object is projected. The himen owtput may also be based on the
one or more colors being osed to display a virtual object: due to properties of the HMD
and/or the user’s cyes, certain colors may be easier to perecive contrast with the

hackground color of the real-world object than other colors,

[8045] Referring to virtual object 250-2, this location to display virtual object 250-2
may be selected based on the brightness of floor 245 and wall 235, Floor 245 may be
less bright that window 205 and display 210. Further, based on an established priority,
floor 245 and wall 235 may have a lower priority than person 223, display 210, picture
230 and window 205, Because of objects on wall 235 and virtual object 250-1 already
superimposed over a region of wall 235, virtual object 250-2 may be superimposed over
{at least part of} the floor. Accordingly, by displaying virtual object 258-2 over floor
245, real-world objects assigned a higher priority may remain fully visible to the user.
The brightness and color of virtual object 250-2 may be determined based on propertics

of floor 245 and wall 235,

16046]  One or more colors of virtual object 250-2 may be selected 1o increase (or
maximize) contrast with floor 245, According to a stored color wheel, if floor 245 1s
brown, a green or teal color may be sclected for use in displayving virtual object 250-2,
By using green or ieal, the brightness of the display that is presenting virtual object 250-
2 1o the user may be decreased while allowing virtual object 250-2 to remain
sufficiently visible to the user. Also, based on the determined brightness of floor 245
and wall 235 where virtual object 250-2 is being (or is to be) projected, the brightness of
virtual obicct 250-2 may be detormined. For example, based on a8 lomen measurement
of tloor 245 in the region where virfual object 250-2 is being prejected, the lumen
output of the display for virtual object 250-2 may be selected. The lumen output of
brighiness for a virtual object may differ from the lumen output of the display for
another virtual object. As such, virtual object 250-1 may be projected by an HMD with

a different lomen output than virtual object 250-2.

14

KTS Ref. No. 93495-320357



WO 2014/078018 PCT/US2013/065993

166471 A divection and/or depth of focus of a user’s eyes may affect the colors and/or
brightness of a virtual object. If a user is not looking at 8 virteal object and/or the user
is not focusing his eyes on the virtual plane on which the virtual objects are presented,
the virtaal obiect may be decreased o brightness. For jostance, if a user s looking at
person 225, the brightness of virtual object 250-2 and virtaal object 250-1 may be
decreased. I the user is looking at virtual object 250-1, the brightness of virteal object
250-1 may be increased and the brightness of virtusl object 250-2 may be increased
slightly. The brightest virtual object may be the virtual object that the user is looking at.
Al virtual objects may be brightened if the user is focusing his eves on the virtual
plane. All virtual objects may be decreased in brightness if the user 1s focusing on a
real-world object beyound the virtual object plane. f the user appears to be focusing on a
veal-world object, viriual objects that are superimposed over the real-world object or are
near to superimposing the real-world object may be resized, moved, and/or made more
transparent (by decreasing the brightness). Virtual objects that are at icast a threshold
distance from the user’s Hoe of sight ay remain unmodified n size, position, and/or
brightness. When the user’s eve focus returns to the virtual object, which may have
been repositioned, resized, blurred, or made more transparent, the virtual object may

return o its previous display stafe in size, position, brightness, and/or sharpness.

[8048] It should be understood that point-of-view 200 is for example purposes only,
the locations, colors, and brightness used to project virtual objects may vary basedon a
particular real-world scene and/or user preferences. While the above deseription
focuses on the position, color, and brighiness of virtual objects being adjusted, it should
be undersiood that only a subset of these properties may be adjusted, possibly based on
user preferences. For instance, in some embodiments, color may not be adjusted, with

only position and brightness of virtual objects adjusted.

18649 The above description focuses on virtual objects betng moved to regions of
low priority for display to the user. 1t should be understood that alternatively or
additionally, the size of a virtual object may also be adjusted. For instance, in order to
fit within a region of low impertance, the size of the virtual object may be decreased. I
the region of low taportance grows, the size of the virtual object may be grown to

occupy a greater portion of the region of low importance.

I5
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186581  In FIG. 2A, no part of the user 1s visible. However, it should be understood,
that if the user extends his arm and/or looks down, some portion of the user may be
visible, such as the user’s hand and/or armn. When the user is looking at or near his hand
or arm, the user may desite to watch what he is doing (such as handling or manipulating
an object). As such, virtual objects may be made transparent, blarred, moved and/or
resized to allow the user to clearly view the user’s hand and/or arm. As such, the user’s
own body may be afforded a high priority. The user’s hand and/or arm may be detected
via skin tone recogoition. Unce a user has completed handling or manipulating ao
object, virtual objects may be enlarged, vepositioned, sharpened, and/or brightened to

occupy at least seme of the scene previously occapied by the user’s hand and/or arm.

[8081]  As another example of when a virtual ohject may be resized, if a user is having
a face-to-face conversation, such as with person 225 the face of the person may occupy
& signiticant portion of the scene if the user and the person are standing vear cach other,
If the person’s face occupies greater than a threshold percentage of the scene, some or
all virteal objects may be reduced in size such that the person’s face is not obscured. In

some embodiments, only virtual objects that overlap the person’s face may be resized.

[8852] Further, in some embodiments, gyroscopes and/or accelerometers may be used
to detect when the user’s attention has shifted. For instance, if the user quickly moves
his head in a particular direction, it may be assumed that the user’s atteution bas shifted
and some or all of the virtoal objects may be minimized or otherwise obscured from
display for at least a threshold period of time or entil the user provides nput requesting

the redispiay of the virtual objccts.

(86531 FIG. 2B illustrates an embodiment of a first-person point-of-view 200B of a
HMD with regions of different priority illustrated. As discussed in relation to FIG. 2,
different priority levels may be assigned to different portions of a virtual field-of-view
superimposed over a real world scene. Based on the real world objects present within
the real-world scene, different regions may be defined and assigned a priority. In FIG.
2B, six regions are defined and assigned a priority. For illustration purposes only, these
regions are outhined in imaginary dotted boxes. Region 260-1 is defined to contain
person 225 and is awarded the highest priority {¢.g., based on the presence of a person).
Region 260-2 is defined to contain display 210 and desk 215 and is awarded the second
highest priority {e.g., based on being objects the user may desire to view and/or interact

t6
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with). Region 260-3 is defined to contain window 203 and is awarded the third highest
priority. Region 260-4 iz defined to contain picture 230 and is awarded the fourth
highest priority. Region 260-5 is defined to contain floor 245 and wall 235 and is
awarded the fifth highest priority. Region 260-6 is defined to contain part of wall 235
and 15 awarded the least priority of regions 260. Regions that have the least priority
may be used first to display virtual objects. As such, the two displayed virtual objects
are dispiayed in the regions of the virtual ficld-of-view that correspond to the fowest

priority real world objects in the scone.

(8654} The classification of varicus types of regions may be set by a user. For
instance, & user may specitfy, via user preferences, that windows are high priority. This
may be because the user likes looking out the window without his view being obscured
by a virtual object. The user may set floors and walls as low-priority, thus such
classified regions may be used first for superiaposttion of virtual objects. Table 1
illustrates an exemplary ranking system used for classifying regions within a real-world
scene. If a particular classification from the table is not present within a vreal-world

scene, this classification may not be used for determining priority.

Classification Prisrity
Person 3

Text 2 {(Never}
“Blank space” {e.g., wall, floor, ceiling) 7
Drsplay devices {c.g., televisions, 5
monitors)

Yehicles 4
Furniture 6

User’s body 1 (Never)
Table |

18855]  According to exemplary Table 1, virtual objects may be displayed over regions
with the least priority. As such, if present in a scene viewed by @ user, blank space may
be used to present virtual objects. 1 no blank space 18 present within a real-world scene
or the blank space has alrcady been superimposed with virtaal objects, the next-lowest
priority region may be used. inthe cxample of Table 1, any fumiture {c.g., tables,
chatrsy may be superimposed with virtaal objects. 1 none ave present or the furnine
that is present has already been superimposed with virtoal objects, display devices, if
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present, may be superimposed with virtual objects. In some embodiments, certain
priority levels may never be superimposed with virtual objects. For instance, certain
classifications may be set to never be superimposed with virtual objects. In the example
of table 1, the user’s own body and text present in the real-world scene are never
superimposed with virtaal objects. The user, via user preferences, may specify

classifications which are never superimposed with virtual objects.

16086] Various methods may be performed using the system of FIG. 1. Various
methods may be performed o position, adjust the color, and/or adjust the brighiness of
an AR device’s HMD. FIG. 3 illustrates an cmbodimeni of a method 360 for adjusting
the color of a virtual object m respounse to objects of a real-world scene. Method 306
may be performed using an augmented reality {AR) device, such as an AR device that
mclades system 100 or some other system that is configured to display virtual objects
using an HMD te a user. A computerized device, such as computer system 900 of FIG.
9 may be used to perform at least some steps of method 300, Means for performing
method 300 include one or more: computerized devices, cameras, head-mounted
dispiays, and power sources. Means for performing method 300 may include one or
more of the modules of systern 100, Means for performing method 300 may inclade

One OF MOYe ProCessors.

160871 Atstep 310, an image of a real-world scene may be captured by an AR device.
Such an image may be captured using a camera. The camera may be directed to capture
the same or a similar point of view as the user’s eves. As such, an image captared by
the camera may contain a field-of-view that intersects the user’s figld-of-view. Images
may be captured periodically, such as multiple times per second. Such images may be

passed to a processing module of the AR device,

180581  Atstep 320, one or more colors present in a region of a real-world scenc on
which a virtual object is currently superimposed or is going to be superimposed may be
determined. To determine the colors, the tmage captured at step 310 may be analyzed,
If multiple colors are present in the region of the real-world scene on which the virtual
obicct is or 15 going 1o be superimposed, the predorsinate or average color may be
determined. For example, if the vegion of the real-world scene is a wall covered n wall
paper that is light gray with thin black pinstripes, the predominate color may be

determined to be light gray. In some embodiments, an RGB component for each pixel
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in the region of the image over which the virtual object 13 or will be superimposed may
be averaged to determine an average color. Using such an RGB component may factor
in the brightness of the pixels {the greater cach component value, the greater the

measured brightness).

186591  In some ombodiments, rather than only using the color of the region of the
real-world scene on which the virtual object is to be superimposed, a predefined number
of pixels around the virtual object from the image captured at step 310 may additionally
or alternatively be used to determine the one or more colors to be used for displaying
the virtual object.

-~

(88681 At step 330, one or more display colors may be determined using the one or
more colors, predominant color, or average color identified at step 3290, In order to
maxinize {or at least increase) conirast between the background of the real-world scene
and the virtual object superimposed on the region of the real-world scene,
complementary colors may be determined, such as colors on opposite sides of a color
wheel, User preferences {(such as colors to use or not use) may be used in determining

which colors are selected for use in displaying virtual objects.

18661} In using a stored color-wheel, the predominate color or average color of the
region ever which the virtual object is to be superinposed may be located oun the color
wheel. To select a high contrast color to use in displaying the virtual object, a color on
the opposite side of the color wheel may be selected. This contrasting color may be
located along a e through the center of the color wheel. Tn some embodiments, a
color complimentary to the contrasting color may be used. This complimentary color
may be located by moving a predetermined distance clockwise or counter-clockwise

around the color wheel from the contrasting color.

18662} Rather than using a stored color wheel, the Lab color space may be used to
determine a contrasting color that provides sufficient contrast for viewing by the user.
o the L-a-b color space, 1 defines lightness, ¢ defines red to green, and & defines
yellow to blue. The predominant or average color of the region of the real-world scene
may be located in the Lab color space. The color used for displaying the virtual object
may be required to be at least a predefined distance away from the location of the
average or predonynant color in the Lab celor space. In some erobodiments, the one or
more colors of the virtual object may not be medified unless the one or more colors fall
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below a threshold distance to the average or predominate color of the region of the real-
world scene on which the virtual object is superimposed. If the color of the virtaal
object is changed, the newly selected color may be required to be at least a threshold
distance away from the predonrinate or average color of the region of the real-world

scene on which the virtual object is superimposed in the Lab color space.

160631 In some croboediments, a user may be define (or may use a default) table that
defines which colors should be used to present virtual objects based on the predominant
or average color of the region of the real-world scene on which the virteal chiect is to be
superimposed. For example, Table 2 may be used to define the colors to be used for the
virtual object. “Background” may refer to the color of the region of the real-world
scene on which the virtual object is to be superimposed. “Forcground” may refer to the

color to use for the virtoal object.

Background Fereground
White Black
Black White
Orange Blue

Dark Blue Orange

Red Light Gray
Brown Light Green
Green White
Yellow Maroon
Light Blae Maroon
Tan Black

Tuble 2

16064] At step 340, the virtual ohject may be displayed to the user using the one or

more display colors determined at step 330, Display may occur via a HMD to the user.
The color or colors detormined may not be used for the entire virtual object, rather only
a portion of the virtual object meay use the determined display celor, such as text of the
virtual object. By using the determined display color, the amount of contrast between

{at least part of) the virtual object and the portion of the real-world scene onto which the
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virtual object is superimposed (and/or a portion of the real-world scene surrounding the

virtual obiect) may be increased.

[8065]  Atstep 350, due to the higher contrast between at least part of the virtual
object and the real-world object onto which the virtual object is superimposed, the
brightness of the displayed virtual object oo the HMD may be decreased while
maintaining sufficient visibility to the user. The amount of brightoess that is necessary
to maintain “sufficient visibility” to the user may be defined through the user
preferences. This sufficient visibility characteristic, which may be defined by the user,
may be translated into a distance for use in determining a mininum distance in the Lab
color space. (For example, the greater the contrast specified by the sufficient vistbility
characteristics, the greater the distance used for the contrasting color in the Lab color

space.

160661 At step 360, the amount of power consumed by the HMD performing step 340
may be decreased compared to the situation if a display color was used that had less
conirast over the color of the superimposed reai-world object. Since a greater
condrasting color may be used to display the virtual object, the brightness of the
displaved virtual object may be decreased at step 350, This decrease n brightness may

result in the HMD consuming less power in displaying the virtual object.

166671 The amount of battery charge may affect how virtual objects are displayed.
The color (and the brightness) of the virtual objects may only be adjusted to preserve
battery life when the battery is below z charge threshold, such as 253%. Such settings
may be user defined. As such, method 300 may not be performed until the AR deviee’s

battery charge level reaches a threshold level

16068]  FIG. 4 illustrates an crobodiment of @ methed for adjusting the brightness of a
virtual object in response 1o objects of a real-world scene. Method 400 may be
performed using an augmented reality (AR) device, such as an AR device that includes
systern 100 or some other systom that is configured to display virtual objects using an
HMD to a user. A computerized device, such as computer system 900 of FIG. 9 may be
used to perform at least some steps of method 400, Means for performing method 400
include one or more: computerized devices, cameras, head-mounted displays, and
power sources. Meaus for performing method 400 may melude one or more of the
modules of system 100, Means for performing method 400 may include one or more

21
KTS Ref. No. 93495-320357



WO 2014/078018 PCT/US2013/065993

processors. Method 400 may be performed in conjunction with one or more steps of

method 300 of FIG. 3.

[8069]  Atstep 410, an tmage of a real-world scenc may be captured by an AR device.
Such an image may be captured using a camera. The camera may be directed to captare
the same or a similar point of view as the user’s eyes. As such, an image captured by
the camera may contain a ficld-of-view that intersects the user’s ficld-of-view. Images
may be captured periodically, such as multiple times per second. Such images may be

passed to a processing moditde of the AR device.

(88781  Atstep 420, the brightess of real-world objects present 1n a region of a real-
world scene on which a virtual object 1s currently supertmposed or is going to be
superimposed may be determined. To determine the brightoess, the image captured at
step 410 may be used. An average brightness across the region or the brightest
measurement within the region may be used. The brighter a region is determined to be,
the greater the brightness of a virtual objcct may need to be for sufficient visibility to

the user.

(86711 In some cmbodiments, rather than only using the brightness of the region of
the real-world scene on which the virtual object is fo be superimposed, 8 predefined
number of pixels around the virtual object in the image captured at step 410 may
additionally or aliematively be used to determine the brightness to be used for
displaying the virtual object. For instance, if a bright real-world object is present, as
viewed, directly to the side of the virfual object, the brightness of the virtual object may

be increased for sufficient visibility to the user.

186721 Atstep 430, the depth of focus and/or the direction of focus of the user’s eyes
may be determined. The brightness of virtual objects may be adjusted based on the
focus of the user’s eyes. If a user s looking in a direction away from a virtual object
and/or is not focusing on the virtual plane on which a virtual object s projected, the
brightness of the virtual object may be decrcased. For instance, a virtual object
containing text may only need 1o be bright enough to be readable when the user is
looking dircetly at the virtual object and focusing on the virtual plane on which the
virtual obiect is projected. Otherwise, the virtual object may only need to be bright

enough for the user to locate the virtual object. As an exanple, if multiple virtual
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objects are being presented to a user, only a virtual objoct, if any, the user is focusing

his eyes on may be displayed with a high level of brightness.

[8073]  Atstep 440, the virtual object may be displayed to the user using & brightness
level based on the brightness level of the region of the real-world scene determined at
step 420 and/or based on the focus of the users’ eyes as determined at step 430,
Accordingly, the brightoess of the virtual object may be maintained to be visibic over
the real-world object upon which the virtual object 18 superimposed. A user preference
may be vsed to determine how many lumens brighter a virtual object should appear as
compared to the real-world object that the virtual object is superimaposed over in order
to maintain sufficient visibility 1o the user. A user may define a “brightoess comntrast
characteristic” which may be used to determine a8 minmmum differcoce in lumens
between a virtual object and the region of a real-world scene the virtual object is
supertmposed over. By adjusting the brightness tevel of the virtual object, when a
virtual object is superimposed over a dim real-world object, the amount of brightness
used to present the virtual object by the HMD may be reduced, thus possibly resulting in

less power being consumed by the HMD.

[8074] At step 450, the amount of power consumed by the HMD performing step 440
may be decreased compared to the situation if a greater brightness level was used for
presenting the virtual object. The decrease 1o brighiness may result in the HMD

consuming less power in displaying the virtual object.

(8078} The amount of battery charge may affect how virtual objects are displayed.
The brighmess of the virtual objects may only be adjusted to preserve battery life when
the battery is below a charge threshold, such as 25%. Such settings may be user
defined. As such, method 400 may not be performed until the AR device’s battery

charge level reaches a threshold level

(86761 FIG. § illustrates an embodiment of a method for adjusting the position of a
virtual object in respouse to the brightness of objects of a real-world scene. Method 500
may be performed using an avgmented reality {AR) device, such as an AR device that
mclades system 100 or some other system that is configured to display virtual objects
using an HME to a user. A computerized device, such as compuier system 900 of FIG.
9 may be used to perform at least some steps of method 500. Means for performing
method 500 include one or more: computerized devices, cameras, head-mounted
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displays, and power sources. Means for performing method 500 may include one or
more of the modules of system 100, Means for performing method 500 may include
one or more processors. Method 500 may be performed in conjunction with one or

more steps of method 300 of FIG. 3 and/or method 400 of FIG. 4.

186771 Atstop 510, an image of a real-world scene may be capiured by an AR device.
Such an image may be captured using a camera. The camera may be directed to capture
the same or a similar point of view as the user’s eyes. As such, an image captured by
the camera may contain a field-of-view that intersects the user’s field-of-view. Images
may be captured periodically, such as multiple times per second. Such images may be

passed to a processing module of the AR device,

18678]  Atstep 520, the brightness of real-world objects present in the real-world
scene may be determined. To deternine the brightoess, the image captured at step 510
may be used. An average brightness of various regions of the real-world scene may be
determined. The brighter a region is determined to be, the greater the brightness of a
superimposed virtual object may need to be for sufficient visibility to the user. Also at
step 520, one or more colors present in various regions of the real-world scene may be
determined. To determine the colors, the image captured at step 510 may be analyzed.
I mudtiple colors are present, the predominate or average color may be determined for
various regions of the real-world scene. [n some embodiments, an RGB compounent for
cach pixel in a region of the image may be averaged to deternune an average color.
Using such an RGB component may factor in the brightness of the pixels (the greater

cach component value, the greater the measured brightness).

(88781 Atstep 530, based on the brightness and/or colors of real-world objects within
the scenc identified at step 520, the position of virtual obiccts presented to the user via
the HMT may be selected. The positions may be determined to maximize power
savings by decreasing the hmmen output of an HMD necessary to sufficiently illuminate
the virtual object for visibility to the user. As such, darker regions of the real-world
scene and/or regions of the scenc that have a consistent color may be used to display
one or more virtual objects. Further, # may be more power-efficient {o project virtual
objects over certain colors. For instance, superinmiposing a virtual object over a blue
real-world obiect may not require as much light output by a display (while maintaining
visibility to a usecr} as a virtual object superimposed over a white real-world object.
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160868] At step 540, a virtual object may be displayed to the user in the position
determined at step 530. This may involve moving the virtaal object from a first display
position to a second dispiay position. By adjusting the position of a virtual object, the
amount of brightness used to present the virtual object by the HMD may be reduced by
superimposing the virtual object over a dim region of the real-world scene (relative to
other regions of the real-world scene) or a selected color real-world object (2.z., a dark

colored real-world object).

(60811 A threshold time may be sot such that a virtaal object is not moved overly
often. For instance, once a virtual object is moved, it may not be cligible to be moved
again for a defined period of time, such as one mimyte. In some embodiments, if the
user’s head is detected to move arcund, the virtual object may not move for a period of
time. The virtual sbject may only be repositioned once the aser’s head has been looking
in a particular divection for a period of time, such as 30 seconds. As an example of this,
if a user is walking down a hallway and his field-of-view is constantly changing, the
position of virtual objects may not be rearranged. However, once the user sits down at
his desk and is looking at his computer screen for g period of time, such as 30 seconds,
the virtaal objects may be cligible to be repositioned (such as off to the side of the

computer screen over a darker portion of the real-world scene viewed by the user).

16082)  Atstep 550, duc to the contrast and/or brightness differential between at least
part of the virtual object and the region of the real-world scene onto which the virtual
object is superimposed (and, possibly, a region aroond the virtual object), the brighiness
of the displayed virtual object on the HME may be decreased while maintaining
visibility of the virtual object to the user. The amoeurd of brighiness that is necessary to

maintain “sufficient visibility” to the user may be defined through the user preferences.

180831 Atstep 560, the amount of power consumed by the display performing step
540 may be decreased as compared to if a higher brightness and/or a different color was
used to display the virtual sbject without repositioning the virtual object. The amount
of battery charge may affect how virteal objects are displayed. The position of the
virtual objects may only be adjusted to preserve battery life when the battery is below a
charge threshold, such as 25%. Such settings may be user defined. As such, method
500 may not be performed untif the AR device’s battery charge level reaches a threshold

fevel
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16084] FIG. 6 illustrates an embodiment of a methed for adjusting the position of a
virtoal object in response to a priority of objects present in a real-world scene. Method
600 may be performed using an augmented reality (AR) device, such as an AR device
that inclhudes system 100 or some other system that is configured to display virtual
objects using an HMD to a user. A computerized device, such as computer systemn 900
of FIG. 9 may be used to perform at least some steps of method 600. Means for
performing method 660 include one or more: compuierized devices, cameras, head-
mounted displays, and power sources. Means for performing method 600 may nclude
one or more of the modules of system 100. Means for performing method 606 may
inchide one or more processors. Method 600 may be performed in conjunction with one
or more steps of method 300 of FIG. 3, method 400 of FIG. 4, and/or method 500 of

FIG. 5.

16085]  Atstep 610, an image of a real-world scene may be captured by an AR device.
Such an image may be captured using a camera. The camera may be directed to capture
the same or a similar point of view as the user’s eves. As such, an image captared by
the camera may contain a field-of-view that intersects the user’s figld-of-view. Images
may be captured periodically, such as multiple times per second. Such images may be

passed to a processing module of the AR device,

160861 Atstep 620, the brightness of real-world objects present in the real-world
scene may be determined. To determine the brightness, the image captured at step 610
may be used. An average brightness of various regions of the real-world scene may be
determined. The brighter a region is detormined to be, the greater the brightness of a
superimposed virtual object may need 1o be for sufficient visihility to the user. Also at
step 620, one or more colors present in various regions of the real-world scene may be
determined. To determine the colors, the tmage captured at step 610 may be analyzed.
I medtiple colors are present, the predominate or average color may be determined for
various regions of the real-world scene. n some embodiments, an RGB compounent for
cach pixel in a region of the image may be averaged to determine an average color.
Using such an RGB component may factor in the brightuess of the pixels (the greater

cach component value, the greater the measured brightoess).

188871 Atstep 630, based on the brightness and/or colors of real-world objects within

the scene identified at step 620, the position of virtual objects presented to the user via
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the HMD may be selected. The positions may be determined to maximize power
savings by decreasing the hanen output of an HMD necessary to sufficiently illuminate
the virtual obicct for visibility to the user. As such, darker regions of the real-world
scene and/or regions of the scene that have a cousistent color may be used to display
one or more virtual objects. Further, it may be more power-efficient to project virtual
ohicets over certain colors. For tnstance, supertmposing a virtual object over a blue
real-world object may not require as much light output by a display (while maintaining

visibility to a user) as a virtual object superimposed over a white real-world object.

[8688] At step 640, one or more display colors may be determined using the one or
more colors, predominant color, or average color identificd at step 620, Tn order to
maximize {or at least increase) contrast between the background of the veal-world scene
and the virtual object superimposed on the region of the real-world scene,
complementary colers may be detormined, such as colors on opposite sides of a color
wheel, User preferences (such as colors to use or not use) may be used in determining
which colors are selected for use in displaying virtual objects. A color wheel or the Lab
color space may be used for determining the one or more display colors (as detailed in

relation to step 330).

(86881  In some embodiments, 1t may be determined whether it is more efficient to
update color or position i order to decrease brightness (rather than changing both). For
exanple, if a real-world scene is uniformly bright, the contrast of the virtaal object may
be adjusted. However, if the real-world scene has a darkened area, the virtual object
may instead be repositioned withowt the conirast being adjusted. Whether one or both
characteristics can be adjusted simultancously (in order to adjust brightuess) may be

defined according to user preferences.

160961 Atstep 650, a virtual object may be displayed to the user in the position, one
or more colors, and/or brightness determined at step 630 and step 640, This may
mvolve moving the virtual object from a first display position to a second display
position. By adjusting the position of a virtual object, the amount of brightness used to
present the virtual object by the HMD may be reduced by superimposing the virtual
object over a dim region of the real-world scene (relative to other regions of the real-
world scone) or 2 selected color real-world object (e.g., a dark colored real-world

object).
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160911 A threshold time may be set such that a virtoal object is not moved, changed in
color, and/or changed in brightness overly often. For instance, once a virteal object is
moved, i may not be cligible to be modified again for a defined period of time, such as
ong nyinute. In some embodiments, if the user’s head is detected to move around, the
virtual object may not move for a period of time. The virtual object may only be
repositioned once the user’s head has been looking in a particalar direction for a period

of time, such as 30 seconds.

{8692} When a virtual object is moved, rather than the virtual object disappearing
from the first position and reappearing at the second position, the virtual object may
visually “slide” from the first position to the second posttion. In some embodiments, all
virtual objects may be rearranged, recolored, and/or adjusted in brightness (if a change
18 determined to be beneficial) at the same time. As such, the presentation of virtual
objects would appear to change te a user af the same time. The virtual object that a user
interacts with the most {(possibly based on the time the user spends focusing his eves on
the virtual object), may be positioned over the darkest area of the real-world scene, such
that the brightness of the most popular virtual objoct can be maintained lower than other
virtual objects being displayed. As such, if the brightness of a virtual object is increased
when a user 15 looking at it, the brightness of the virtual object looked at most

frequently may be maintained at a lower lumen level, while maintaining visibility.

186931 At step 660, the amount of power consumed by the HMD may be decreased as
compared to if a different position, higher brightness and/or a different color was used
to display the virtual object without repositioning or recoloring the virtual object. The
amount of battery charge may atfect how virtual objects are displayed. The pesition,
color, and/or the brighiness of the virtual objects may only be adjusted to preserve
battery life when the battery is below a charge threshold, such as 25%. Such settings
may be user defined. As such, method 600 may not be performed until the AR device’s

hattery charge level reaches a threshold level

(8094} FiG. 7 illustrates an embodiment of 3 method for adjusting the position of a
virtual object in responsce to a priority of objects presend 1o a real-workd scene. Method
700 may be performed using an augmented reality (AR) device, such as an AR device
that inclodes system 100 or some other system that is configured to dispiay virtual
objects using an HMD to 2 user. A computerized device, such as computer system 900
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of FIG. 9 may be used to perform at least some steps of method 700, Means for
performing method 700 include one or more: computerized devices, cameras, head-
mounted displays, and power sources. Means for performing method 700 may tnclade
one or more of the modules of systeme 100, Meauns for performing method 706 may
melade one or more processors. Method 700 may be performed in conjunction with one
or more steps of method 300 of FIG. 3, method 400 of FIG. 4, method 500 of FIG. §,
and/or method 600 of FIG. 6.

[8693] Atstep 710, an image of a real-world scene may be captured by an AR device,
Such an image may be capiured using a camera. The camera may be directed to capture
the same or a similar point of view as the user’s eyes. As such, an image captured by
the camera may contain a ficld-of-view that intersects the user’s field-of-view. Images
may be captured periodically, such as multiple times per second. Such images may be

passed {o a processing module of the AR device.

(80961  Atstep 720, various portions of the real-world seene, as captured in the image
of step 710}, may be identified. Fach region may be required o be at lcast a miniowm,
predefined size {¢.g., large cnough to contain 2 virtual object). Each region may be
defined based on one or more real-world objects 1n the real-world scene. For instance,
if a person is in the scene, the person may be contained within a single region. In some
embodiments, the person’s body and face may be in separate regions. To define the
regions, various real-world objects may be identified. For instance, if a chair is
determined to be present within the real-world scene, a region may be defined to at Jeast
inchide the chair. Regions may be created based on real-world objects, brightness,
color, pattern variability {e.g., little variability, such as a blank wall, or high variability,
such as various books on a bookshelf), color variability (e.g., lots of colors, few colors),
text (whether text is or is not present), etc. In some embodiments, only some portions
of the virtual ficld-of-view may be mcluded in a region. For instance, unidentified real-
world objects may be ignored and may vot have a region defined around them. Two or
more regions may be defined. In some embodiments, 8 maximum pumber of regions
may be permitted to be defined.

[8097]  Atstep 730, priorities may be assigned to the regions identified at step 720, A
priority may be based on user preferences and/or real-world objects identified within the
real-world scene. For example, common real-world objects that may be identified
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mchide: faces, display screens (e.g., mobile device display screens, conmputer display
screens, televisions), text (e.g., books, magarines, documents), pictures, ceilings, walls,
and floors. Table 1 provides additional examples. Real-world objects such as faces
may be given a higher priority over real-world objects such as floors. This may reflect
that a user would rather have a virtoal object supertraposed over a floor than over a
person’s face. Within a set of user preferences, a user may be able to specify rankings
of different types of real-world objects. In some embodiments, the priority ranking of
various real-world objects may be determined without user preferences. i some
embodiments, real-world objects exhibiting motion are given priovity over static real-
world objects. Real-world objects that are iHluminated {¢.g., a display screen, a book lit
by a lighting fixturc} over a threshold value, may be given priority over real-world
objccts that are not illominated greater than the threshold value {e.g., an unlit room, &
powered down computer screen). The threshold vahlue may be based on the average
famen level in the real-world scene viewed by the user, default, or a user-defined

threshold.

[8698] Atstep 740, a position to display a virtual object is selected based on the
owltiple regions defined at step 720 and the priovities assigned at step 730, The lowest
priority region {which corresponds to the lowest priority real-world object(s} in the
scene) may be sclected for a virtual object to be superimposed over. It may be
determined whether the region is large enough for the virtual object to it (virtual
objects may vary in size). If not, the next lowest priority region may be sclected.
Farther, 1t a region already has a virtual object superimposed over 1, another region
may be selected. Referring to FIG. 2B as an example, one region may include person
225, another region may include floor 245, a third region may inclade wall 235, and a
fourth region may include display 210. The region inclading floor 245 may be the
lowest priority and may be selected as the region where a virtoal object is to be

positioned for display.

(80991  Atstep 730, the virtual sbject may be displayed to the user in the region

determined on the basis of priority at siep 740. At step 750, due to the contrast betwee

at least part of the virtual objoct and the real-world ebject onto which the virtual object

18 superimposed, the brightness and/or color of the displayed virtual object on the HMD

may be decreased or modified while maintaining sufficient visibility of the virteal

object to the user. The amount of power consumed by the display performing step 750
30
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may be decreased compared to the situation if a display color was used that had less

contrast over the color of the superimposed real-world object.

[8184] As the user’s view of the real-world scene changes, method 700 may be
repeated to identify the regions now present in a new image of the real-world scene and,
possibly, reposition one or more virtual objects. As such, as a user’s real-world view
changes, the position of the virtual objects may be modified based on new regions and
their associated priorities. In some embodiments, to prevent the virtual objects from
being constantly repositioned, based on the movement of the user’s head (or, more
generally, the user’s bady), it may be determined when the user has been looking in a
particular ditection for at least a threshold period of time. Once the threshold is met, the
virtual objects may be repositioned. Therefore, if the user is repeatedly moving his
head, the virtual objects may not be repositioned antil the user is looking in particular
direction for at least a threshold period of time.  Additionally, in some enmbodimends,
reposttioning of the virtual objects may only be permitied periodically. For instance, at
least a threshold period of ime may need to clapse since the last time the position of the
virtual objects were assigned and displayed. In some embodiments, the user may be
required to provide an authorizing input in order to permit arranging of the virtual

objects.

16161} FIG. 8 illustrates an crobodiment of a methoed for adjusting the position of 2
virtual object in response 1o a priority of objects present in a real-world scene. Method
800 may be performed using an augmented reality (AR} device, such as an AR device
that inchides system 100 or some other system that is configured to display virtual
obicets using an HMD to a user. A computerized device, such as computer systera 200
of FIG. 9 may be used to perform at least some steps of method 800. Means for
performing method 860 include one or more: computerized devices, cameras, head-
mounted displays, and power sources. Means for performing method 800 may nclude
one or more of the modules of system 100, Means for performing method 800 may
inchide one or more processors. Method 800 may be performed in comjunction with one
or more steps of method 300 of FIG. 3, method 400 of FIG. 4, method 500 of FIG. 5,
method 600 of FIG. 6, and/or method 700 of FIG. 7.

18162]  Atstep 810, user preferences may be received regarding the priority of various

catcgories of objects, similar to Table 1. In some embodiments, these user preferences
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may be determined without the user having to specifically rank categories of objects.
For tustance, based on the real-world objects that a user typically interacts with, a
ranking may be created. For instance, i the user reads frequently toxt may be given a
bigh priority. Alternatively, it the user spends more time talking face-to-face with
persons, other people may be afforded a higher priority over text. These user
preferences may also mdicate how position, color, and/or brightness of virteal objects

should be bandled.

{8163} Atstep 820, an image of a real-world scene may be captured by an AR device,
Such an image may be capiured using a camera. The camera may be directed to capture
the same or a similar point of view as the user’s eyes. As such, an image captured by
the camera may contain a ficld-of-view that intersects the user’s field-of-view. Images
may be captured periodically, such as multiple times per second. Such images may be

passed {o a processing module of the AR device.

[8184] At step 830, various portions of the real-world scene, as captured in the image
of step 820, may be identified. Fach region may be required o be at lcast a minimum,
predefined size {¢.g., large cnough to contain 2 vittual object). Each region may be
defined based on the real-world objects in the real-world scene. For instance, if a
person is in the scene, the person may be contained within a single region. In some
embodiments, the person’s body and face may be in separate regions. To define the
regions, various real-world objects may be identified. For instance, if a chair is
determined to be present within the real-world scene, a region may be defined to at Jeast
inchide the chair. Regions may be created based on real-world objects, brightness,
color, pattern variability {e.g., little variability, such as a blank wall, or high variability,
such as various books on a bookshelf), color variability {e.g., lots of colors, fow colors),
text (whether text is or is not present), etc. In some embodiments, only some portions
of the virtual ficld-of-view may be mcluded in a region. For instance, unidentified real-
world objects may be ignored and may vot have a region defined around them. Two or
more regions may be defined. In some embodiments, & maximum number of regions
may be permitted to be defined.

[8185]  Atstep 840, priorities may be assigned to the regions identified at step 820, A
priority may be based on user preferences and/or real-world objects identified within the

real-world scene. For example, common real-world objects that may be identified
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mchide: faces, display screens (e.g., mobile device display screens, conmputer display
screens, televisions), text (e.g., books, magarines, documents), pictures, ceilings, walls,
and floors. Table 1 provides additional examples. Real-world objects such as faces
may be given a higher priority over real-world objects such as floors. This may reflect
that a user would rather have a virtual object superimposed over a floor than over 4
person’s face. Within a set of user preferences, a user may be able to specify rankings
of different types of real-world objects. In some embodiments, the priority ranking of
various real-world objects may be determined without user preferences. i some
embodiments, real-world objects exhibiting motion are given priovity over static real-
world objects. Real-world objects that are iHluminated {¢.g., a display screen, a book lit
by a lighting fixturc} over a threshold value, may be given priority over real-world
objects that are not illominated greater than the threshold value (e.g., an unlit room, 2
powered down computer screen). The threshold vahlue may be based on the average
famen level in the real-world scene viewed by the user, default, or a user-defined

threshold.

[8186] At step 850, based on the brightness and/or colors of real-world objecis within
the scenc identiticd at step 620, the position of virtual objects presented to the user via
the HMD may be selected. The positions may be determined to maximize power
savings by decreasing the lomen output of an HMD necessary to sufficiently illuminate
the virtual object for visibility to the user. As such, darker regions of the real-world
scene and/or regions of the scene that have a consistent color may be used to display
one or more virtual objects. Further, it may be more power-ctficient to project virtual
objects over certain colors. For instance, superimposing a virtual object over a blue
real-world object may not require as much Hght cutput by a display (while maintaining

visibility to a user) as a virtaal object superimposed over a white real-world object.

famiy

181877 Further, at step 850, a position o dispiay a virtual object may be selected
hased on the multiple regions defined at step 830 and the prioritics assigned at step 840,
The lowest priority region (which corresponds to the lowest priority real-world object(s)
in the scene) may be selected for 2 virtual object to be superimposed over. It may be
determined whether the region is large enough for the virtual object to fit (virtual
objects may vary i size). If not, the next lowest priority region may be selected.
Further, if a region already has a virtual object superimposed over it, another vegion

may be selected.

Lad
L
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18188  As such, 1) prionity; 2} color; and 3) brightness may be used in combination fo
determine display position and color and/or brightness of the displayed virtual object.
In some embodiments, a weighted arrangement may be used to determine whether a
region’s priority or its brightness should be used in determining whether a virtual object
should be saperimposed over the region of the real-world scene. For example, a high-
priority region may be dark {e.g., challkboard), while a low priority region may be bright
{e.g., the sky}. In some embodiments, the lowest priority region is selected first, then
the virtual object’s color and brightness is sclected to be appropriate for display in that

region.

[8189]  Atstep 860, a virtoal object may be displayed to the user based on the prierity,
position, one or more colors, and/or brightness deternuned at step 850, This may
mvolve moving the virtual object from a first display position to a second display
position. By adjusting the position of a virtual object, the amount of brightness used to
present the virtual object by the HMD may be eligible to be reduced if the virtual object
is superimposed over a dim region of the real-world scene (relative to other regions of
the real-world scene) or a selected color real-world object (2.g., 3 dark colored real-

workd object).

[#118] A thresheld time may be set sach that a virtual object is not moved, changed in
color, and/or changed in brightness overly ofien. For instance, ence a virtual object is
moved, 1t may not be eligible to be modified again for a defined period of time, such as
one minute. In some embodiments, if the user’s head is detected to move around, the
virtual object may not move for a period of time. The virtual object may only be
repositioned once the user’s head has been looking in a particular direction for a period

of time, such as 30 seconds.

16311} Atstep 870, the amount of power consumed by the HMD may be decreased as
compared to if a ditfferent position, higher brightness and/or a different color was used
to display the virtual object without repositioning or recoloring the virteal object. The
amount of battery charge may affect how virtual objects are displayed. The position,
color, and/or the brighiness of the virtual objccts may only be adjusted to proserve
battery life when the battery is below a charge threshold, such as 25%. Such scttings
may be user defined. As such, method 600 may not be performed until the AR device’s
battery charge level reaches g threshold level.
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(8112} FIG. 9 illustrates an embodiment of 8 computer system. A computer system
as illustrated in F1G. 9 may incorporate part of the previcusly described conputerized
devices. For example, computer system 900 can represent some of the components of
the augmented reality devices discussed i this application.  FIG. 9 provides a
schomatic ilustration of one crbodiment of a coraputer system 900 that can perform
the methods provided by various embodiments, as described herein. Computer system
800 may perform the functions of at least some components of system 100 of FIG. L 1t
should be noted that FIG. 9 is meant only to provide a gencralized illustration of varicus
components, any or all of which may be utilized as appropriate. FIG. 9, theretore,
broadiy illastrates how individual system elements may be troplemented in a relatively

separated or relatively more integrated manner.

161131  The computer system 900 is shown comprising hardware clements that can be
clectrically coupled via a bus 905 (or may otherwise be in communication, as
appropriate). The hardware clements may clode one or more processors 910,
including without limitation one or muore general-purpose precessors and/or one ot more
special-purpose processors (such as digital signal processing chips, graphics
acceleration processors, and/or the Hike); one or more input devices 915, which can
nclude without Houtation a mouse, a keyboard, and/or the like; and one or more output
devices 920, which can include without limitation a display device, a printer, and/or the

Iike.

{8114} The computer system 906 may further include (and/or be in commumication
with) one or more non-transitory storage devices 923, which can comprise, without
fimitation, local and/or network accessible storage, and/or can include, without
finitation, a disk drive, a drive array, an optical storage device, a solid-state storage
device, such as a random access memory (“RAM”), and/or a read-only memory
{("“ROM”}, which can be programmable, flash-updateable and/or the like. Such storage
devices may be configured to tropicment any appropriate data stores, including without

bmitation, various file systems, database structures, and/or the like.

18115}  The computer system 900 might also include a commumications subsystem
930, which can include without limitation a modem, a network card (wireless or wired),
an infrared commumication device, a wireless commumication device, and/or a chipset
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{such as a Bluetooth™ device, an 802.11 device, a WiF1 device, a WiMax device,
cethular communication facilities, eic.), and/or the hike. The communications subsystem
930 may permit data to be exchanged with a network {such as the network described
below, to name one example), other computer systems, and/or any other dovices
described berein. In many erohodiments, the compurter system 900 will further
comprise a working memory 935, which can inclade a RAM or ROM device, as

described above.

{8116} The computer system 900 also can comprise software elements, shown as
being currently located within the working memory 935, inclading an operating system
940, device drivers, executable libraries, and/or other code, such as one or more
application prograros 945, which may comprise corapuier programs previded by various
embodiments, and/or may be designed to implement methods, and/or configure systems,
provided by other embodiments, as described herein. Merely by way of example, one or
more procedures described with respect to the method(s) discussed above might be
mplemented as code and/or instructions executable by a computer {and/or 3 processor
within a computer); in an aspect, then, such code and/or instructions can be used to
configure and/or adapt a gencral purpose computer (or other device) to perform one or

more operations in accordance with the described methods.

(81171 A set of these instructions and/or code might be stored on a non-transitory
computer-readable storage medium, such as the non-transitory storage device(s) 925
described above. In some cases, the storage medinm might be ncorporated within 4
computer system, such as computer system 900, In other embodiments, the storage
medium might be separate from a computer system {¢.g., a removable medium, such as
& compact disc}, and/or provided in an installation package, such that the storage
medium can be used to program, configure, and/or adapt a general purpose computer
with the instroctions/code stored thercon. These instructions might take the form of
executable code, which is executable by the computer system 900 and/or might take the
form of source and/or mstallable code, which, upon compilation and/or mstallation on
the computer system 900 (e.g., using any of a varicty of generally available compilers,
installation programs, compression/decompression utifities, otc.), then takes the form of

executable code.
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[6118] It will be apparent to those skilled in the art that substantial variations may be
made in accordance with specific requirements. For example, costomized hardware
might also be used, and/or particular clements might be implemented in hardware,
software (including portable software, such as applets, cic.), or both. Further,
connection to other computing devices such as network input/output devices may be

employed.

[6119]  As mentioned above, in one aspect, some embodiments may emaploy a
computer system (such as the computer sysiem 900) to perform methods in accordance
with various embodiments of the invention. According {o a set of ecmbodiments, some
or all of the procedures of such methods are performed by the computer system 900 in
response to processor 910 executing one ot more sequences of one or more mstructions
{which might be incorporated into the operating system 940 and/or other code, such as
an application program 945} contained in the working rmoemory 935, Such mstroctions
may be read into the working memory 935 from another computer-readable medium,
such as one or more of the non-transitory storage device(s) 925, Merely by way of
example, cxecution of the sequences of instructions contained in the working memory
035 might cause the processor(s) 910 to perform one or more procedures of the methods

described herein.

[8128]  The terms “machine-readable medium™ and “computer-readable medivm,” as
used herein, refer to any medium that participates in providing data that causes a
machine to operate in a specific fashion. In an embodiment implemented using the
computer systerm 900, various computer-readable media might be involved in providing
mstructions/code to processor(s) 910 for execution and/or might be used to store and/or
carry such instructions/code. In many implementations, a computer-readable medium is
a physical and/or tangible storage medium. Such a medium may take the form of a non-
volatile media or volatile media. Non-volatile media include, for example, optical
and/or magnetic disks, such as the nov-transitory storage device(s) 925, Volatile media

mchide, without Hmitation, dynarmic memory, such as the working memory 935.

(8121}  Common forms of physical and/or tangible computer-readable media inchude,
for example, a floppy disk, a flexible disk, hard disk, magnetic tape, or any other
magnetic medium, a CB-ROM, any other optical medium, punchcards, papertape, any

other physical medium with patterns of holes, a RAM, a PROM, EPROM, a FLASH-
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EPROM, any other memory chip or cartridge, or any other mediom from which a

computer can read instructions and/or code.

(8122} Various forms of computer-readable media may be invelved in carrying one or
more sequences of one or more mstructions to the processor{s} 910 for execution
Merely by way of example, the instructions may initially be carried on a magnetic disk
and/or optical disc of a remote computer. A remote computer might load the
mstractions inte s dynamic memory and send the nstractions as signals over a

transmission medium to be received and/or executed by the computer system 904,

(8123} The commumications subsystem 930 {and/or components thercof) generally
will receive signals, and the bus 905 then might carry the signals {and/or the data,
instructions, ctc. carricd by the signals) to the working memory 935, from which the
processor{s) 910 retrieves and executes the instructions. The imstructions received by
the working memory 935 may opticnally be stored on a non-transitory storage device

025 either before or after execution by the processor(s) 910,

[8124] The methods, systems, and devices discussed above are examples, Various
configurations may omit, substitute, or add various procedores or components as
appropriatc. For instance, in alterpative configurations, the methods may be performed
in an order different from that described, and/or various stages may be added, omiited,
and/or combined. Also, features described with respect to certain configurations may be
combined in various other configarations. Drifferent aspects and elements of the
configurations may be combined in a stmilar manner. Also, technology evolves and,
thus, many of the clements are examples and do not limit the scope of the disclosure or

claims.

183128]  Specific details are given in the description 1o provide a thorough
understanding of example configurations (including implementations). However,
cenfigurations may be practiced without these specific details. For example, well-
known circuits, processes, aigorithios, structures, and techniques have been shown
without unnecessary detail in order to avoid obscuring the configurations. This
description provides example configurations only, and does not Hmit the scope,
applicability, or configurations of the claims. Rather, the preceding description of the

contigurations will provide those skilled 1o the art with an enabling description for

Lad
%
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implementing described techniques. Various changes may be made in the function and

arrangement of elements without departing from the spirit or scope of the disclosure.

(8126} Also, configurations may be described as a process which is depicted as a flow
diagram ov block diagram. Although each may describe the operations as a sequential
process, many of the operations can be performed in parallel or concusrently. In
addition, the order of the operations may be rearranged. A process may have additional
steps not included in the figure. Furthermore, examples of the methods may be
implemented by hardware, software, firmware, middleware, microcode, hardware
description languages, or any combination thereof. When implemented in software,
furmaware, suiddieware, or microcode, the program cede or code segmends to perform the
necessary tasks may be stored m a non-transitory computer-readable medium such as a

storage medinm. Processors may perform the deseribed tasks.

161271 Having deseribed several example configurations, various modifications,
alternative constructions, and equivalents may be used without departing from the spint
of the disclosure. For example, the above clements may be components of a larger
systern, wherein other rules may take precedence over or otherwise modify the
application of the fnvention. Also, a number of steps may be undertaken before, during,
or after the above elements are considered. Accordingly, scope of the claims is not

bound by the above description.
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WHAT IS5 CLAIMED i5:

I A method for organizing virtual objects within an augmented
reality display, the method comprising:
providing a display contigured to present a virtual ficld-of-view having
multiple virtual objocts superimposed on a real-world scene;
assigning prioritics to multiple regions of the virtual field-of-view based
on real-world objects present within the real-world scene, wherein
a priority of a region of the nuidtiple regions 15 based on one or
more real-world objects identified in the region; and
displaying the multiple virtual objects within the virtual ficld-of-view

arranged based on the prioritized multiple regions.

2. The method of claim 1, wherein the multiple regions assigned

lowest priorities are used to display the multiple virtual objects.

3 The method of claim 1, further comprising:
prior to assigning the priorities of the multiple regions, capturing an

fmage of the real-world scene.

4, The method of claim 1, further comprising:
receiving a set of user preferences that detines priorities for real-world
objects, wherein the sot of user preferences is used to assign the priorities of the

multiple regions.

S. The method of claim 1, wherein the priority of each region of the
multiple regions is at least partially based on an amowunt of movement exhibited by the

one of more real-world objects identified in the region.

6. The method of claim 1, wherein the priority of each region of the
multiple regions is at least partially based on a luminosity exhibited by the one or more

real-world objects identified in the region.

any

7. The maethod of claim 1, wherein the muitiple virtual objccts are

not arranged based on the prioritized multiple regions until a user provides an input.

40
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g. The method of claim 1, wherein the display comprises a head-

mounted display (HMD).

9. The method of claim 1, wherein displaying the multiple virtual
objects within the virtual ficld-of-view arranged based on the prioritized rounltiple
regions occurs if at least a threshold period of time has elapsed since the multiple virtual

objects were proviously arranged for display.

10, A system for organizing virtual objects within an augmented
reality display, the system comprising:
a display configured to present a virtual field-of-view having nmultiple
virtual objects superimposed on a real-world scene; and
a processor configured to:
assign prioritics fo multiple regions of the virtual ficld-of-view
based on real-world objects present within the real-world scene, wherein
a priority of a region of the multiple regions is based on
ong or more real-world objects identified in the region; and
cause the display to display the multiple virtual ehjects within the

virtual ficld-of-view arvanged based on the prioritized multiple regions.

1t The system of claim 10, wherein the multiple regions assigned

o

fowest priorities are used to display the multiple virtual objects.

12, Thesystem of claim 10, further comprising:
a camera, configured to:
prior to assigning the pricrities of the muultiple regions, capture an

image of the real-world scene.

13, The system of claim 10, wherein the processor is further
contigured to:

receive a set of user preferences that defines priorities for real-world
objects, wherein the st of user preferences is used to assign the prioritics of the

multiple regions.

41

KTS Ref. No. 93495-320357



WO 2014/078018 PCT/US2013/065993

14.  The sysiem of claim 10, wherein the priority of cach region of the
owltiple regions 15 at least partially based on an amount of movement exhibited by the

one or more real-world objects wdentified in the region.

15, The system of claim 10, whercin the priority of cach region of the
multiple regions is at least partially based on a luminosity exhibited by the one or more

real-world objects identified in the region

16.  The system of claim 10, wherein the virtual objects are not

arranged based on the prioritized mukiiple regions vntil a user provides an input.

17. The system of claim 10, wherein the display comprises a head-

mounted display (HMD).

I8. The system of claim 10, wherein the display displaying the
multiple virtual objects within the virtual field-of-view arranged based on the prioritized
multiple regions occurs if at least a threshold period of time has clapsed since the virtual

objects were previously arranged for display.

19, An apparatus for organizing virtual objects within an angmented
reality display, the apparatus comprising:

means for presenting a virtual ficld-of-view having multipie virtual
objects superimposed on a real-world scene;

means for assigning priorities to multiple regions of the virtual field-of-
view based on real-world objects present within the real-world scene, wherein

a priority of a region of the nuidtiple regions is based on one or
more real-world objects identified i the region; and
means for displaying the multiple virtual objects within the virtual ficld-

of-view arranged based on the prioritized multiple regions.

&

2. The apparatus of claim 19, wherein the muitiple regions assigned

lowest prioritics are used to display the multiple virtual objccts.

21, The apparatus of claim 19, further comprising:
means for capturing an tmage of the real-world scene prior to assigning
the priorities of the multiple regions.

42
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22, The apparatus of claim 19, further comprising:
mecans for receiving & sct of user preferences that defines priorities for
real-world objects, wherein the set of user preferences is used 1o assign the priorities of

the multiple regions.

~

23.  The apparatus of claim 19, wherein the priority of cach region of
the multiple regions is at least partially based on an amount of movement exhibited by

the one or more real-world objects identified in the region.

24, The apparatus of claim 19, wherein the priority of cach region of
the nwidtiple regions is at least partially based on a luminosity exhibited by the one or

more real-world objects identified in the region.

25, The apparatus of claim 19, wherein the virtual objects are not

arranged based on the prioritized mubtiple regions vntil a user provides an inpat.

26.  The apparatus of claim 19, wherein the means for displaying is

head-mounted.

27, The apparatus of clatm 19, the multiple virtual objects within the
virtual field-of-view arranged based on the prioritized multiple regions is displayed by
the means for displaying if at least a threshold period of time has clapsed since the

virtual objects were previously arranged for display.

8. A computer program product residing on a non-transitory
processor-readable medium for organizing virtual objects within an augmented reality
display, comprising processor-readable instructions configured to cause a processor 10:

causc presentation of a virtual field-of-view having multiple virtual
objects superimposed on a real-world scene;

assign priorities to muldtiple regions of the virtual field-of-view based on
real-world objects present within the real-world scene, wherein

& priority of a region of the nwiltiple regions 18 based on one or
more real-world objects identified in the region; and

causc presentation of the multiple virtual objects within the virtual field-

of-view arranged based on the prioritized multiple regions.
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¥

29, The computer program product of claim 28, wherein the multiple

regions assigned lowest priorities are used to display the multiple virtual objects,

30. The computer program product of claim 2¥, wherein the
processor-readable instructions are further configured to cause the processor to:
prior to assigning the priorities of the multiple regions, caose an image of

the real-world scene to be captured.

31, The computer program product of claim 28, wherein the
processor-readable imstructions are further configured to cause the processor to:

receive a set of user preferences that defines priorities for real-world
objects, wherein the set of user preferences 1s used to assign the prioritics of the

multiple regions.

32, The computer program product of claim 28, wherein the priority
of cach region of the multiple regions is at least partially based on an amount of

movement exhibited by the one or more real-world objects identified in the region.

33, The coraputer program product of claim 28, wherein the priority
of cach region of the nuiltiple regions is at least partially based on a luminosity

exhibited by the one or more real-world objects identified in the region.

34, The computer program product of claim 28, wherein the
processor-readable instructions are further configured to cause the processor to not
arrange the virtual objects based on the prioritized multiple regions until a user provides

an input.

35, The computer program product of clabm 28, wherein a head-

mounted display {HMD) is used for the presentation.
pha; b

36, The coraputer program product of claim 28, wherein the
processor-readable instractions configured to cause the processor to cause the multiple
virtual obiccts to be presented within the virtoal field-of-view arranged based on the
prioritized multiple regions further comprises additional processor-readable instructions

that cause the processor 1o cause:

44
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the multiple virtual objects arranged based on the prioritized multiple
regions to be presented if at least a threshold period of time has elapsed since the virtual

objects were proviously arranged for display.
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