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(57) Abstract: A system and method for simulating activity of a fluid in a
volume that represents a physical space, the activity of the fluid in the volume
being simulated so as to model movement of elements within the volume. The
method includes at a first time, identifying a first set of vortices in a transient
and turbulent flow. The method includes at a second time that is subsequent
to the first time, identitying a second set of vortices. The method includes
tracking changes in the vortices by comparing the first set and the second set of
discrete vortices. The method includes identifying one or more noise sources
based on the tracking. The method includes determining the contribution of
one or more noise sources at a receiver. The method also includes outputting
data indicating one or more modifications to one or more geometric features
of a device or an entity.
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FLOW-INDUCED NOISE SOURCE CONTRIBUTION

CLAIM OF PRIORITY
This application claims priority to U.S. Patent Application Senal No. 15/189,609,

filed on June 22, 2016, the entire contents of which are hereby incorporated by reference.

TECHNICAL FIELD

A systern and method for automatically detecting and tracking time and space variations
of flow structures in order to locate and characterize the flow structures which produce noise
and to quantify the corresponding acoustic radiation properties is described herein. The system
improves the computational efficiency of the computer executing the simulation process by
reducing the required memorv required to identifv noise sources, reducing the processing

operations required 1o identify the sources, as described herein.

BACKGROUND

In our society, acoustic comfort is taking a growing importance and a significant
engineering time is spent on finding and developing noise reduction solutions. A major source
of annovance 1s related to How-induced noise mechanisms such as jets, awframe, trains,
rotating geometrics and duct systems noise. Ofien expertise, mtuition, and trial-and-error
approach is used to identify which parts of a system should be worked on and optimized to
reduce noise generation. In some additional examples, some expernimental methods such as
beam-forming, acoustic holography and two points correlation methods are productively used
but require physical prototyping and wind-tunncl testing which are both time consunung and
expensive. As another example, Computational AeroAcoustics (CAA) simulations provide

flow field information to provide valuable msight on the flow topology.

SUMMARY
A method and system tor tracking vortices and systems of vortices hikely to radiate
noise to the far-field is deseribed herein. The methods deseribed herein can also be used to
capture transient and statistical propertics of turbulent flow coherent structures.
In general, one aspect of the subject matter described in this specification can be
embodied m methods that mclude the actions of simulating activity of a fluid in a volume, the

activity of the floid in the volume being simolated so as to model movement of elements within
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the volume. The method also includes, at a first time in the flaid flow simulation, identifying
a first set of vortices in a transient and turbulent flow modeled by the fluid flow. The method
also includes, at a second time n the fluid flow simulation that is subsequent to the first time,
wdentifying a second set of vortices in the transient and turbulent flow. The method includes,
tracking changes in the vortices by companng the first set of discrete vortices and the second
set of discrete vortices, and identifving onc or more potential sound gencrating vortex
structures based on the tracking. The methods include identifying one or more noise sources
based on the tracking. The methods include determining the contribution of one or more noise
soarces at a receiver.  The method includes ocutputting data indicating one or more
maodifications o onc or more geometric features of a device or an entity, based on the
contribution of the one or more noise sources at the receiver

Other embodiments of this aspect include corresponding computer systems, apparatus,
and computer programs recorded on one or more computer storage devices, each configured to
perform the actions of the methods. A system of one or more computers can be configured to
perform particular operations or actions by virtue of having software, firmware, hardware, or
a combination of them installed on the system that in operation causes or cause the system to
perform the actions. Ong or more computer programs ¢an be configured to perform particular
operations or actions by virtue of including instructions that, when executed by data processing
apparatus, cause the apparatus to perform the actions.

In general, one aspect of the subject matter described in this specification can be
embodied in methods that include the actions of simulating activity of a fluid in a volume to
generate flow data, the activity of the flwid in the volume being simulated so as to model
movement of clements within the volume. The method also includes identifving one or more
potential sound gencrating vortex structures based on changes in vortices between a first ime
mn the fluid flow simulation and a second time n the flued flow simmlation and dentifying one
or more regions on a surface that generate the sound generating vortex structures based at least
i part on the identified one or more potential sound generating vortex structores and the
generated flow data.

The foregoing and other embodiments can each optionally include one or more of the
following features, alone or in combination.

Determining the contribution of one or more noise sources at a receiver may include
applying a transfer function to at least one noise source, wherein the transter function
determines the contribution based on a relationship between a location of the noise source and
a location of the receiver. The transfer functions may be frequency dependent. The methods
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may include the actions of combining a plurality of the one or more noise sources o one or
more chusters, wherein the one or more noise sources are clustered based, at least m part, on
the contribution of the one or more noise sources. The methods may inchude the actions of
coraparing a strength of each of the one or more noise source contributions to a threshold value
and exchuding at least one notse source that has a strength beneath the threshold. The receiver
may be located at a posttion corrgsponding to an audio recording device or a human ear. The
methods may include the actions of applyving a transfer function to the one or more sound
senerating flow regions subsequent to the combining. The methods may include the actions of
comparing a strength of cach of the one or more noise source to a threshold value and excloding
at least onc noise source that has a strength beneath the threshold. The methods may include
the action of determining a second set of one or more noise sources based on a second
simuiation that corresponds to different physical conditions in or around the device or entity.
Combining the plurality of the one or more noise sources into the one or more clusters may
mmprove the processing performance of the systern. Causing a phvsical modification to one or
more physical objects based on the wdentified arca for design change. The methods may include
the actions of building a physical object based using the physical modifications. The method
may include the actions of optimizing a design change to minimize the contribution of one or
MOTC NOISE SOUrCes.

Identifying the one or more potential sound generating vortex structures can include at
the first ime in the fluid flow simulation, wentifving a first set of vortices in a transient and
turbulent flow modeled by the fluid flow, at the second time in the fluid flow simulation that
18 subsequent to the first time, identitving a second set of vortices in the transient and turbulent
flow, tracking changes in the vortices by comparing the first set of discrete vortices and the
second set of discrete vortices, and identifving the one or more potential sound genecrating

voriex structures based on the tracking.

Brief Description of the Fioures

FIG. 1A shows a flow chart of a process for flow-induced noise identification.
FIG. 1B shows a flow chart of a process for flow-induced noise identification.
FIG. 1C shows a flow chart of a process for flow-induced noise wdentification.
FIG. 2A shows a schematic representation of a co-rotating vortices {({CRV) system.
FIG. 2B shows a CRV system with different strength circulations.

FIG. 3 shows a schematic representation of a merging process for g co-rotating

vortices system.
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FIG. 4 shows a CRVY simulation domain.

FIGS. 5A and 5B show fhuid plane dB-maps for the time-evolution of two vortices.

FIGS. 5C and 5D show instantancous frequency and the strength of the noise radiated
by the vorticity fields shown in FIGS. 5A and 5B

FIG. 6 shows an exemplary reconstructed radiated acoustic field.

FIG. 7 shows an exeraplary simulation of flow and acoustic ficlds corresponding to four
points in time.

FIGS. 8A and 8B show the mean streamwise velocity component along the jet axis and
streamwise velocity profile at 3mm upstream of the nozzle exat, respectively.

FIG. 9 shows the instantaneous vorticity field at various locations and planes.

FIG. 10A and 10B show a graph of instantancous pressure fluctuations and an OASPL
directivity plot, respectively.

FIGS. 11 and 12 show a plot of recomstructed centerlines and error spheres,
respectively.

FIGS. 13 and 14 show a distribution of the vortices projected on the (x,v) plane and a
distribution of vortex length along the x-axis, respectively.

FIG. 15 shows an example of reconstructed centerlines.

FIG. 16 shows an example graph of mean convection velocity along the x-axis.

FIG. 17 shows an example of reconstructed centerlings colored by stretching.

FIG. 18 shows an example graph of mean stretching per frame along the x-axs.

FIGS. 19A — 19D show cxemplary simulation results including a density of noise
SOUICEs.

FIG. 20 shows exemplary stmulation resulis.

FIGS. 21A and 218 show two exemplary two jot nozzle designs.

FIGS. 22A and 22B show simuldated spatial distributions of vortices for the nozzle
designs of FIG. 21A and 21B.

FIG. 23 shows a simulated distribution of the noise sources for the nozzle designs of
FIG. 21A and 21B at dufferent bandwidths.

FIG. 24 shows a simulated total amount of noise sources detected for the nozzle designs
of FIG. 21A and 21B.

FIGS. 25A and 23B show two exemplary car mirror desigas.

FIGS. 26-32 show simulation results for the mirror designs of FIGS. 25A and 25B.

FIG. 33A and 33B show an exemplary baseline mirror and a Trating Edge (TE)

Extension murror.
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FIGS. 34-36 show simulation results for the murror designs of FIGS. 33A and 33B.
FIGA 37A and 378 show an cxemplary geometry of HVAC system with ducts, vents
and dashboard.

FIG. 384 and 38B show modifications of the ducts geometry.

(¥

FIG. 39A and 39B show modifications of the ducts geometry.
FIGS. 40-42B show simulation results.
FIG. 43 1s a graph illustrating clustering.
FIG. 44 illustrates an example of clustenng of the wdentified acoustic noise sources in
an HVAC system.
10 FIG. 45 is 3 chart illustrating a ranking of noisc clusters based on their acoustic power.
FIG. 46A illustrates an HVAC system where the noise sources are identified but not
clustered.
FIG. 468 illustrates the HVAC system where the noise sources are identified and
clustered.
15 FIG. 47 illustrates an occupant in the cabin of an automobiie.
FIGs. 48A and 48B illustrate an example of calculated transter functions from noise
sources to a driver’s left car under low and high speed blowing conditions, respectively.
FIGS 49A-D illustrate examples of noise sources of an HVAC system and noise
source contnbotions of the HVAC system to a driver.
0 FIGs. 50A-B illustrates noise sources and noise source contribution to an external
observer, respectively.

FIG. 51 1s a flowchart of an example process for identifying noise sources.

Description
A Flow-Induced Noise Identification Method (FINSIM) is described hercin. Coherent

L3

vortex structures in flows are closely related to the flow-induced noise generation mechanisms
and it 1s assumed that by characterizing the time and spatial evolutions of relevant vortices, the
physical sources that arc responsible for gencrating the noise can be identified. More
particularly, a method and system for identifving and tracking vortices and systems of vortices
30 hkely to radiate noise to the far-ficld is described herein. In case of thermal configurations,
FINSIM can also be used to analyze space and time variations of the temperature field (or any

relevant passive or active scalar field) to estimate the acoustics radiation of entropy sources.
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The systems and methods described herein identify noise produced by the vortex
motions {e.g., Co-Rotating Vortex systems - CRV} and vortex stretching. For example, the
system identifies:

t. Each relevant vortex pair as discrete CRV systems and determines the equivalent
guadrupole-like sources and corresponding acoustic radiation {¢.g., the transient flow ficld 1s
used to track the CRV motion and reconstruct the radiated ficld according to Powell’s theory);

2. Stretching rate of cach vortex detected in the flow and corresponding dipole-like
acoustic raciation; and/or

3. Entropv sources and corresponding monopole-like acoustic radiation.

By analvzing the motion of the entive flow field of vortices, the complete far-field noise
can be estimated and properties of the physical noise sources can be analyzed.

The contribution of each noise-gencrating vortices to a receiver can be determined by
using a transfer function. But another way, cach notse voriices can be analyzed to determine
how much of the noise generated by the noise-generating vortices 1s heard by a receiver (for
example, an car of a human operator and / or passenger of a device while the operator and / or
passenger of the device utilizes the device in an intended manner {e.g. driving or riding in a
car)}.

Noise vortices may be clustered into groups. The clusters may help to identify a source
of the noise, or an area of a design to modify in order to reduce the noise. At the same time,
the systerm may adjust the noise vortices or clusters based on the level of the noise that can be

heard by an individual placed within the design space.

Overview

FIG. 1A shows a flow chart of a process for flow-induced noisc identification. The
gystem receives transient flow data from a fld How simulation from computational fluid
dynamics solvers based, for mstance on Navier-Stokes and Lattice Boklizmann,  Such
siraulation data provides the time and space dependent volumetnc information used to identify
vortices.

The method nchides analyzing flow data to identify the vortices and vortex properties
such as location length and radius and circulation at mudtiple time steps in the flow simulation
{10). As descnbed in more detail below, for cach time frame, the svstem identifies multiple
vortices with each vortex being represenied by a set of connected points referred to herein as a
centerline of the vortex. The centeriines for each vortex and the location of the vortices can be

5
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generated using various techniques. For example, in a three-dimensional simolation, a A2
criterion {e.g., a crierion used to identify a vortex region as a region where the second
cigenvalue Az (A7 > Az > 43} of the symmetric tensor ({22 + 52} is negative at every point inside
the vortex core) can be used to identify regions in the simulated system likely to include a
vortex. The regions identified as being likely to melude a vortex collectively can be represented
as an isosurface that includes regions having A2 values that fall below a threshold manually
mmposed or automatically determined by the method. Thus, the identitied isosurtace will
mchude multiple regions within the simulation space and will contain all of the vortices
satisfving the threshold condition. Further computation of the isosurface can be completed to
identify self-contained portions of the isosurface associated with distinet vortices.  For
example, a flooding algorithm can separate non-touching clumps of voxels {(such that cach
chump corresponds to one voriex / one group of touching vortices) and subsequently an
algorithm can split big clumps of voxels in smalier clumps such that each chimap represents a
single vortex (the subdivision process can be repeated more than once). In some examples,
clumps of voxels containing less than a threshold number of voxels, or having a maximum
circulation less than a threshold number, can be removed {e.g., to remove negligible vortices
from consideration}. Once such self-contained isosurfaces have been wlentified, an algonthm
can be used to triangulate or otherwise determing a centerline for each of the identified vortices.
As desceribed i more detail below, other quantitics such as vorticity and/or a8 O-criterion can
be used to identify the vortices.

Once the set of vortices in the system has been identified for at least two time frames
i the fluid flow simulation, the method includes a spatial tracking of the vortices by comparing
the identified vortices at two different time steps (12). More particularly, an algonthm matches
- if possible - cach of the vortices at the first time step with an associated vortex at the second
time step based on their centerline representations.  In addition, the algorithm determines
whether a particuiar vortex n the second time frame is an mstantiation of a previously
wdentified vortex, a now vortex, a sphit of the vortices into multiple new vortices, or a merge of
multiple vortices in a new single vortex. Bv tracking the motion of cach of the vortices,
mformation about the size, velocity, intensity, stretching, direction of movement and any
dynamic information regarding cach vortex is generated.

Using the tracking information, the system identifies simple or complex systeras of
vortices that arc hikely candidates for notse producing vortices (14). More particularly, co-
rotating systems or vortices with a high stretching rate are more likely than other vortices to
produce noise. As such, based on the tracking information vortices or systems of vortices

7
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satistving these charactenstics (e g,

co-rotating vortices and vortices uvndergoing stretching by
getting longer or shorter or being twisted) can be identified based on the size, velocity and
direction of movement information.

After the vortices and svstems of vortices have been dentified, the system models the
noise produced by the vortices (16). The noise modeling includes a reconstroction of the
frequency, amplitude, location, directivity, and radiated power for each source and for the
overall system composed of all individual sources. In case of co-rotating vortices, all the
previous mformation is reconstructed based on a theory of the vortex sound denved from a
generalization of Powell’s theory. This theory makes the link between the vortex dynamics
{c.g., rotation speed, growth rate, and/or relative motion) and the noise generation. In case of
stretching vortices, the tracking algornthm coupled to a dipole-like noise modeling derived from
Powell’s theory gives aceess to the stretehing noise contribution. This contribution is related
to the evolation of the shape, length, inteasity, circulation, and the deformation rate of the
vortex structures.

The system also performs post-processing operations on the determined noise
mformation to extract and display usefol features of the information to the operator of the
systemn {18). For example, post-processing of the data can be used to generaie a density map
of the noise producing structures. For cxample, the noisc data from multiple different time
frames can be summed to generate a density map that shows the frequency of a noise producing
structure based on the noise produced by the co-rotating vortices and the stretching vortices.
In another example, post-processing can be used to wentify places with a bigh count of noise
producing structures. In another example, the noise data from multiple different time frames
can be summed up to generate a time-averaged radiated acoustic power map based on the noise
produced by the co-rotating vortices and the streiching vortices. In another example, post-
processing can be used to filter the noise producing structures by a direction to see a density
and count of the noise producing structures, but only for the noise directed in a particular
direction. In another example, the data can be post-processed based on a frequency such that
only certain frequencies of noise are displaved to the user. In another example, information on
the sources can be coupled to the flow data to identify and locate regions of the surrounding

geometry responstble for the generation of the noise (such as steps, gaps, and/or sharp edges).
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Overview of Powell’s theary of vortex sound

As noted above, one method to determine sound generated in a system can be based on
an application of Powell's Theory of Vortex Sound. In free flows, the flow-induced sound is

considered 1o be generated by the motion of vortices. There are no momentum changes, since

(¥

no solid surfaces are present, which implies that when a change m vorticity oceunrs somewhere
m the flow, the opposite change occurs somewhere else. Each vortex experiences a change in
strength and shape, which n both case, generate a dipole-like radiation. The following general
expression for the far-field acoustics density fluctuations due to vortex motion can then be
derived:

. O (%) 87
o E )~ — 2

| @ xwave)
IV

dmetxy x O {1a)
10
with y; the projection of the integration vector ¥ on €, ¥ the observer position vector, & the
vorticity vector and U the velocity vector. 4V (¥) is the clementary volume of fluid. p, is the
mean density and ¢ is the speed of sound. A discretization of the volume of mtegration V in
terms of vortex corclines clements is used and a new cxpression for far-ficld density
15 fluctuations is denived from Eg. la:

o Lo (;‘{in) % % e .
prx ) = —WTWK Z i) (i e % uk)i Ay
C=portex

{1b}
with & representing one sub-clement of one unique discretized vortex coreline. A system of
two co-rotating vortices 30, 32 distant by 2y with the same circulation I (represented by arrows
34 and 36, regpectively) as represented in FIG. 2A is now considered. Sach a system induces

20 the rotation of the vortices around an axis O (38) at the angular velocity {3, = I'/{4my?) for
which [” and y are constants. By using this angular velocity in Eq. 1b, the density fluctuations

are now given by:

; s

. — Al . c oy gy T

PIX, ) = —p AT [~ cos (Z(x, e ) — 20,t° +—~) Yz
\ R \ 4/~ Zc (2)

with Al the length of the vortex coreling element. We suppose Al « 4 so that time delay of the

[

acoustic waves s neglected, with 4 the acoustic wavelength. The unit vectors used in Eq. 2

are descnbed, for example, in FIG. 2A which provides a schematic representation of a co-
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rotating vortices (CRV) svstem.  Consequently, the radiated sound power corresponding to
this CRYV system is

(' (%, z‘))f 72 Pty
Pror = # G585 m e .
8c* (3)

Powell’s theory neglects viscous effects (discussed below) and as a consequence a perpetual

(¥

motion of the CRY occurs. The equivalent acoustic system i a rotating guadrupole composed

of four constant pressure poles rotating around an axis.

Sound 1s also generated by the change in strength of vortices m the flow. For example, Acclian
tones are produced by the stretching of vortex rings and the radiated noise is equivalent to
dipole radiation. However, such changes in strength do not occur isolated 1o the flow and an
16 opposite stretching is hikely to be found at a delaved period in time, resulting 10 a shedding.
Consequently, an oscillating quadrupole-tike noise socurce is to be found. Powell also
developed the theorv for the dipole-like radiation. The corresponding equation for fluctuating

velocity is:

x
Lo f o
U (x) ~——~———~4m:2€2f£xdi {(y) (4

_> . a(kle;
15 with £ = & % # then Lamb vector and L= _,,;Lm}.l In vortex stretching, the sound radiation

o

occurs because the acceleration of a vortex element in a direction normal to 1is axis causes a
local fluctuating dipole-like flow {obtained through space integration of the time derivative of

the Lamb vector}).

20 Extensions of Powell’s theory

In Powell’s theory, vortices are represented through their cireulations and locations centered
on a spinning axis. In order to take nto account for the vanation in both size and circulation
of vortices, the Scully vortex model is used for the rotational velocity:

I'r

()= T T (3)
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The difference in strength of the two vortices has an impact on the rotating system. Considering
two vortices {e.g., vortices 50, 32 in FIG. 2B) with different circulations, according to the

parameters defined in FiG. 2B, the angular velocity of the system 1s:

{1 =

27h2 {6)

The position of the center of rotation is given by:
Uiy +Thx, Dys + Dy,
Xg = ——m————, Yo = —m (7 Q
TR+ T+ (7.8)

Starting from Eq. 1b and using the geometrical parameters of the system (FIG. 2B), the density

perturbations and acoustics power become:

P, t) = — ;;ﬂé < R(2R cos(26 — 20,t™)
TR+ 722
+ Z cos(8 — Qs DAL T, (9)
o - 17p TETFALROY
LT 240m3 8 (10)

with R, 8 and Z the cvlindrical coordinates of X in the frame of reference of the CRV system.

This assumes the shape of the vortices stays coherent (i.e. well approximated by a point
model). If the ratio of the circulations 1s above a certan threshold, more complex viscous
cffects happen introducing noise generation through changes i size of the low circulation
vortex. FIG. 2A shows an exemplary schematic representation of a co-rotating vortices (CRV)
system and FIG. 2B shows an cxemplary schematic representation of a co-rotating vortices
systern with different strength circulations.

When viscous effects are taken into account, more complex mechanisms are mvolved
and the CRY vortex pair eventually merges. The merging process consists of four stages:

e First diffusive stage,
e {Convective stage,
+  Second diffusive stage,

s Final diffusive stage.

1l
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The first diffusive stage corresponds to the diffusion of each vortex due to s rotation
and the viscosity of the fluid, which causes an increase of their core radi following a square
root law 1. (£) = r(0) + ¢/ v{t — ty). During this stage, the quadrupole analogy of Powell can
be successfully applied. The convective stage starts when the core radius reaches a critical
value such as 1¢ cpivien = 0.290by with By = 2y, the inutial distance between the two vortices.
The coefficient 1n front of b0 depends on the precise setup conditions. The duration 1 of the
convective stage in case of laminar vortices 1s known from experiments: £, = 8.1 * (bﬁ?‘ /To).
The distance between the vortices decreases during this stage and diffusion playvs ondy a nuinor
role. Also during this stage, the rotation speed increases, creating a non-symmetric vorticity
field giving birth to vorticity filaments. The second diffusive stage corresponds to the period
necessary for the vortices to merge (b=0}, and the final diffusive stage is the diffusion of the
resulting single post-merge vortex. The four stages are illustrated in FIG. 3, obtained from
LBM simulations of the CRV system described berein.  FIG. 3 shows the Instantancous
vorticity field Q2 [s7(-1}] obtamed from a LBM CRV simulation at (a) first diffusive siep,

(b)convective step, (¢} second diffusive step, (d} final diffusive step.

Noise Source Identification

The flow-induced noise identification method (FINSIM) approach described herein
ilentifies and tracks the vortex structures responsible for sound genecration in arbitrarily
cormplicated flows of real mdustrial cases. The vortex structures of mterest are co-rotating
vortex (CRV) pairs and vortices undergoing siretching (¢.g., at a non~-uniform rate). For the
CRV sources, FINSIM identifies cach relevant vortex pair as a discrete CRV system and
determine the equivalent quadrupole-like sources and corresponding acoustic radiation. By
studying the motion of the entire flow field of vortices, the complete quadrupole-based far-
field noise can be estimated, and properties of the physical notse sources can be analyzed. The
proposed tracking scheme is valid during the first diffusive stage and the begiuning of the
convective stage of the CRY motions, which are believed to be the most important mechanisms
for noise generation.

Referring to FIG. 1B, a flow diagram for the flow-induced noise identification method
(FINSIM) approach is shown. At ahigh lovel, the FINSIM approach includes vortex detection
102, vortex tracking 114, and noise modeling 128/130 to gencerate noise propertics 132,

The vortex detection 102 portion of the FINSIM approach is used for the identification

of vortices. The identification of vortices can be based on instantaneous pressure, vorticity, (-

12



i

[\

(e

(¥

0

L3

WO 2017/222991 PCT/US2017/038143

criterion, A2-criterion or other methods able to identify discrete vortices in a transient and
turbulent flow. In two dimensions, vortices can be extracted based on the vorticity. For 3-D
cases, the use of the A2-criterion is likely more suitable.

More particularly, as shown in FIG. IC, the vortex detection process 102 receives a
measurement file 100 from a flow simulator (150}, The measurement file includes information
about the flow of particles in each voxel {or in a subset of voxels for an identified region) in
the system including pressure and velocity vector minimum. The measurement file includes
ong or more frames (e.g., separate time steps i the simulation} of flow data. Based on the flow
data, the svstem computes A2 and vorticity vector for each voxel for each frame (152). These
values can be used to locate a vortex. For example, a tow value of A2 is likely to be close to the
centerline of a vortex. The 22 and vorticity vector are then used to generate vortex clumps of
voxels {e.g., an isosurface} with each clump corresponding to one vortex / one group of
touching vortices (154}, To generate the chumps of voxels, the system compares the values for
the A2 and vorticity vectors to pre-determined thresholds to sclect a subset of voxels having 42
and vorticity vectors with values m a pre-determined range. The imtial clomps of voxels can
mclude overlapping vortices, so the system refines vortex clumps to separate each group of
touching vortices into single vortices {156}, In order to remove small vortices, {¢.g., vortices
less than a threshold size), the system filters clumps based on size (158). For remaining clumps
of voxels, the system generates a centerline for each clump of voxels (160). The centerline
mformation inchudes various vortex properties 104 such as location 106 and length and radius
108.

The vortex tracking portion 114 of the FINSIM approach identifies the displacement of
cach vortex. In this portion, the parameters of all vortices (location, radius, circulation, ¢tc) at
discrete time # and i+ are computed and a tracking algorithm identifies the displacement of
cach vortex between 5 and #+:. More particularly, a tracking algorithm receives centerline data
from a current frame of the stmulation 110 and centerline data from a previous frame of the
simulation 112, Based on these two sets of centerline data, the tracking algorithm generates
vortex dynamic mformation 116, This includes trajectory information 118, convection velocity
120, and information about stretching/deformation of vortices 122, Based on the vortex
dynamic mformation 116 the tracking algorithm can output tracking data associated with co-
rotating vortex pairs 124 and stretching data 130 associated with vortices undergoing
stretching.  fdentifying the co-rotating vortex pairs can include, for example, analyzing the
vortex svstem motion. The identification of each CRV system 1s based on the calculation of

the position and displacement of cach vortex and the determination of their closest neighbors.
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The vortex and their neighbors are then considered as discrete CRV gystems. The number of
candidate TRV systems is reduced by discarding systems which inter-vortex distance is above
a distance threshold. The sclf-rotation information of the CRY system is extracted from its
dynamics and used for modeling.

Identifying the stretching vortices can include, for example, computing the growth rate
of mdividual structures length or circulation (nformation known from the structure
wdentification procedure). From the change m length or strength of the vortices, stretching
vortices arc detected.

The noise modeling portion(s) 128, 130 of the FINSIM approach derive the noise
generated by the identified vortices. More particularly for cach CRVY, based on its dynanucs,
the resulting generated noise 1s derived according o the extended Powell’s theory. Noise
generation dug to vortex stretching is also derived. The noise modeling generates a set of noise
propertics for the system {(e.g., a summation or compilation of the noise properties for cach
noise producing vortex in the system)}. The noise properties can include the frequency 134,
location 136, directivity 138, and radiated power 140 for vortices n the system. The noise
properties can be identified and associated with locations m the simulated system. For
example, the noise properties for cach voxel in the system can be determined. The frequency
mformation 134 i1s important because some froquencies of sound are more likely to cause
disturbance while other frequencics may be outside of the spectrum that can be perceived by
human ears. The location information 136 can be useful {o identify places within the system
that generate noise. This information can be used to trace back to noise producing structures
i the physical design of the object being simulated. The physical location 1n the design
responsible for the inducing noise vortices can be determined, for example, by implementing a
reverse problem. Knowing the location of a noise source in the flow, it is possible to identify
where the vortices responsible for sound were originally generated using, for example, the
mean tlow streamiines, the vortex trajectory or a reverse particle-tracking algorithm. The
location information can be displaved as a graph with the voxels having noise producing
vortices wdentified on the graph. The duectivity information 138 for vortices can also be
mportant. For example, 1f a side mirror on a car is generating noise but the noise is directed
away from the car rather than toward the window the impact of the noise to the comfort of the
mdividuals in the car may be reduced and therefore the noise may be less of a concermn. Finally,
the radiated power or amplitude of the noise 140 1s important because the tolerance for certain
levels of noise may make changes to the svstem unnecessary if the level of noise falls below a

threshold.
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While not shown i FIG. 1B, post processing of the noise data can be beneficial to
provide understandable and vsefid information to a user. For example, based on the resulis
generated for the predicted flow and radiated noise uscful metnces, displays, and information
can be presented to the user. These can include information and statistics about vortex locations
and convection speeds, characteristic vortex lifetime, vortex stretching behavior, instantaneous
radiated frequencies, noise source locations and strength, frequency-dependent intensity maps,
cte.

In one example, post processing can be used to generate a graph of the vortex locations
and convection speeds. This map provides an indication of the convection speed by coloring
or otherwise providing a visual indicator of the convection speed for cach voxel. Locations for
which there are no vortices present will be similarly colored to indicate the absence of vortices

{e.g., because there will be no associated convection speed or the convection speed will be

below a threshold)  In some examples, the map of vortex location convection speed is
displayed for a single time point while in other examples a time evolution of multiple time
frames is provided.

In another example, post processing can be used to generate a graph of the vortex
locations by providing a visual representation of the centerling locations. For example, the
centerlines can be displayed on the representation of the svstem by an appropuate visual
mdicator within the voxel. Since a centerline will span maltiple voxels, the centerlines for
voxels will be displaved by providing the appropriate mdicator in gach of the voxels.
Additionally, the strength or the amplitude of the noise radiated by the centerline can be
visually indicated. For example, 1f the centerline 1s represented by a line at the appropriate
location(s), the width or coloring of the line can provide information about the amplitude of
the sound produced by the vortex. Such information can be displayed for a single time step i
a simudation or as a time-based evolution spanning multiple time steps.

In another example, post processing can be used to generate a graph of the frequency
of sounds produced within a system. For example, a graph of the noise source density {e.g.,
the number of vortices within the system) versus the frequency of sound produced by the vortex
can be generated. In another example, a graph of the radiated acoustic power {e.g., the time-
averaged acoustic power generated by the various svstem of vortices) versus the frequency of
sound produced by the vortex can be generated. In some examples, multiple different desigus
are simulated and a comparison of the generated sound frequencies can be provided (e.g., a

graph that includes wmformation for both designs).
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In another example, post processing can be used to generate a graph of the vortex
locations and strength. This map provides an indication of the vortex strength by coloring or
otherwise providing a visual indicator of the convection speed for cach voxel. Locations for
which there are no vortices present will be similarly colored to indicate the absence of vortices

{e.g., because the strength will be below a threshold).

In ancther example, post processing can be used to generate a graph of characteristic
vortex lifetime.  For example, a graph of the distribution of vortices according to the total
travelled distance can be generated. Turbulence m many designs can be an issue and the
hifespan of coherent structures must be reduced to avoid mechanical fatigue or obiect indirect
mieractions. An appropriate design can be chosen bv munimizing the travelling distance of
vortices.

In another example, post processing can be uwsed to generate a graph of vortex
stretching behavior. For example, a plot of the stretching rate of vortices along a specific
dircction of the sumulated object can be generated. In some designs, the turbulence in the flow,
1.¢. the vortices, must decay in miensity or size as fast as possible, and an efficient design can
be determined by looking at the stretching rate distribution.

In another example, post processing can be used o generate a graph of instantangous
radiated frequencies. For example, a spatial map of noise sources colored by frequency can be
generated, presented as a time animation. In some designs, the noise generated in the flow can
reach unauthornized level, corresponding to peaks in the SPL graph of a far-field probe. A map
of the sources colored by frequency will help identify regions of the flow responsible for this
specific tone and it will provide insight on the bife cycle of the noise inducing vortices
responsible for such levels through a time ammation of the sources motion.

In another example, post processing can be used to gencrate a frequency-dependent
miensity maps. For example, a graph can be generated to provide an mndication of the vortex
strength by coloring or otherwise providing a visual indicator of the convection speed for cach
voxel. The mformation on this graph can be filtered to display a user-selected range of
frequencies. For example, the user may desire to display only frequencies that are detectable
by the human ear or only high frequencies that may be perceived to be more disruptive to an
mdividual’s comfort. Filtering by frequency in the associated voxel based graph allows the
user to focus attention on locations within the system that are generating the highest amount of
noise within a frequency range of nterost,

In another example, post-processing can be used to generate the graph of power overa

range of frequency of interest. For example, the SPL graph of the mean power during the
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simulation time of all sources within a defined region can be generated. For some objects, the
flow-induced noise can onginate from several locations in space. In the far-field, it can be
difficult to pinpoint which quantity of acoustic power comes from which region, and computing
this imformation helps a better design process by prioritizing parts of the object that need
modifications for noise reduction.

In another example, post-processing can be used to generate the directivity of power
for a specific region. For example, the distribution of time-averaged acoustic power over a
sphere centered on a specific region of mnterest can be generated. When designs are compared,
not only the total amount of power radiated 1s important but alse its directivity. Depending on
the direction, the radiated acoustic power can be of terest, 1.¢. a direction where the noise
needs to be reduced, or it can be negligible, i.e. a direction where the noise has no importance.

In another example, post-processing can be used to generate the reconstruction of
acoustic signals at various points in space. For example, the pressure acoustic field on any
surface can be visualized or used to quantifv the amount of acoustic power transmitted. In the
flow region, the acoustic pressure field 1s not directly available as it can be hidden in the
hydrodynamic pressure field fluctuations. Filtering 1s difficult and can be contaminated by
numerical noise. Using the modeling of noise sources, the acoustic filtering can be performed
with the reconstruction of the acoustic pressure field at any point of interest in the flow region.

In another example, post-processing can be used to generate a surface map of the noise
source origin. For exarnple. the surface of the object can be locally colored by the mumber of
flow mduced noise sources which originated from the location of interest. In some designs,
specific regions of the surface responsible for noise generation need to be hghlighted before
being corrected. By modifving the highlighted picces of surface, the noise sovrces can be

decreased in intensity and the design improved.

Lattice Boltzmann Method (LBM)

As noted hercin, vanous types of flow simmlations can be used to generate the flow
mformation used to identify and track vortices. One such flow simulation 15 based on the
Lattice Boltzmann Method. A CFD/CAA code 1s used to compute unsteady flow physics. The
code is based on the Lattice Boltzmann Method (LBM). Lattice based methods were proposed
as an altemnative numerical method to traditional Computational Fluid Dynamics (CFD).

Unlike conventional methods based on discretizing the macroscopic continuum equations,
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LBM starts from “mesoscopic” kinetic equations, e the Boltzmann equation, to predict

macroscopic fluid dvnamics. The lattice Boltzmann equation has the following form:

[i(Z 4+ CALE+ ALY — f{X, ) (i

where ff is the particle distribution function moving in the i direction, according to a
finite set of the discrete velocity vectors foi=0,. b}, cidt and Ar are respectively space and time
mcrements.  For convenience, we choose the convention Ar=1 in the following discussions.
For the collision term on the right hand side of Equation (11) the simplest and most common

inplementation is the Bhatnagar-Gross-Krook (BGK) form:

CE ) = = =[5 0)

- fi" & 0]

(12)

Here ©1s the relaxation time parameter, and £%9 is the local equilibnum distribution
function, which follows the Maxwell-Boltzmann form. The basic hydrodynamic quantitics,

such as flmid density p and veloctty u, arc obtained through moment summations:

PG = ) fih0),
(13,14)

;

In the low frequency and long-wave-length limit, for a suntable choice of the set of
discrete velocity vectors, the transient compressible Navier-Stokes equations arg recovered as
shown by Chapman-Enskog expansion. The resulting equation of state obeys the ideal gas law,
and the kinematic viscosity of the fluid » 1s related to the relaxation time parameter t and the
temperatare 77

(-3
V=7 —
v T 5 ) 15
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The combination of Equations (11-15) forms the usual LBM scheme for fluid dynamics.
It is solved on a grid composed of cubic volumetric elements called voxels, and a Variable
Resclution (VR) strategy 1s allowed, where the grid size changes by a factor of two for adjacent

resolution regions.

Co-Rotating Vortices {CRV)

A. Numerical setup

LBM Dhrect Numerical Simulation (DNS) are used to simulate a CRV system and two
mitial vortices are defined as an initial condition using Scully’s model with a core radius 7,
=8x10* m and a circulation T = 411, v, with v, = 0.3 m/s. The initial distance between
the vortices is bo=1 6x10* m and the Reynolds number Re based on v, and 7, is Re=159.
The simulation domain is a 20481, square 60 {FIG. 4). The simulation domain 60 is surrounded
by a sponge zone 62 consisting in several layers of fluid with increasing viscosity and
resolution 1 order to avoid acoustic reflection at the boundanies. The boundary conditions on
the extenior edges of the sponge zone are pressure outlets with non reflective conditions and
the characteristic pressure is pe=101325 Pa. The smallest voxel size s dx = 7./30. The a
priori estimated wavelength of the CRV radiation being 4 = 10007, the stnudation domain
and the measurement region are large enough to capture the radiated acoustic figld. The
simulation is performed unti the merging process is over, that is to say for 7=133x107 5

corresponding to 300,000 time-steps.

B, CRY simulation results and gnalysis

FIG. 3 shows a schematic representation of a merging process for a co-rotating vortices
system. In FIG 3 the instantaneous vorticity fields are represented and the four stages of the
CRV arc recovered. The predicied angular velocity from a kinematic analysis is wo=208.3 Hz.
The converged value obtained after a short mitial transient of the simulation {¢=0.3ms} is we.
sm=208Hz +/- 3Hz, in very good agreement with the theoretical value. The simulation vortex

core radius as a function of time shows a square law dependency with an expansion coefficient
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o=2.3. From Cerretclll and Williamson, the value 18 =2 .24 for Lamb Oseen vortices while
=19 1s found experimentally, which compare reasonably well to the predicted vahue.

The complete time-cvolution of the two vortices was analvzed to enable the desired
quadrupole modehing, m particular the time-dependent characterization of the guadrupole noise
sources. FIGS. 3A-5D show Vorticity isocontours (s71) and dB spatial map (dB) for co-
rotating vortices with Re=159 with a) and b} are computed at ¢t = 091lms. ¢} and d) are
computed at t = 6.38ms. In FIGS. 5B and 5D, fhud plane dB-maps (1.e. images with voxels /
arcas colored by fluctuating pressure level) are shown highlighting the instantancous trequency
and the strength of the noise radiated by the vortaty fields plotted m FIGS. 5A and 5C,
respectively.  This representation shows the physical notse sources without any notion of
directivity. It is cbserved that the frequency of the radiation is increasing with time as the two
vortices get closer and closer and accelerate. The acoustic power is also increasing until the
system collapses due to the merging process.

The entire reconstructed radiated acoustic field is shown in FIG. 6. The comparison
between the acoustic ficld obtained directly with the LBM simufations (in gray scale) and the
pressure wave extrema calculated with FINSIM (represented by lines 72, 74) are mn a satisfying
agreement, which provides a validation of the algorithm for the noise modeling step. While
this is only a 2D example, it shows that the concept {of predicting scund generation via CRV
tracking) works. More particularly, in FIG. 6, the black and white shows the filtered acoustic
pressure ficld in the range [-0.5P2,0.3Pa} between 200Hz and 1500Hz predicted from LBM
and hnes 72, 74 correspond to minimnm and maximum pressure wave values caleulated with

FINSIM.

2-0 Shear laver flow
A. Shear layer flow

In previous studies 1t is shown that the noise generated by the main structures of a shear

layer has a guadrupolar nature and is related to a voriex pairing mechanism very similar to the
isolated TRV system. Here a two-dimensional forced shear layer at its first harmonic
frequency fo=40 KHz. is stmulated m order to demonstrate FINSIM on a relatively simple case

for which the crucial noise source dynamics and resulting sound field are known.
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The Shear Layer {(SL) problem 1s characterized by three parameters: the
thickness &, (0}, the maximum velocity ¥, and the mintmum velocity U,. The mlet velocity

profile is given by:

u(v)
Uyt Uy (16)
T2
i, -1, 72
+ —E—:Z—mitanh (-éi)

Lh

with 6 = §,(0). In the case of the forced shear layer, a sinusoidal forcing component
is added to 8 such as 8 = &, (0)(1 + 0.8sin{27nf;£)). The corresponding Reynolds number
is Re= 250 with 8,,(0) = 4.34x10°m.

The smmdation domamn extends over 96005,,{(0) m the y-direction and over
88004, (0) along x. Sponge zones are again used fo provide an anechoic condition. 2-D DNS
10 simulations are performed over 80 cycles, 1.e. 80 primary patrings. As shown in FIG. 7 for the

forced SL. the flow 1 periedic, and the detection method 1s applied at four instants m time
during one pairing period of two consecutive vortices generated i the S1L. The ime-dependent
flow results are processed with FINSIM and the quadrupolar noise sources are recovered and
can be explicitely associated to the pairing mechamism (FIG. 7). The main radiated frequency
15 corresponding to the pairing frequency is also recovered showing a dependency on time and
space. More particularly, FIG. 7 shows flow and acoustic fields corresponding to four pounis
i time within one pairing period of the forced shear layer flow. From top to bottom: =0 s;
t=0.146 5, t=0.151 5; t=0.161 5. The graph on the left shows isocontours of vorticity in s-1, the
graph m the middie shows instantancous spatial dB-maps of noise sourcesand the graph on the
20 right shows reconstructed acoustic field where lines 72 arc pressure wave mimma and lines 70

are pressure wave maxima.

3-8 jet flow

A, Numerical setup

[\
[

Jet flow is an important source of noise in numerous applications, from acrospace to
heavy machmery. While the mechanisms of noise generation (turbulence generation and

vortex-to-vortex inferaction) have been extensively analyzed by many rescarchers, the
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mfluence of geometric design details on how and where exactly the noise is generated is not
explicitly understood.  Therefore jets provide a compelling example for noise source
identification.

Simudations of a round jet are performed on the CMS000 configuration (sec for example
FiGG. 11). A large 3-D transient flow data set is generated to aid in the development and
validation of FINSIM meluding the extension to 3D. The charactenstic length is B=530.8 mm
corresponding to the nozzle diameter.

The jet Mach number is M=0.35 and Reynolds number Re=410,000. The resolution
18 Ax=1 mum and physical time t=0.1s of sinndations are performed. Similarly to the previous
2-B) cases, a sponge zone scheme surrounding the nozzle and the jet is used in order to avoid

spurious reflections from the boundarnies of the domam.

B. Flow and noise resuilts

FIGS. 8A and 8B show the mean streamwise velocity component along the jet axis and
streamwise velocity profile at 3mm upstream of the nozzle exit, respectively. In FIGS. 8A and
8B, the mean stream-wise velocity component is compared to experiments both along the jet
axis, and the nozzle profile at 3 mm upstream of the exit. The predicted results are in good
agreement with experiments. In particular, the boundary laver inside the nozzle is accurately
predicted and the jet expansion, together with the potential core length are well recovered.
Instantancous snapshots of the vorticity field are represented in FIG. 9 showing the presence
of alarge number of vortices 1 the jet (FI1G. 9 shows the instantancous vorticity ficld at various
locations and planes), mcluding structures present in the shear layers and induced by the
turbulent mixing of the jet at the end of the potential core.

The acoustics radiation is captured within the same transient simulation and a snapshot
showing the mstantaneous pressure tluctuations 1s plotted i FIG. 10A with FIG. 10B showing
mstantaneous pressure fluctuations in an x-aligned plane. A main source of noise is visible in
this figure, coming from the end of the potential core. The directivity of the overall sound level
measurcd at microphones located 100D from the nozzle exit 1s shown n FIG. 108 with FIG.
108 showing OASPL directivity plot. The noise levels and the divectivity dependence are well
predicted and in particular the inerease of the noise levels with increasing observation angle is

obtained.
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C. FINSIM Resulis

The source identification method previcusly presented is adapted to 3-D {ransient
mputs and used to analvze the sources of noise of the 3-1) jet simulation. First, the simulation
measurement files are input to the vortex detection method, which retums vortex core
centertines and other geometrical information about each vortex such as radius, location,
length, etc. From the voriex centerlines and radii (i.¢. the average radius of the -2 isosurface),
the voriex structures are reconstructed in simplified form as visualized m FIG. 11 (cg,,
showing the reconstrucied centerlines). A high density of vortices is observed in the shear
laver close to the potential core where vortices are produced. Vortices are then convected
downstream, with vortex density decreasing due to merging and dissipation. In order to assess
the accuracy of the vortex reconstruction process (which generates a “skeleton” version of cach
vortex), an error is compuied based on the averaged distance of the mnitial isosurface envelope
to the reconstructed mesh of the vortex. The average distance is then normalized by the
equivalent radius of the individual skeleton. FIG. 12 shows the results of this computation,
where each vortex is represented as a sphere with a radius that corresponds to the size of the
crror. The numerical values of this error metric generally stay under 1.0, and though peak
values up to 3.0 are ohserved, the error levels are thought to indicate an acceptable accuracy
for the reconstruction process. The peak values actually correspond to complex mtertwined
structures that are not individeally captured by the first siep of the process. If a single
isosurface represents several blended vortices at the same time, FINSIM treats it as one, trving
to fit a single tube to a complex system of vortices.

Vortex tube information, obtained for all frames, allow us to perform statistics on the
turbulence in the flow. FIG. 13 shows a distribution of the vortices projected on the (3,v) plane.
In FIG. 13, cach vortex location from cach frame 1s orthogonally projected on a
100cellsx 100cells grid centered on the jet axis, representing a total width of 3D, The fraction
of vortices whose projection falls inside cach mdividual grid cell is represented by the color of
that cell. The resulting distribution of vortices shows the expected axisymmetry, as well as a
strong concentration of vortices in the shear layer at the boundary of the potential core. The
length of each vortex is also computed in the reconstruction process, and the distribution of
vortex length along the x axis 1s shown in FIG 14, which 13 constructed by partitioning vortex
length into 100 values ranging from 0 to 0.04m and streamwise location into 100 values
between 0 and 150, The distribution presented in F1G 14 shows the low presence of turbulence

before x=31 as well as the absence of vortices with length less than 0.006m. The density of
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vortices 1s the highest between 3D (end of potential core) and 10D, The vortex length increases
as they are convected downstream.

After the vortex tracking step, time vanations of geometrical properties of the vortices
arc computed. For example, the convection velocity of vortices 1s computed, as shown in the
snapshot tmage of FIG. 15, In FIG. 13, reconstructed centerlines colored by convection
velocity from 30 to 130nvs are shown. Here it can be seen that the convection velocity is
almost zero in the outer laver of the jot shear laver and reaches a maximun close to the potential
core boundaries. Dhstribution of the convection velocity along the streamwise direction is also
computed. FIG. 16 shows an example graph of mean convection velocity along the x-axis.
Fi(G. 16 shows an nitial increase of the convection velocity, followed by a slow decrease
moving downstream from the end of the potential core starting at ~03m. For convection

velocity, the 99% confidence nterval 18 relatively small compared to the mean value, about

(v

%. 'The stretching of vortices s also compuied based on the length change of the vortex
centerlings from frame to frame. A snapshot of the stretching of individual vortices 1s presented
m FIG 17 (e.g.. reconstructed centerlines colored by stretching from 0 to 10000%/s), and the
distribution of stretching along the jet axis is presented in FIG. 18, The distribution of
stretching shows a peak value of 3.3% per frame where the shear layer starts generating vortices
i the outer boundary of the potential core. The stretching is then counstant at about 0.7% per
frame. It shows that vortices keep mereasing in length as they move downstream in the jet;
this is mostly due to 3 dimensional effects of the dissipation of the vortex cores.

Finally, the vortex svstem detection method provides mformation about pairs of
vortices 1n co-rotation. At each time trame, the frequency of the sound emitted by a CRV is
calculated from 1iis rotation speed. To study the frequency-dependent CRY spatial distribution,
which corresponds to the noise source distribution, the mumber of CRVs whose frequency is
within a pre-deternmined 200Hz band 1s caleulated evervwhere in the flow for frequency bands
between 0 and SkHz. This number is normalized by the vnit volume of the gnid cell. The
obtained scalar is the noise source density. The resulis are presented in FIG. 19A-D which
shows a density of noise sources for the frequency band 200-400Hz (a), 800-1000Hz(b), 2000-
2200kHz (¢} and 3000-3200Hz (d). The maximum density is obtained in a cell tor the 800-
1000Hz band range. It corresponds to the band where the maximum of far-field SPL is
observed, as presented in FIG. 20 which shows simulation results for 1/31d octave SPL at a
probe located at 907 from the jet axis at x = 0.2m. The presence of vortex pairs is ¢lose to O

for low frequencics (<200Hz) and the high frequency bands vortex pairs count is lower than in
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the 800-1000Hz range. Overall, the CRV noise sources are concentrated close to the potential

core, where vertical eddies (thus turbulence} are generated in the shear layer.

FINSIM Application

To illustrate the capabilitics of the present approach to dentify flow mduced noise
sources, it s appled to two different cases where a difference in noise generation has been
observed. The first case is the comparison of two jot nozzie designs, SMC000 (round nozzle
presented in the former section) and SMC006 {chevron type nozzle), for which the geometries
are shown in FIGS. 21A and 21B, respectively. The second case is the comparison of two
different side-mirror desigos for a fully detailed production car which arc known 1o generate

different levels of radiated acoustics.

A. Jet nozgzle geomeiry comparison: SMUGHG vs SMCG06
The SMCO00 simulation and analysis using FINSIM were described in section IV. The
SMCO006 simulation was identical except for the change of nozzle geometry. FINSIM is
applied to both cases, and the resulting spatial distributions of vortices, presented in FIGS. 22A
and 228, shows intergsting differences. The SMC006 vortex distabution (FIG. 22A) is more
locahized becaunse the chevrons tend to coliapse the potential core. o the SMCO00 case (FIG.
22B), the vortices are located all along the jet, downstream and around the potential core.
However in the SMCO06 case, the vortices are located mainly at the end of the potential core,
which extends only about half the distance in the streamwise direction conpared to SMC000,
The potential core 1s also wider tor SMC006, and vortices are disiributed turther in the radial
direction compared to SMCO00.

Further downstream, the turbulence, as indicated by the population of vortices, is
rapidly dissipated for SMC006. Given the ditferences in vortex distribution, it can be expected
that the SMCG006 noise source locations are more localized, and possibly more intense at
spacific frequency bands.

FIG. 23 shows simulated distribution of the noise sources for the nozzle designs of FIG.
21A and 21 B at different bandwidihs. In FIG. 23, the distribution of noise sources (represented
as before by the CRV density) 1s presented for SMCC00 and SMC006. In order to compare the
two designs, the distribution at cach bandwidth is normalized by the maximum CRVY density
value considering both cases. These plots show that at low frequencices, the amount of CRV
noise sources is larger for the SMC006 design, and localized close to the exit of the nozzle.

The penetration of the nozzle chevrons in the jet triggers the turbulence, reduces the potential

2
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core length and creates the observed noise sources. Similar 1o the vortex distributions, the
amount of CRV noise sources is relatively less for the SMC000 design and they are more
cvenly distributed along the plume. Up to 1200Hz, the highest noisc source concentrations

belong to the SMC006 design. However, at higher frequencies, the trend is reversed and the

(¥

the SM{000 has the higher noise source concentrations, but they are still evenly distnbuted
the plume whereas the SM{C006 sources are still more localized even while decreasing in
number with increasing frequency. In FIG. 24 the total number of notse sources is plotted vs
frequency, and this clearly shows the difference in frequency distribution of the noise sources
for these two nozzle designs, with SMCO06 noise sources more concentrated at low frequencies
10 and falling off at high frequencies compared to SMC000.

For now, a companison of the resulting radiated acoustic power is not provided because
it requires computation of intensity and power of the sources. Note that so far no depiction of
the strength of the vortices has been shown. Until now the computation of the centerlines was
not accurate enough to obiam such quantities. New development in the centerlines algorithm

15 and rotation detection will overcome this issue and enable the strength of the CRV sources to

be factored in and the radiated acoustic power to be predicted.

B. Automotive side mirror design comparison:
The present approach is now used to compare wind noise sources for two different side
mirror designs on a fully detatled, real production car. The two nvestigated goometrics arc
20 presented in FIGS. 25A (marror 1) and 25B (muror 2. Previous experimental and simulation
mvestigations concluded that mirror 1 causes higher turbulent wall pressure fluctuation levels
on the side glass. but mirror 2 generates higher acoustic levels on the side glass. Evidence for
this supposition comes m part from the acoustic wall pressure loads on the side glass computed

using the 0k method, as seen in FIG. 26, which shows higher levels for mirror 2 at all

[\
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frequencies except at 100Hz . For both mirror desigas, FINSIM is applied to the PowerFLOW
results and the total number of CRV noise sources over the simulation volume as a function of
frequency over the simulated physical time is presented m FlGs. 27-29. At each frequency,
the number of noise sources is higher for mirror 1. Assuming that the vortex sizes and
strengths, and hence the CRYV strengths and resulting acoustic power per CRY, are comparable
30 for the two cases, then the total number of noise sources will correspond well to the overall
acoustic power, hence the trend predicted here by FINSIM provides the expected result that

mirror 2 causes higher acoustic levels., and the results .
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The distribution of noise sources 18 computed n the same way as for the jet example
and presented in FIG. 30, In the zoomed out viewpoint, the overall noise source distribution is
seen to be very similar between the two designs. At high frequency, more noise sources are

present near the A-pillar in both designs, which agrees well with the known behavior of the A-

(¥

pillar vortex. In the zoomed i viewpoint, the primary locations of the additional noise sources
for mirror 2 are scen 1o be near the perimeter of the rear face of the mirror housing. In FIGS.
31 and 32, the velocity magnitude n the vicinity of the side mirrors on a horizontal plane shows
a stronger recirculation downstream of mirror 2 compared to mirror 1. The area downstream
the tip of murror 2, corresponding to high velocity magnitude, extends on a larger distance
10 compare to mirror 1. As the flow is detached carlier for mirror 1, it 1s consequently slower at
the tip of the mirror where the recirculation happens. Since the kinetic energy is less, the
resulting acoustic energy is also less as a higher kinetic energy induces stronger turbulent
structures at the tip of the mirror, which are noisier. A stronger turbulent shear layer correlates
with a higher density of energetic vortex pair interactions, leading to a higher density of noise
15 producing CRV systems, and hence stronger noise generation as observed in FIG. 26 for mirror

)
L.

. Additional automotive side mirror design comparison:
The following case illustrates the ability of FINSIM to pinpoint noise production
20 discrepancies between two similar designs. The bascline muror corresponds to a real car
geometry and the Trailing Edge Extension (TEE} mirror is constructed from the baseline nurror
by adding a step to the baseline (grey volume on FIG. 33A-B). Since the mirror geometries
are very similar, the leading edge flow is expected to be unchanged by the geometry

modification. Experiment shows that the levels of interior noise of the car are higher for the

NI
W

TEE murror. Since the flow s unchanged on the window, the difference is due to the acoustic
contribution of the flow, possibly generated in the mirror wake. Here the FINSIM analysis is
performed in the wake of the mirror. A difference in the total number of CRVs is observed in

FI( 34, The difference is constant over the whole range of frequency at about 25% (~2dB).

FINSIM has detected a difference i the generation of the acoustics. This difference is also

(o8]
<

observed in FIG. 35A-B where the distribution of noise sources along x 1s higher at both
frequency ranges tor the TEE design, especially night downstream the leading edge.
In conclusion, the TEE design produces more noise due 1o the siep added to the baseline

geometry. This is illustrated in FIG. 36 as the noise source density is the highest for the TEEE
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design close to this additional volume. However, the noise source density levels are lower for

the baseline design.

B HVAC ducis design comparison:

The following case Hustrates the application of FINSIM to a HVAC unit system n
order to pinpoint the location of noise sources {aka CRVs}. A real ducttvents geometry (FIG.
37A-B) as well as a new design derived from this baseline are compared using FINSIM. The
new design is obtained by modification of the ducts geometry in order to reduce fluctuations
i turbulent areas. A noticeable difference 1 SPL levels is observed and consequently a
reduced mtertor noise. The modifications are presented on FIGS. 38A-8 and 39A-B.

FINSIM successfully captures the difference in noise sources location and quantity as
tHustrated v FIG. 40, The total number of CRVs is different from the new design at all
frequencies by a factor of 3 to 4. The new design is quieter than the bascline. In addition the
CRYV density maps shown in FIG. 41A-B and FIG. 47A-8 illustrate the cfficiency of the
geometry modification i the reduction of noise. FINSIM is pinpointing the location of the
soarces for the baseline, but is also able to rank them by importance for futere design
improvement prioritization. The arca close to the vent shown is the arca mostly responsible
for the higher number of CRVs in the ducts.

By tracking the motion of vortices and co-rotating vortex pairs, the Flow-Induced Noise
Scurce Identification Method (FINSIM) makes an explicit link between vortex dynamics and
the resulting quadrupole-like noise radiation. By analvzing the temporal and spatial evolution
of vortex pairs, the location, frequency, directionality and intensity of these noise sources are
recovered. Simulation and analysis of the canonical 2D isolated co-rotating vortices (CRV)
problem and a forced 2D shear layer flow case verify the viability of the basic concept. The
noise sources are shown to be correctly located and the time evolution of ther strength provides
a reasonable prediction of the flow-induced noise production. The shear laver flow resulis also
show the ability to capture the convection of the noise sources by the mean flow. Extension of
the method to three dimensional flows s applied first to a turbulent jet configuration. The 3D
vortex detection and tracking method is seen to enable CRV identification and to give
reasonable results for the statistical distribution of vortex density and noise sources
{represented for now by the CRV density). The application of FINSIM for design comparison
is dernonstrated for the jet with two different nozzle geometrics, and for a car with two different
side mirrors. In both studies, the expected overall noise source trends are correctly captured.

In the sude mirror comparison, FINSIM successfully provides the specific locations of the
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dominant aerpacoustic sources, allowing a clearer understanding for why one mirror is
acoustically better than the other.

in some tmplementations, noise sources can be identitied and grouped together using a
clustering process. As discussed above noise sources can be either a set of finite pomis with a
given %, vy and z coordinates within a space and a given acoustic “strength” or a
continuous/discrete vaniable representing the noise generation at a given location {x, vy, z}. The
variable can be reduced to a set of finite points if the x, v, z domain of a space is discretized
and associated strength is vanable (x v, z}. Given or without a “strength” threshold, the set of
finite points representing acoustic notse sources can be reduced. Given the finite sct of points,
the noisc-generating regions can be identified as regions with high density of noise sources,
meaning for cach source in such region, there is another source within this region within a
predetermined distance.  This way noise generating clusters can be identified.  The
characteristics for noise sources in gach chuster can be combined (for example, averaged,
summed, and/or volume-integrated) to gencrate aggregate quantities for the cluster.

FIG. 43 13 a graph 4300 dlustrating clusterng. The dots on the graph 4300 represent
acoustic power sources of different acoustic strengths. Each acoustic power source has a spatial
position that can be represented, for example, by x, v and z coordinates of a Cartesian
coordimate system. The acoustic power sources can be grouped together to form clustered
sources 4302 and 4304, The grouping of the acoustic power sources can be dependent on the
strength and density distribution of the acoustic power sources. For example, a threshold
strength can be predefined, and the acoustic power sources with strengths that exceed the
predefined threshold can be grouped together in one or more clusters. The predefined threshold
strength can be changed to include or exclude one or more acoustic power sources in the
clustering process.

The acoustic power sources can be grouped together using various clustering
techniques, for example, algorithms based on multi-objective optimization. The algorithm can
be an iterative process where the parameters associated with optimization are modified uatil
desired results arc achicved. Some clustering technigues that can be utilize include, but are not
hmited to, connectivity-based clustering, centrowd-based clustenng, distribution-based
clustering, and density-based clustering. In one implementation, the acoustic power sources
can be grouped together based on a threshold distance L that determines the proximity of the
acoustic power sources in a clustered source {e.g., 4302, 4304 etc.). The threshold distance L
can be predefined before the clustering process and/or dynamically calculated by comparing

the position of various acoustic noise sources. A reference acoustic noise source can be
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wentified and all the notse sources that lie with the distance L from the reference acoustic
source are grouped into a clustered source.

The technigue for noise source identification can be applied to determine and describe
the flow of air through the HVAC system of an automobile. For example, once the air flow 1s
determined, areas of tarbulent flow of air can be identificd. Based on the turbulent flow of aix,
the location and strength of acoustic power sources can be identified.

FIG. 44 illustrates an example of clustering the identified acoustic noise sources in an
HVAC system 4400. Noise sources are clustered with other similady located noise sources.
For example, noise cluster 4402 is located on the lower right blower. Noise cluster 4408 is
located to the left of and behind noise source 4402, Noise cluster 4404 is located to the left of
noise cluster 4402, Noise cluster 4406 1s located to the left of noise cluster 4404, Noise cluster
4410 13 located to the left of and above noise cluster 4406, The clustering process groups high
acoustic power measurement volume cells spatially close to each other, and consequently
wdentifics regions of space where strong noise sources are particularly present. This clustering
simaplifies the acoustic analysis and improves the performance of the computer system
performing the simulation and analysis by reducing processing of multiple individual acoustic
noise scurces to processing a single cluster.

By the evaluation of the overall acoustic power radiated per cluster, for the micgrated
levels and / or for the spectral characternistic, a ranking can be introduced. For example, FIG.
45 is a chart 4500 illustrating a ranking of noise clasters. Bar 4502 corresponds to the noise
generated by noise cluster 4402 of FIG. 44, Bar 4504 corresponds to the noise gencrated by
noise cluster 4404 of FIG. 44, Bar 4506 corresponds o the noise generated by noise cluster
4406 of FIG. 44, Bar 4308 corresponds to the noise generated by noise closter 4408 of FIG.
44, Bar 4510 corresponds to the noise generated by noise cluster 4410 of FIG. 44, A system
may highlight areas that contribute most to the ambient noise, for example noise cluster 4402,

In some implementations, noise may be determuned and clustered under a varnety of
different circumstances according to the operating conditions of the system. For example, the
noise from an HYAC may be determined separately under high blower rotation speed and low
blower rotation speed conditions. Clusters from both operation points may be analvzed
together and separately (either sequentially or in parallel).

FIG. 46A illustrates an HVAC system 4616 where the noise sources are identified but
not clustered. A generic HVAC system 4616 1s modeled together with an idealized cabin

mierior 4600, In the current stage no acoustic properties of the cabin have been considered
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other than the geometry of the cavity. FIG. 468 illustrates the HVAC system 4616 where the
noise sources are wdentified and clustered (for example, into cluster 4604},

n some implementations, not all acoustic noisc sources and noise cluster have an equal
impact or tmportance. For example, noises that no one hears, or that a target audience does not
hear, may be less relevant to design decisions. Noise pollation is the distubing or excessive
noise that may harm the activity or balance of human or amimal life. Unwanted noise can
damase psychological health. Noise can cause hypertension, high stress levels, tinnitus, hearing
loss, sleep disturbances, and other harmful effects. Accordingly, it is unsurprising that silence
or the reduction of noise 18 a destrable quality associated with uxory and guality. One example
of an industry that has embraced noise reduction as a sign of quality is the automobile industry.
Many luxury antomobiles advertise the relative silence of their cabins.

As discussed above, the noise in the cabin of an automobile can originate from various
sources, for example, the engine of the automobile, the motion of the tires over the road, the
flow of air from the heating ventilation air conditioning (HVAQC) svstem of the car etc. Noise
i the cabin from external noise sources, enging and fires can be reduced by sound proofing the
cabin of the automobile, for example, by applying sound dampening/deadening materials,
Noise caused by airflows from within the cabin, {for example, noise caused by turbulent flow
of air through an HVAC system}, on the other hand, can only be reduced by changing the
design of the interior of the automobile.

For ecach noise-generating region, the strength {acoustic power} injected in the system
can be deternuined as describe above. However, the actual contribution of cach of these regions
to a given location (such as driver’s ears} is not yet accounted for, as the strength 1s what is
mjected to the system, regardless of the acoustic propertics of the system (absorption,
diffraction, etc.).

Using a numerical analysis to calculate an acoustic transfer tfunction between cach
region or noise source and the location, a svstem can correct the strength of each region or
noise source to directly obtain the contribution of ¢ach noise-generating region or source to the
location and to directly obtain the sound power level contribution of cach measurcment cell to
the desired location for each frequency

Such method allows for the unique ranking of noise-gencrating regions of a system
based on a receiver location and allows for efficient choice of which areas of the design to work
on first to make the largest impact.

FIG. 47 illustrates an occupant 4702 in the cabin 4704 of an automobile 4700. The

oocupant 4702 can hear noise from various sources, for example, external noise scurces 47470,
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tires 4712, engine 4714 and HYAC system 4716. As described before, the noise from exteral
noise sources 47470, tires 4712, and enging 4714 can be reduced by sound proofing the cabin
of the automobile. Noise from the HVAC system, which reaches the car 4706 of the occupant
4702, can be reduced {e.g., minimuzed) by improving the design of the HVAC system. In order
to determing how to improve the HY AC system (or any other noise source associated with the
flow of air or ancther fluid in a systerm). an analysis of the flow-induced noise sources present
m the HYAC system can be performed.  While the example below is described in relation to
an automobile HVAC svsiem, the system described herein can be applied to any flind flow-
mduced notse source, including but not limited the air flow around the vehicle (wind noise),
the air flow through the combustion engine (air intake, exhaust systems), the air flow around
cooling fans, vehicles (such as airplanes, boats, and trains), movie theaters, home theaters,
homes, offices, ¢ic.

In some implementations, the strength of acoustic noise sources and/or noise clusters
can be adjusted based on the amount of noise that is heard by a particular location or locations.
The acoustic power of the mdividual noise sources and the noise cluster can be adjusted based
on a sensor point located at the driver’s ecars position. For example, a microphone is
strategically placed and pressure signals are recorded at that point. The acoustic power can be
adjusted based on a transfer function from a noise source or a noise cluster to the sensor point.
In general, a transfer fimetion is the relationship between a strength of a source (e.g., the
acoustic power at the noise source or the noise cluster), and the strength at some remote point
known as the receiver {e.z., the car of the driver}. The acoustic transfer functions between the
respective acoustic sources or clusters and the target position, for example a drivers left ear,
can be dependent on the geometric boundary condition as well as the presence of sound
absorbing materials along the transfor path.

FIGS. 48A and 48B illustrate an example of calculated transfer functions for noise
sources 10 a dniver’s left ear under low and high speed biowing conditions, respectively. It
shows that the transfer functions differ significantly. The calculated transfer function under
low blower speed 4807 1s visibly different than the calculated transfer functions at high blower
speed. In these figures, each hine represents a determined transfer function for the different
noise sources in a vehicle. For example, source #1 4806 and 4816 are a calculated transfer
function for cluster 4402 of FI(5. 44, source #2 4808 and 4818 are a calculated transfer function
for the cluster 4404 of FIG. 44, source #3 4810 and 4820 are a calculated transfer function for

the cluster 4406 of FIG. 44, source #4 4812 and 4822 are a calculated transter function for the
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cluster 4408 of FIG. 44, and source #5 4814 and 4824 are a caloulated transfer function for the
cluster 4410 of FIG. 44,

Transfer functions are usually defined as the ratio of two quantities. In acoustics, the
transfer function can be defined as the ratio of two acoustic pressures {pressure at receiver over
pressure at source}, or more commonly, as the ratio of acoustic pressure at the receiver over
volume flow rate at the source. The data obtained with an acoustic simulation of the system
{calculated with an acoustic Finite Element Method (FEM) solver, or a LBM sclver, or other
acoustic solver} can be used to calculate the acoustic transfer function between each noise
source, or a combined plurality of sources. Acoustic transfer functions can also be measured in
experiment with a volumetric source and a microphone to record pressure at cach location of
the system.

In LBM, the acoustic transfer function between a noise source and a receiver can be
calculated for cach notse source, but it can require one simulation per noise source (imposed
volume flow fluctuations at cach noise source). Using the property that the acoustic transfer
function from a first point to a second point 1s equal to the transfer function from the second
point to the first point, the transfer function can be calculated 1 a single simulation, with the
receiver set as the source (imposed volume flucteation boundary condition) and the sources set
as receivers {prossure measured at cach noise source). This process accelerates the calculation
of acoustic transfer fimetion from as many simulation as noise sources to one simulation.

FIGS 49A-D iHustrate examples of noise sources of an HYAC system and noise source
contributions of the HVAC systom to a driver. FIG. 494 illustrate noise sources at S00Hz, In
this eample, cach black dot represents a noise source.  FIG. 498 illustrates an example, of the
contributions of each noise source at SO0Hz to the ear of a driver.  As illustrated by the two
figures, some noise sources do not make a material contrbution. For example, the air from the
blower 4902 makes a much smaller contribution 4904 than would be otherwise expected, and
not all noise sources make a material contribution to the noise heard by a dniver,

FIGs. 49C and 49D represent the noise sources at 200 Hz and the noise source
contribution at 200 Hz to a driver respectively.

In some 1mplementations, the noise source contributions can be used as an objective
function in an optimization project. For example, the goal of the optimization project may be
to minimize the noise source contribution.

FiGs. 50A-B illustrates noise sources and nocise source contribution to an external
observer, respectively. In FIG. 30A, the noise sources 5002 are represented by white dots. In

FIG. 50B, the noise source contribution is represented by white dots 5004,
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In some implementations, acoustic pressure can be measured for the left car and the
right car independently. Similardy, pressure may be measured for multiple different locations
{for example, for passengers in a vehicle, audicnce members at a theater, ete).

In some implementations, a transfer function may be applied to each acoustic power
source prior to clustering the acoustic power sources into noise clusters.  In some
implementations, the transfer function may be applied to each noise cluster. Each method can
provide different performance improvements to a computer system processing the data. By
adjusting the acoustic power of cach source prior to clustering, and comparing the adjusted
power of cach source to a threshold (as described above) fewer noise sources need to be
considered when clustering, as some of the noise sources may fall out of consideration as being
beneath the threshold. As each noise source that needs 1o be considered requires processing
cycles and memory, reducing the number of sources under consideration can reduce the
necessary processor oycles and memory usage in a computer. On the other hand, by clustering
the noise sources mto noise clusters prior to applving the transter functions, fewer functions
need to be applied, as one transfer function may apply to the entire cluster. As such, processing
cyeles mayv be saved by mimimizing the number of processing steps required to reach a decision.

FIG. 51 15 a flowchart of an example process 5100 for identifving noise sources.

The process 5100 sinmlates 5102 activity of a fluid m a volume. The volume that
represents a physical space. The activity of the fluid in the vohime being simulated so as to
model movement of elements within the volume;

The process 5100 identifies 5104 vortices, at a first tine and a second tune. At a first
tme m the flud flow simulation, the process may identify a first set of vortices in a transient
and turbulent flow modeled by the fhind flow. At a second time in the fhud flow simalation
that is subsequent to the first time, identifying a second set of vortices 1n the transient and
turbulent flow.

¢ process 5100 tracks 5106 changes in the vortices. The process S100 may compare
the first set of discrete vortices and the second set of discrete vortices.

The process 5100 identifics 5108 one or more potential noise sources based on the
tracking. Noise sources can correspond to mdividual discrete vortices or may correspond to a
clustered set of noise vortices.

The process 5100 determines 5110 the contribution of the one or more noise sources to
areceiver. The contributions may be deternuned by applying a transfer function to cach noise

SOUrce.
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The process 5100 outputs 5112 outputting data indicating one or more modifications
to one or more geometric features of a device or an eutity, based on the contribution of the one
ot mOTe noise sources at the receiver.

Embodiments of the subject matter and the operations described in this specification
can be mplemented in digital electronic circuitry, or in computer software, firmware, or
hardware, including the structures disclosed in this specification and their structural
equivalents, or in combinations of one or more of them. Embodiments of the subject matier
described 1n this specification can be implemented as one or more computer programs {also
referred 1o as a data processing program) {i.¢., one or more modules of computer program
mstructions, encoded on computer storage medium for exccution by, or to control the operation
of, data processing apparatus). A computer storage medium can be, or be mcluded m, a
computer-readable storage device, a computer-readable storage substrate, a random or serial
access memory array or device, or a combination of one ormore of them. The computer storage
medium can also be, or be included in, one or more separate physical components or media
{c.g., multiple CDs, disks, or other storage devices). The subject matier may be implemented
on computer program instructions stored on a non-transitory computer storage medium.

The operations described in this specification can be implemented ag operations
performed by a data processing apparatus on data stored on one or more compuicr-readable
storage devices or received from other sources.

The term “data processing apparatus”™ encompasses all kinds of apparatus, devices, and
machines for processing data, including bv way of example: a programmable processor, a
computer, a system on a chip, or multiple ones, or combinations, of the foregoing. The
apparatus can include special purpose logice circuttry (e.g., an FPGA (field programmable gate
array) or an ASIC (application specific integrated circuit)). The apparatus can also inchude, in
addition to hardware, code that creates an execution environment for the computer program in
question {e.g., code that constitutes processor firmware, a protocol stack, a database
management system, an operating system, a cross-platform runtime environment, a virtual
machine, or a combination of one or more of them). The apparatus and cxecution environment
can realize various different computing model infrastructures, such as web services, distributed
computing and grid computing infrastructures.

A computer program {also known as a program, software, software application, script,
or code} can be wrtten in any form of programming language, including compiled or
mierpreted languages, declarative or procedural languages, and it can be deploved 1n any form,

mcluding as a stand-alone program or as a module, component, subroutine, object, or other unit
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suttable for use in a computing environment. A compuater program may, but need not,
correspond to a fife i a file system. A program can be stored in a portion of a file that holds
other programs or data {(¢.g., onc or more scripts stored in a markup language document), in a
single file dedicated to the program in guestion, or in multipie coordinated files {¢.g., files that
store one or more modules, sub programs, or portions of code}. A computer program can be
deploved to be exccuted on one computer or on multiple computers that are located at one site
or distributed across multiple sites and interconnected by a commumication network.

The processes and logic flows described in this specification can be performed by one
or more programmable processors executing one or more compater programs to perform
actions by operating on mput data and generating output. The processes and logic flows can
also be performed by, and apparatus can also be implemented as, special purpose logic circuitry
(e.g., an FPGA (field programmable gate array) or an ASIC (application specific integrated
crrcuit)).

Processors suttable for the exccution of a computer program include, by way of
example, both general and special purpose microprocessors, and any one or more Processors
of any kind of digital computer. Generally, a processor will receive instructions and data from
a read only memory or a random access memory or both. The essential elements of a computer
are a processor for performing actions in accordance with instructions and one or more memory
devices for stormng instructions and data. Generally, a computer will also inchude, or be
operatively coupled to receive data from or transfer data to, or both, one or more mass storage
devices for storing data {(c.g., magnetic, magneto optical disks, or optical disks), however, a
computer need not have such devices. Moreover, a computer can be embedded in another
device (e.g., a mobile telephone, a personal digital assistant (PDA), a mobile audio or video
player, a game console, a Global Positioning Svstem (GPS) recetver, or a portable storage
device {¢.g., a universal serial bus (USB) flash drive)). Devices suitable for storing computer
program instructions and data include all forms of non-volatile memory, media and memory
devices, including by way of example, semiconductor memory devices {e.g., EPROM,
EEPROM, and flash memory devices}), magnetic disks (e.g., miternal bard disks or removable
disks}, magneto optical disks, and CD ROM and DVD-ROM disks. The processor and the
memory can be supplemented by, or incorporated i, special purpose logic circuitry.

To provide for interaction with a user, embodiments of the subject matter described n
this specification can be implemented on a computer having a display device (e.g.. a CRT
(cathode ray tube} or LCD (hiquid crystal display) monitor) for displaying mnformation to the

user and a kevboard and a pointing device (2.g.. a mouse or a trackball) by which the user can
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provide input to the computer. Other kinds of devices can be used to provide for interaction
with a user as well; for example, feedback provided to the user can be any form of sensory
feedback (.2, visual feedback, anditory foedback, or tactile feedback) and input from the user
can be recetved m any form, meluding acoustic, speech, ortactile input. In addition, a computer
can tnteract with a user by sending documents to and recetving documents from a device that
is used by the user (for example, by sending web pages to a web browser on a user’s user device
1 response to requests received trom the web browser).

Embodiments of the subject matter described in this specification can be implemented
i a computing system that includes a back end component (¢.g., as a data server), or that
ncludes a nuddleware component {¢.g., an application server), or that includes a front end
component {e.g., a user computer having a graphical user interface or a Web browser through
which a user can wnteract with an implementation of the subject matter described in this
specification), or any combination of one or more such back end, middleware, or front end
components. The components of the system can be interconnected by any form or medium of
digital data communication {e.g., a communication network). Examples of commumication
networks include a local area network (“LANT) and a wide area network ("WANT), an wter-
network {e.g., the Internet), and peer-to-peer networks (2.g., ad hoc peer-to-pear networks).

The computing system can include users and servers. A user and server are gencrally
remote from each other and typically interact through a communication network., The
relationship of user and server arises by virtue of computer programs running on the respective
computers and having a user-server relationship to cach other. In some embodiments, a server
transmits data {¢.g., an HTML page) to a user device {e.g., for purposes of displaying data to
and recerving user input from a user interacting with the user device). Data generated at the
user device {e.g., a result of the user interaction) can be received from the user device at the
SETVEE.

While this specification contains many specific implementation details, these should
not be construed as limitations on the scope of any inventions or of what may be claimed, but
rather as descriptions of features specific to particular embodiments of particular inventions.
Certain teatures that are described n this specification in the context of separate embodiments
can also be implemented in combination m a single embodiment. Conversely, various features
that are described in the context of a single embodiment can also be implemented in multiple
crbodiments separately or in any suitable subcombination. Moreover, although teatures may
be described above as acting in certain combinations and even initially claimed as such, one or

more features from a claimed combination can in some cases be excised from the combination,
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and the claimed combination may be directed to a sobcombination or variation of a
subcombination.

Sinilarly, whilc operations are depicted in the drawings in a particular order, this should
not be understood as requining that such operations be performed in the particular order shown
or in sequential order, or that all illustrated operations be performed, to achigve desirable
results. In certain circumstances, multitasking and parallel processing may be advantageous.
Moreover, the separation of various system components in the embodiments described above
should not be understood as requinng such separation m all embodiments, and it should be
understood that the described program components and systems can generally be integrated
together in a single software product or packaged into multiple software products.

Thus, particular embodiments of the subject matter have been described.  Other
embodiments are within the scope of the following clamms. In some cases, the actions recited
m the claims can be performed in a different order and still achieve desirable results. In
addition, the processes depicted m the accompanying figures do not necessarily require the
particular order shown, or sequential ovder, to achieve desirable results. In certain

implementations, multitasking and parallel processing may be advantageous.
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What 1s claimed 1s:

1. A system for flow-induced noise source identification,

a data processing system for noise source identification that processes data
representing a fluid low in volume representing a physical space, the data processing
system comprising:

one or more processing devices and one or more hardware storage devices
storing instructions that are operable, when executed by the one or more processing
devices, to cause the one or more processing devices to perform operations comprising:

simulating activity of a tluid in a volume that represents a physical space, the
activity of the fluid in the volume being simuiated so as to model
movement of elements within the volume;

at a first time 1o the fhud flow simulation, identifying a first set of vortices
in a transient and turbulent flow modeled by the fluid flow;

at a second time i the fluid flow simulation that is subsequent to the first
time, entifving a second set of vortices in the transient and turbulent
flow;

tracking changes in the vortices by comparing the first set of discrete vortices
and the second set of discrete vortices,

identifying one or more noise sources based on the tracking;

determining the contribution of one or more noise sources at a receiver; and

oufputting data mdicating one or more modifications to one or more
geometric featares of a device or an entity, based on the contribution

of the one or more noise sources at the receiver.

2. The system of claim 1, wherem determining the contribution of one or more noise
sources at a reegiver comprises applying a transfer function to at least one noise
source, wherein the transfer function deternunes the contribution based on a

relationship between a location of the noise source and a location of the recetver.

2

3. 'the system of claim 2, wherein the transter functions are frequency dependent.
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4. 'The system of claim 1, further comprising combining a plurality of the one or more
noise sources into one or more clusters, wherein the one or more noise sources are

clustercd based, at least in part, on the contribution of the one or more noise sources.

93}

The system of claim 4, further comprising comparing a strength of each of the one

Lh

of MOTe noise source contributions to a threshold value and excluding at least one

noise source that has a strength bengath the threshold.

5. The system of claim 1, wherein the receiver is located at a position corresponding
to an audio recording device or a human car.
10
7. The system of claim 1, further comprising applying a transfer function to the one or

more sound generating flow regions subsequent to the combining,

8. 'The system of claim 1, further comprising comparing a strength of cach of the one
15 or more noise source to a threshold value and excluding at least one noise source

that has a strength beneath the threshold.

9. The system of claim 1, further comprising determining a second set of one or nore
notse sources based on a second simulation that corresponds to different physical

20 conditions n or around the device or entity.

10, The svstem of claim 1, wherein combming the plurality of the one or more noisc
sources into the one or more clusters tmproves the processing performance of the

systen.

[xel
Lh

11. The system of claim 1, further comprising causing a physical modification to one

or more physical objects based on the identified area for design change.

12. The system of claim 10, further comprising building a physical object based using

36 the physical modifications.
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3.

4.

I6.

17

The svstem of claim 11, further comprising optimizing a design change to minimize

the contribution of one or more noise sources.

A computer-implemented method of simnilating activity of a thud in a volume that
represents a physical space, the activity of the fluid in the volume being simulated
so as to model movement of elements within the volume, the method comprising:
at a first ime in the fluid flow simulation, wdentifving a first set of vortices
in a transient and turbulent flow modeled by the fluid flow;
at a second time in the fluid flow simulation that is subsequent to the first
time, identifying a second set of vortices m the transient and turbulent
flow;
tracking changes in the vortices by comparing the first set of discrete vortices
and the sccond set of discrete vortices;
identifving one or more noise sources based on the tracking;
determining the contribution of one or more noise sources at a receiver; and
outputting data indicating one or more modifications to one or more
geometric featurcs of a device or an entity, based on the contribution

of the one or more noise sources at the receiver,

CThe computer-implemented method of clam 14, whercin determining the

contribution of one or more noise sources at a receiver comprises applying a transfer
function to at feast one noise source, wherem the transfer function determines the
contribution based on a relationship between a location of the noise source and a

{ocation of the receiver.

The computer-implemented method of claim 13, wherein the transfer functions are

frequency dependent.

The computer-implemented method of claim 14, further comprising combining a
plurality of the one or more noise sources into one or more clusters, wherein the
one or more noise sources are clustered based, at least in part, on the contribution

of the one or more noise sources.
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18. The computer-implemented method of claim 17, further comprising comparing a
strength of cach of the one or more noise source contributions to a threshold value

and cxcluding at least one noise source that has a strength beneath the threshold.

s
ot
D

9. The computer-implemented method of claim 14, wherein the recetver is located at

a position corresponding to an audic recording device or a human gar,

20. The computer-implemented method of claim 14, further compnising applying a
transfer function to the one or more sound generating flow regions subsequent to

10 the combining.

21. The computer-implemented method of claim 14, further comprising comparing a
strength of cach of the one or more noise source to a threshold value and excluding

at least one noise source that has a strength beneath the threshold.

22. The computer-implemented method of claim 14, further comprising determining a
second set of one or more noise sources based on a second simulation that

corresponds to different physical conditions in or around the device or entity.

20 23. The computer-implemented method of claim 14, wherein combining the plurality
of the one or more noise sources mto the one or more clusters mmproves the

processing performance of the computer-implemented method.

24, The computer-implemented method of claim 14, further comprising causing a

W

physical modification to one or more physical objects based on the identified area

[\

for design change.

25. The computer-implemented method of claim 24, further comprising building a

physical object based using the physical modifications.

26. The computer-implemented method of claim 25, further comprising optimizing a

design change to minimize the contribution of onc or more noise Sourees.

42
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