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DETECTION OF A GESTURE PERFORMED WITH AT LEAST TWO CONTROL
OBIECTS

BACKGROUND

188011 Aspects of the disclosure relate to computer interfaces.  In particular, a
gesture interface and associated systoms and methods are described that detect gestures

performed with at feast two countrol objects.

[6002] Standard interfaces for display devices typically involve physical manipulation
of an clectromic input. A television remoete control involves pushing a bution. A touch
screen display interface mmvolves detecting the touch interaction with the physical
surface.  Such interfaces have nomerous drawbacks.  As an altersative, a person’s
movements may be used to control electronic devices. A hand movement or movement
of another part of the person’s body can be detected by an electronic device and used to
determine a command to be exccuted by the device {e.g., provided 1o an interface being
gxecuted by the device) or to be gulput to an external device. Such movements by a
porson may be referred to as a gesture.  Gestures may not require the persen to

physically manipulate an foput device.

BRIEF SUMMARY

{6863} Certain embodiments are described related to a contactless panning gestore.
In some cmbodiments a method may involve remotely detecting, using a remote
detection device, at least two control objects and initiating a panning gesture movement
mode by detecting a panning gestore initiating command.  The method may then
nvolve remotely detecting, using the remote detection device, synchronized movement
of the at least two contrel objects across a control planc parallel to a content surface,
wherein the content surface displays a portion of a content, and adjusting the portion of
the content displayed on the content surface in response to the detection of the
synchronized movement of the at least two control objects across the comtrol plagse.
Such a method may then firther involve ending the panning gesture movement mode by

remotely detecting, using the remote detection device, a panning disengagement motion.

16804} In certain methods according o one potential embodiment, detecting the

panning disengagement motion comprises detecting that one of the at least two control
-1-
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objects has been removed from the control plane. In certain methods according to
ancther potential embodiment, detecting the panning disengagement motion compriscs
detecting that a movement of the at least two control obiects relative to cach other has
exceeded a predetermined threshold,  In certain methods according to another potontial
embodiment, the predetermined  threshold 38 defined  by:  threshold
=((MAX TOLERANCE - MIN TOLERANCE} * factor) + MIN TOLERANCE;
where the tolerance levels are system design values, and the factor value is based on 8

control object speed.

{8865} [ certain methods according to another potential embodiment the factor
vaiue is further based a stationary coutrol object shake measurement associated with 2
user. In certain methods according to another potential embodiment, the control object
speed 1s averaged over multiple control speed measurements to compensate for jitter. In
certain methods according 1o another potential embodument, the remote detection device
15 @ camera mounted to a user’s head. n certain methods according to another potential
embodiment, the remote detection device comprises an optical camera, a stereo camera,
or a depth camera. In certain methods according to another potential cmbodiment,
wherein the remote detection device comprises a band mounted inertial sensor. In
certain methods according to another potential embodiment, the panning gesture
initiating command comprises detecting, using the remote detection device, that the at
feast two control objects have cach been placed in a level position in the control plane
paralie] 1o the content surface for a predetormined amount of time.

REIHY Another potential embodiment is an apparatus that includes a processing
module, storage, and an image captore module. In such an apparatus, the storage
comprises compuier readable mstructions that, processor 1o perform a method according
to various embodiments. Onse such embodiment comprises remotely detecting at least
two control objects; initiating a panning gestire movement mode by detecting a panning
gesture initiating command; remotely detecting, using the remote detection device,
synchronized movement of the at least two control objects across a control plane
paraliel to a content surface, wherein the content surface displays a portion of a content;
adjusting the portion of the content displayed on the content sorface in response to the

detection of the synchronized movement of the at least two control objects across the
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control plane; and ending the paming gesture movement mode by remotely detecting,
osing the remote detection device, a panning disengagement motion.

{6607} In further embodiments, the apparatus may further include an audio sensor;
and a speaker. In such embodinents, the panving gesture nitiating command may
comprise 4 voice command received via the audio sensor. Tu still further embodiments,
the apparatus may further inclade an antenna; a cellular telephone communication
module; and 3 local area network module. The condent in such an embodiment may be
commnumnicated to the content surface from the display cutput module via the local arca
network module. In still further embodiments, the apparatus may further include a head
mounted device comprising a first camera that is commenacatively coupled to the
CORIPULST ProCessor,

[8008] Another potential embodiment involves a system that may include a first
camera and a first computing device communicatively coupled to the first camera. The
system may further include an output display communicatively coupled to the first
computing device, and the first coroputing device roay comprise a gesture analysis
module that 1dentifies at least two control objects and tracks a synchronized movement
of the at east two control objects across a control plane that is parallel to a content
surface of the output display, wherein the identifying and tracking uses a plurality of
1mages from the first camera, In further embodiments, the first computing device
comprises a content control module that outputs a content to the cutput display,
identifies details of the content including a current content position, and adjusts the
current content position of the contend in response to the tracking of the synchronized
movement of the at least two control objects across the control plane.

{6869} In further embodiments, the system may additionally include a second
camera communicatively coupled to the first computing device. In such cmbodiments,
when the gesture analysis module an ebstructed contrel object by identifying an
ohstruction between the first camera and at least one of the at least two control objects;
and may detect movement of the obstructed control obiect as part of the synchronized
moverent of the at least two control objects using a second plurality of tmages from the
second camera.

{8814 One potential embodiment comprises a method for determining

disengagement of an inpui mode, the method comprising: determining that an ioput
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mode for a computer system has been engaged; affecting operation of the computer
systemn based on detocted movement of at least two control objects during the input
mode; and determining that the mput mode has been disengaged based on a separation
between the at least two coutrol objects, wherein an amount of the separation which
causes the disengagement varies.

{6011} Additional such embodiments may fimction where the amount of the
separation varies based on a speed of the motion or a distance traveled by the at least
two control objects. In further alternative embodiments, additional variables may be
ased to determine the separation amount. In further embodiments, 4 speed of each
control object is used to determine the distance traveled. In further embodiments,
position measurements may be used to determing the separation. In further
embodiments, the separation threshold may be based both on the distance traveled by
the two control objects and the speed of each control ohicet.

{8812} in further embodiments, a method of engaging an input mode comprises
detecting a plurality of control ohjects being substantially still for threshold amount of
time. [n further such embodiments, a method of engaging an input mode may comprise
detecting that the plurality of control ohjects are held still and approximately in same
plane. In further embodiments a method of engaging an input mode may comprise
determining that the phurality of control objects are roughly parallel to content or a
content surface. In further embodiments a method of engaging an input mode may
comprisc determining that the plorality of control objects are within a predetermined
volume,

16613} Additional embodiments may comprise presenting content arranged on real
surface or virtual surface, identifying an engagement input where a phurality of control
objects are held still tn a same pose or in a specific predetermined pose. In further such
cmbodiments, remoeval of the control objects from a content surface along a vector
perpendicular to a plane of the content surfaces comprises a disengagement command.
[B814] Additional embodiment may comprise displaying content, identifying a
synchronous movements of the plurality of control objects to affect the content, wherein
the affecting comprises adjusting the displayed context based on the detected
movement. In further such embodiments, the adjusting comprises panning, and the

panning matches the detected synchronous movement of the plurality of coutrol objects.
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In additional further embodiments, the synchronous detected movement is
approximately parallel to content. In additional embodiments, the plurality of control
objects are hands of a user. In further embodiments, detection and identification of
movement of the control objects is performed by a camera. o various embodiments,
such a camera comprises a 2D camera, a stereo camera, a depth perception camera, In
alternatc emboediments, the camera may be a remote detection device which determines
g location using an inertial movement unit, infraved detectors, acoustic motion
detection, or any other such means of determining movement and position of a plurality
of control objects.

{8815} Another potential embodiment may comprise a method for detecting a
command to a compuier system, the method comprising: detecting motion by at least
two control objects; determining whether a separation between the at least two control
shieets is within a variable threshold throughout the motion; and determining whether
the motion comprisecs a command to the compuler system based on whether the
separation is within the variable threshold, In further alternative embodiments of such a
method, the method may function where the threshold varies based on a speed of the
motion or a distance traveled by the at least two variable based on only speed. In
further alternative embodiments of such a method, the method may function where the
threshold varies based on distance only. In firrther alternative embodiments of such a
method, the method may function where the thresheld varies based on a combination of
speed and distance. In forther alterpative embodiments of such a method, the method
may function where the control objects are hands of a user detect by camera (24, stereo,
ToF, depth, etc.). In further embodiments, detection may be done by an inertial
detection unit, and infrared radar unit, or other such detection means.

16G16] I further aliernative embodiments of such a method, the method may
additionally comprise determining whether the motion comprises a command further
comprises determining whether the motion is substantially planar. In further alternative
embodiments of such a method, the method may additionally comprise determining
whether the plane is substantially parallel to displayed content. In further abicrnative
embodiments of such a method, the method may additionally comprise a pan
movement, further comprising causing displayed content to translate. In additional such

cmbodimenis, detected motion of the control objects comprises a substantially lincar
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motion substantially paralle] to content. In additional such embodiments, motion
comprises a circle by at least one of the control objects further comprising determining
that motion is within a threshold in 8 z-direction wherein the z-direction threshold is
variable based on speed and/or total distance traveled. In certain embodiments, the z-
direction threshold may be based on a range of extension of a user’s hands. In
additional embodiments, the z-direction threshold may be based on a speed of the user’s
hands. In further embodiments, the z-direction threshold may be based on any
combination of a speed of the user’s hands, a range of extension of the user’s hands, and
an offsct from a resting position of the user’s hands.

{8817} Axn additional embodiment may comprise a method for detecting a command
to a compuier systern, the method comprising: detecting motion by at least two control
objects; and determining whether the motion compriscs a command to 4 computer
system based on a separation between the at least two control objects throughout at least
g portion of the motion. Still further embodiments may function where the determining
is based on whether the separation is within a variable threshold throughout at least the
portion of the motion. Still further embodiments may fimction where the threshold
varics based on a speed of the motion or a distance traveled by the at least two variable
based on only speed. Still further embodiments may function where the vadiable is
based on only distance. Stll firther embodiments may function where the variable is
based on a combination of speed and distance.

8818} Une potential embodiment may be a method comprising: detecting a gesture
wnitiating command performed by at least two countrol objects based on information
from one or more detection devices; inftiating a gesture mode based on the detection of
the gesture initiating command; detecting, based on information from the one or more
detection devices, substantially synchronized movement of the at least two control
objects across a control plane substantially paraliel to a surface on which content is
displayed; causing the displayed content to be adjusted in response to the detection of
the substantially synchronized movement of the at least two conirol objects across the
control plane; and ending the gesture mode by detecting, using information from the
one or more detection devices, a disengagement motion.

{8819} Additional embodiments of such a method may fonction where detecting the

disengagement motion comprises detecting that a movement of the at least two control
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objects relative to each other has excecded a variable threshold. Additional
embodiments of such a method may function where the variable threshold is defined by
a difference between a minimum control object tolerance, a maxinum control object
tolerance, and a calibrating factor. Additional embodiments of such a method may
fimction where the minimum control object tolerance 1s a mimnuim extension of a user
hand; wherein the maximum control object tolerance is a maximum extension of the
user hand: and the calibrating factor is a variable that depends at least mparton a
distance of the hand from a neutral position.

16620} Additional embodiments of such a method may function where the
calibrating factor is based on a stationary control object shake measurement associated
with a user. Additional embodiments of such a method may function where the
calibrating factor 15 based on a speed of the at least two control objects. Additional
embodiments of sach a method may function where the speed of the at least two control
objects is averaged over multiple control speed measurements to compensate for jitier.
Additional embodiments of such a method may function where detecting the panning
disengagement motion compriscs detecting that one of the at least two control objects
has been removed from the contrel plane. Additional embodiments of such 8 method
may function where the control objects cormprise hands of a user, and the one or more
detection devices comprise a camera moumted to the vser’s head.

(6021} Additional embodiments of such a2 method may function where the control
oljects comprise hands of the user, and wherein the one or more detection devices
comprise band mounted inertial sensors. Additional embodiments of such a method may
function where detecting the gesture initiating conumand comprises detecting, based on
mformation from the one or more remote detection devices, that the at least two control
objects have cach been placed in a level position in the control plane parallel to the
comtent surface for a predetermined amount of time,

[6822] Additional embodiments of such a method may fimetion where the surface
on which content is displayed is a virtual surface created by a computing device and
projected into a viewing area of a user. Additional emboduments of such a method may
function where the surface on which content is displaved is a passive physical surface,
wherein the content is projected into an eye of the user by a head mounted device and

matched to the passive physical surface by a computing device that sets the passive
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physical surface as the surface on which content s displayed Additional embodiments
of suich a method may fonction where the content 1s displayed on the passive physical
surface only for a single user of the head mounted dovice. Additional embodiments of
such a method may function where the content is displayed on the passive physical
surface for a first phurality of users of head-movnted devices and is not displayed on the
passive physical surface for a second plurality ofusers of head-mounted devices.

{6823] Additional embodimenis of such 3 method may function where the surface
on which the content is displayed is a television display. Additional cobodiments of
such a method may function where the gesture inttiating command performed by the at
least two control objects comprises a grabbing motion by two hands of a userin a
condrol plane; and wherein the disengagement motion comprises a releasing motion by
the two hands of the user in the control plane.

{8624} An additional embodiment may be an apparatus comprising: a processing
module comprising a computer processor; a computer readable storage medium coupled
1o the processing module; @ display output module coupled to the processing module;
and an image capture module coupled to the processing moedule; wherein the computer
readable storage medium comprises computer readable tnstructions that, when execuied
by the computer processor, cause the compuier processor 1o perform a method
comprising: detecting a gesture initiating command performed by at least two control
shieets based on information from one or more detection devices; initiating a gesture
mode based on the detection of the gesture initiating command; detecting, based on
information from the one or more detection devices, substantially synchronized
movement of the at least two control objects across a control plane substantially parallel
to a surface on which content is displayed; causing the displayed content to be adjusted
in response to the detection of the substantially synchronized movement of the at least
two conirol objocts across the control plane; and ending the gesture mode by detecting,
using mnformation from the one or more detection devices, a disengagement motion.
{8825} Additional embodimenis of such an apparatus may comprise an audio
sensor; and a speaker; wherein the panning gesture nitiating conumand compriscs a
voice command received via the andio sensor. Additional embodiments of such an

apparatus may comprise an antenna; and a local area network moduole; wherein the
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content is communicated 1o the content surface from the display output module via the
local arca network module.

18926} Additional embodiments of such an apparatus may comprise a head mounted
device comprising a first cargera that is conununacatively coupled to the computer
processor. Additional embodiments of such an apparatus may fimetion where detecting
the disengagement motion comprises detecting that 8 movement of the at least two
contro] objects relative to each other has exceeded a variable threshold.

18827} Additional embodimerds of such an apparatus may function where the
variable threshold is defined by a difference between a minimum control object
tolerance, a maximum control object tolerance, and a calibrating factor. Additional
cembodiments of such an apparatus may function where the mindmum cordrol object
tolerance is & minimum extension of a user hand; wheremn the maximum control object
tolerance is a maximum exiension of the user hand; and wherein the calibrating factor is
g variable that depends at least in part on a distance of the hand from a ncutral position.
16828} Additional embodimerds of such an apparatus may function where the
calibrating factor is based on a stationary control object shake measurement associated
with a user. Additional embodiments of sach an apparatus may function where
detecting the panning discngagement motion comprises detecting that one of the at least
two control objects has been removed from the control plane. Additional embodiments
of such an apparatus may function where the control objects comprise hands of a user,
and the one or more defection dovices comprise a camera mounted to the user’s head.
Additional embodiments of such an apparatus may function where the surface on which
content 18 displayed is a virtual surface created by a computing device coupled with the
camera as @ head mounted device (HMD).

{8629} Additional embodiments of such an apparatus may function where the
surface on which content is displayed is a passive physical surface, wherein the content
18 projected nto an eve of the user by a head mounted device and matched to the
passive physical surface by a computing device that sets the passive physical surface as
the surface on which content is displayed. Additional cobodiments of such an
apparatus may fimetion where the gesture inttiating command performed by the at least

two control objects comprises a grabbing motion by two hands of a user in a control
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plane; and wherein the disengagement motion comprises a releasing motion by the two
hands of the user in the control plane,

{8836} Another embodiment may be a systom comprising means for delecting a
gesture inifiating conmumand performed by at least two control objects based on
mformation from one or more detection devices; means for inifiating a gesture mode
based on the detection of the gesture initiating conmnand; means for detecting, based on
information from the one or more detection devices, substantially synchronized
movemeni of the at least two control objects across a control plane substantially paralicl
to a surface on which content is displayed; means for causing the displaved content 1o
be adjusted in response to the detection of the substantially synchronized movement of
the at lcast two condrol objects across the control plane; and means for cuding the
gesture mode by detecting, using information from the one or more detection devices, a
disengagement motion.

{6831} In turther slternative embodiments, such a system may additionally comprise
means tfor detecting that a movement of the at least two control objects relative to cach
other has exceeded a vanable threshold, In further alternative embodiments, such a
system may additionally comprise means for determining the variable threshold by
determining a difference between a minimum contrel object tolerance, 2 maximuwn
control object tolerance. In further alternative embodiments, such a system may
additionally comprise means for determining a calibration factor for the variable
threshold. In further alternative embodiments, such a system may additionally comprise
means for determining a nuniroum extension of a user band; means for deternining a
maximum extension of the user hand; and means for determining a distance of the hand
from a neotral position.

16832} In further alternative embodiments, such a system may additionslly comprise
means for determining a stationary control obiect shake measurement associated with a
user. In further alternative embodiments, such a system may additionally comprise
means for determining a speed of the at least two control objects. In further alternative
embodiments, such a system may additionally comprise means for detecting that one of
the at least two control objects has been removed from the control plane. In further
aliernative embodiments, such a system may additionally comprise means for detecting,

based on information from the one or more remote detection devices, that the at least
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two control objects have each been placed in a level position in the control plane
paraliel to the content surface for a predetermined amount of time. In forther alternative
cmbodimenis, such a system may additionally comprise means for creating a virtual
surface. In further alternative embodiments, such a system may additionally comprise
means for projecting 8 virtual surface mto a viewing area of a user.
[6433] While various specific embodiments are described, a person of ordinary skill
in the art will understand that elements, steps, and components of the various
embodiments may be arranged in alternative structures while remaining within the
scope of the description. Also, additional embodiments will be apparent given the
escription herein, and thus the description is not referring only to the specifically
described embodiments, but to any embodiment capable of the function or structure

described herein.

BRIEF DESCRIPTION OF THE DRAWINGS
{8834} Aspects of the disclosure are illustrated by way of example. In the
accompanying figures, like reference numbers indicate siroilar elemerds, and:

{8835} FIG. 1A illostrates an eovironment including s sysiem that may incorporate

one or more embodimentds;

{8836} FIG. 1B illustrates an environment inchloding a system that may meorporate

one or more ermbodiments;

{8837} FIG. 1C iHustrates an environment including a system that may incorporate

one or more cmbodiments;

[8438] FIG. 2A illustrates an environment that may incorporate one of more

embodiments;
{8839} FIG. 2B illustrates an aspect of a contactless gesture that may be detected in
one or more cmbodiments;

[6448] FIG. 2C illastrates an aspect of a contactless gesture that may be detected in

one of more embodiments;

18841} FIG. 3 illustrates one aspect of a method that may incorporate one or more

embodiments;
S11-
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18842} FIG. 4 illostrates one aspect of 4 system that may incorporate one or more

embodiments;

[6943] FIG. A illustrates one aspect of a system inchading @ head mounted device

that may incorporate one or more embodiments; and

16844} FI1G. 5B illustrates one aspect of a system that may incorporate one ot more

embodiments; and

{8845} FIG. 6 ilhustrates an example of a computing system in which one or more

embodiments may be implemented.

DETAILED DESCRIPTION
[6646] Several illustrative embodiments will now be described with respect to the
accompanying drawings, which form a part hercof. While particular embodiments, in
which one or more aspects of the disclosure may be tmplemented, are described below,
other embodiments may be used and various modifications may be made without

departing from the scope of the disclosure or the spirit of the appended claims.

[3847] Embodimenis are directed to display interfaces. In certain embodiments,
comtactless interfaces and an associated method for conirol of content in a display using
a comtactless interface are described.  As the mput devices and computing power
available to users continues to ncrease, using gestures and in particular free-air gestares
to interact with content surfaces is desirable iIn some situations. One potential
navigation interaction involves navigating arcund large content itoms using a free-air
panning gesture which may be made relative to a content surface, such as a hquid
crystal or plasma display surface. A content surface may also be an arbitrary surface
onto which an image is projected by a projector, or upon which an image appears to be
projected using, for exarople, glasses that fransmit an image to the user’s eyes showing
an image that appears to be upon the arbitrary surface. While a gesture may be made
while a control object is in contact with a display surface, detection of the gestare is not
based on any detection at the surface, but is instead based on detection of a temote
control object such as the user’s hands by a detection device, as detailed further below.
In some embodiments, a gesture may be detected by a handheld device, such as a
controller or apparatus comprising an inertial measurement upit (IMU}. Thus, a device
-12-
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ased to detect a gesture may not be remote with respect to the user, but such device
and/or gesture may be remote with respect to the display mterfaces.

{8048} In one example cmbodiment, a2 wall mounted display is coupled to a
computer, which is in tum further coupled 10 a camera. When a user inferacts with the
display from a location that is in view of the camera, the camera commumicates images
of the oser to the computer. The computer recognizes gestures made by the oser, and
adjusts the presentation of content shown at the display in response o gestures of the
user. A particular panuing gesture may be used, for example. Tn one implementation of
the panning gesture, the user places both hands in a comrol plane that is substantially
paraliel to the display surface. The user then moves his or her hands in a substantially
synchronized motion through the control plane. The camera captures images of this
gesture, and communicates them to the computer, where they are processed. The
content on the display is shown to pan in conjunction with the synchronized motion of
the user’s hands. In a further detailed embodiment, if the control plane is at the surface
of the content display, the pertion of the contend next to or roughly touching each hand
will remain next to each hand as the hands move, as if the user was touching the content

and pushing it around the display surface. Additional details are described below.

[8049] As used herein, the terms “computer,” “personal computer” and “computing

52

device” refer to any programmable computer system that is known or that will be
developed in the future. In certain embodiments a computer will be coupled o a
network such as described hercin. A computer system may be configured with
processor-cxecutable software instructions to perform the processes described herein.
FIG. 6 provides additional details of a compater as described below.

-4

HEUSH] As used herem, the term “component,” “module,” and “systerm,” 1s intended
to refer to a compuoter-related entity, either hardware, a combination of hardware and
software, software, or software in execution, For example, a component may be, but is
not limited to being, & process runming on a processor, a processor, an object, an
executable, a thread of execution, a program, and/or a computer. By way of illustration,
both an application running on a server and the scrver may be a component. One or
more components may reside within a process and/or thread of execution and a
component may be localized on one computer and/or distributed between two or more

computers.
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18651} As used herein, the term “gesture” yefers to a2 movement through space over
time made by a user. The movement may be made by any control object under the

direction of the user.

[8052] As used herein, the term “control object” may refer to any portion of the
user’s body, such as the hand, arm, elbow, or foot. The gesture may further inchude a
control object that is not part of the user’s body, such as a pen, a baton, or an electronic
device with an output that makes movements of the device more readily visible to the
camera and/or more casily processed by a computer coupled to the camera.
Embodiments may usc more than one conirol object, and in such embodiments, the two
or morg control objects need not be identical. For example, one control object may be

an electronie device, and a second control object may be a hand of the user.

18853] As used herein, the torm “remote detection device” refers o any device
capable of capturing data associated with and capable of being used to identify a
gesture. In one embodiment, a video camera is an example of a remote detection device
which is capable of conveying the image o a processor for processing and analysis to
identify specific gestures being made by a user. A remote detection device such as a
camera may be integrated with a display, a wearable device, a phone, or any other such
camera presentation. The camera may additionally comprise mudtiple nputs, soach as
for a stercoscopic camera, or may further comprise multiple units to observe a greater
set of user focations, or to observe a user when one or more camera modules are
blocked from viewing ali or part of a user. A remote detection device may detect a
gesture using any sct of wavelength detection. For example, a camers may include an
infrared light source and detect images in 2 corresponding infrared range. Heomote
detection may also be done by other means, ncluding body mounted motion detectors,
vhtraviclet or other electromagnetic radiation detectors, ultrasound or other audio remote
detection techniques, or MEMS sensors, any of which may be used to remotely capture
data associated with a gesture.

{8854} As used herein, the term “display™ and “content surface” refer to an image
source of data being viewed by a user. Examples jnclude Hguid crystal televisions,
cathode ray tube displays, plasma display, and any other such image source. In certain

embodiments, the image may be projected to a user’s eye rather than presented from a
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display screen. In such embodiments, the systemn may present the content to the user as
if the content was originating from a surface, even though the sorface is not emitting or
reflecting the light. Onc example is a pair of glasses as part of a head mounied device

that provides images to a user.

8855] As used herein, the term “head mounted device” (HMD) or “body mounted
device” (BMD) refers to any device that is mounted to a user’s head, body, or clothing
or otherwise worn or supported by the user. For example, an HMD or 2 BMD may
comprise a device that captures image data and is Hinked to a processor or computer. In
certain embodiments, the processor is iotegrated with the device, and in other
cmbodiments, the processor may be romote from the HMD.  In an cobodiment, the
head mounted device may be an accessory for a mobile device CPU (e.g., the processor
ot a cell phone, tablet computer, smartphone, ete.) with the main processing of the head
mounted devices control system being performed on the processor of mobile device. In
another embodiment, the head mounted device may comprise a processor, a memory, a
display and 2 camera. In an embodiment, a8 head mounted device may be a mobile
device {c.g., smartphone, ctc.} that includes one or more sensors {¢.g., a depth sensor,
camera, cte.) for scamming or collecting information from an enviromment (e.g., room,
ete.) and circuiiry for transmitting the collected information to another device {e.g,
server, second mobile device, ote.). An HMD or BMD may thos capture gesture
information from a3 user and usc that information as part of a contactiess conirol

inderface.

{8956} As used herein, “content” refers to a file or data which may be presented in a
display, and manipulated with a panuoing gesture. Examples may be text files, pictures,
or movies which may be stored in any format and presented 10 a user by a display.
During presentation of content on a display, details of content may be associated with
the particular display instance of the content, such as color, zoom, detail levels, and 8

current content position.

{66587} As used herein, “current content position” refers to a characteristic of
condent that may be presended on a display. In particular, when content is zoomed such
that the entire content is not visible on the display surface, a current content position

may be uscd to match a gesture to a panning iransformation presented at a content
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surface, and shift a portion of the content that is presented at the display surface as the

current content position is updated.

[B858] In another embodiment, the head mounted device may include a wircless
mterface for comnecting with the Internet, a local wireless network, or another
computing device. in another embodiment, a pico-projector may be associated in the
head mounted device o enable projection of images ondo surfaces. The head mounded
device may be Hghtweight and constructed to avoid use of heavy components, which
could cause the device to be uncomfortable to wear. The head mounted device may also
be operable to receive audio/gestural inputs from a user. Such gestural or audio inputs
may be spoken voice comynands or a recognized user gesture, which when recognized
by a computing device may cause that device 1o execute a corresponding command.
[3059] FiGs. 1A and 1B illustrate two potential environments in  which
embodiments of 2 contacticss panning gesture may be implemented. Both FIGs. 1A and
1B inclade a display 14 mounted on surface 16, Additionally, in both F1Gs. a hand of
the user functions as control object 20. In FIG, TA, HMD 10 is worn by a user 6.
Mobile computing device 8 is attached to user 6. In FIG. 1A, HMD 10 is illosirated as
having an integrated camera shown by shading associated with camera field of vision
12, The field of vision 12 for a camera embedded in HMD 10 15 shown by the shading,
and will move to match head movements of user 6. Camera field of vision 12 s
sufficiently wide to include the control object 20 when it is placed in a countrol plane
paralie] to surface 16 and display 14.

18868 Reference axes are shown with an x direction along the base of surface 16, a
v direction that is up and down along the height of surface 16, and a z direction that is
normal to the planc of surface 16. A control plane may be any roughly x-v plane
between the user and display 14, In alternative embodiments, the control plane may be
offeet from the plane of the display, especially if the aser’s body is offset from a
position fooking at the display. In further embodimenis, the control planc may be at the
surface of display 14 such that the control objects touch display 14, or the control plane
may be m free space, offset from the swrface of display 14 in the 7 direction. In some
embodiments, the control plane is determined by a gaze of the wser or a direction in
which the user’s head or body is facing. In some embodiments, a user motion will be

mierpreted 1o be in such control plane regardless of where the motion 1s performed. For

-16-



WO 2014/150725 PCT/US2014/024080

example, a circular motion performed by 2 user extending his hand to his side may be
interpreted to be in 8 control plane approximately parallel to the sarface 16 if the user is
facing or gazing at the surface 16 in some cmbodiments,

18861} fo the system of FIG. 1A, the tmage from HMD 10 may be comowumicated
wirelessly from a communication module within HMD 10 to a computer associated
with display 14, or may be communicated from HMD 10 to mobile computing device 8
gither wirclessly or using a wired connection. In an embodiment where images arc
commnunicated from HMD 10 to mobile computing device 8, mobile computing device
] may communicate the images to an additional computing device that is coupled to the
display 14. Allernatively, mobile computing device 8 may process the images to
identify & gesture, and then adjust content being presented oun display 14, especially if
the content on display {4 is originating from mobile computing device 8. o a further
embodiment, mobile computing device 8 may have a module or application that
performs an intermediate processing of conunumication step to interface with an
additional computer, and may communicate data to the computer which then adjusts the
content on display 14. In certain embodiments, display 14 need not be a hardware
display, but might be a virtual display created, for example, by HMD 10

6862} FiG. 18 illustrates an alternative embodiment, wherein the tmage detection
1s performed by camera 18, which is mounted in surface 16 along with display 4. In
such an embodiment, camera 18 will be commmunicatively coupled to a processor that
may be part of camera 18, part of display 4, or part of a computer systom
commnumicatively coupled to both camera 18 and display 14, Camera 18 has a field of
view 19 shown by the shaded area, which will cover control objects as they move
through an x-y control plane. In certain embodiments, a camera may be mounted to an
adjustable control that moves field of view 19 in response to detection of & height of
user 6. In further ombodiments, multiple cameras may be integrated info surface 16 1o
provide a field of vision over a greater avea, and from additional angles in case user 6 1s
obscured by an obstruction blocking a field of view of camera 18, Multiple cameras
may additionally be used to provide waproved gesture datz for improved accuracy in
gesture recognition.  In further embodiments, additional cameras may be located in any

location relative to the user to provide gesture imagges.
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16863} FI1G. 1C illustrates another alternative embodiment, where fimage detection is
performed by camera 118, In such an embodiment, both hands of a user may be
detected as first control object 130 and second control object 140. Processing of the
image to detect control objects 130 and 140 as well as resulting control of the content
may be performed by computing device 108 for content displaved on television display
114,

18464} FIG. 2A shows a refercnee illustration of a coordinate systom that may be
applied to an cnvironment in an embodiment. In the embodiments of FiGs. 1A and 1B,
the x-y arrows of FIG. 2A may correspond with the x-v plane of FIGs. TA and 18, User
210 is shown positioned in a positive z-axis location facing the x-y plane, and user 210
may thus make a gesture that may be captured by a camera, with the user facing the
display, with the coordinates of the motion captured by the camera processed by a
computer using the corresponding X, v, and z coordinates as chserved by the camera.
For a panning gesture ilfustrated by FIG. 2A, movement across x and vy coordinates by
control objects in a control plane may be the same or different from x and v coordinates
ased to display and manipulate content on a display surface. As described above, the
gser may then move the control objects, which are hands in FIG. 2A. A remote
detection system may then detect the motion of the control objects, and travslate this
motion to pan content displayed in a display surface. The gesture illustrated by FIG. 2A
1s likened to the motion used when moving a large cloth across a table. Two hands are
used in a linear, open palm motion across the detection arca as illusirated. The gesture
15 made in a control plane, and is matched 1o the content being manipulated as shown on
a content surface. If the content is on a vertical screen, the motion will be roughly over
a content plane parallel to the vertical screen of the content surface. 1f the content is on
a horizontal screen, the motion will be approximately parallel to the horizonial screen.
The content plane may be the surface of the content surface that may be touched by the
user, or may be a free-air plane above or away from the content surface. The user may
be able to transition between horizontal and vertical surface planes as part of the gesture
motion.

v, and z coordinates of the user hands and

18865} A stream of frames containing X, v,
optionally other joint locations may then be received o identify the gesture. Such

information may be recorded within a coordinate system or framework identified by the
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gesture recognition system as shown in FIG. 2. To engage the panming operation, the
aser may hold both hands still and level in some embodiments. Once the system is
engaged, panning may begin. The system may be designed with certain thresholds,
such that 2 user’s hands may be considered stilh if they remain within a roughly defined
volume for a predetermined amount of time. The level position of both hands may be
analyzed to determine that they are within, for example, [00mm of one another with
respect to the y axis position as shown in FIG. 2A. While panuning the application may
track the average motion of the 2 hands onto the object being panned. When the user
has moved the object to the desired location they may disengage the panning operation
using a panning disengagement motion. In certain embodiments, 8 panning engagement
may mvoive detection that both coutrol ehjects are roughly in same plane or that they
are roughly in a plane parallel to the content. In further embodiments, when the control
objects are bands, engagement may involve detecting that both hands are in the same
pose {¢.g., open hand with palms out or closed fist), or that one or both arc in a specific
posc {c.g., cngagement may begin when a hand is opon with palm out). In alternate
embodiments, panping may be performed while the hands maintain the pose and move
in a coordinate system {e.g,. closed fists could be used to pan in some embodiments, for
cxample when a user closes his hands to engage or sclect, then pans with the fists
closed).

[8866] FIG. 2B illustrates an embodiment of a panning gesture. First control object
230 and second control object 240 are shown as a user’s hands. Further, a content
surface 214 is shown including a content pertion 215 that is displayed on content
surface 214, During a panning gesture movement mode, the control objects are brought
into an x-y control plane, and held at a roughly constamt relative distance apart.
Locations 1A, 1B, 2A, 2B are intended to be in the same first x-y plane, and locations
3a, and 3b are mtended to be n a second x-y plane which may or may not be offset in
the z divection from the first x-v plane.

16867} During a panning gesture, first control object 230 moves from position 1A to
position 18, and second control object substantially simultancously moves in an
approximately synchronized motion from location 2A to location 2B. As shown, the
synchronized relative position between the first control object 230 and the second

control object 240 is maintained during the gesture.  As part of operating in a panning
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gesture movement mode, a remote detection device captures the synchronized
movements of the control obiects. The captured information is then processed to
identify a corvesponding panving transformation to be presented at the display. As
shown by FIG. 2B, in response to detection and processing of the gesture, a content
portion 215 moves from an imitial position 3a to a panned position 3b, where the
movement from position 3a to 3b corresponds with the synchronized movement from
focations 1A and 2A to locations 1B and 2B of control objects 230 and 240,

16468] While the figures presented show a display surface 1 a wall oounted type
configuration, or where the display is along a vertical position, embodiments may also
inchude table-top type display. In such embodiments, the user may remain upright in a
standing or sitting position, but the control plave and content surface are now in ag x-7
plane according to the reference directions used in FiGs. 1 and 2. In such an
gmbodiment, the gesture may be considered similar to touching a table cloth with both
hands, and sliding the table cloth across the table, where the hands are the control object
and the tablecloth is the content.  As the control objects move in 2 synchronized motion,
the content shides or pans across the display n response to the synchronized movement
of the control objects.

[6069] In certain embodiments, a tolerance threshold may be identified for the level
of synchronization of the control objects. One embodiment illustrates this with
threshold 226 in FIG. 2C. FIG. 2C ncludes first control object 230 and second control
object 240. During a panning gesture movement mode, an initial syochronized relative
position nay be cstablished as synchronized relative position 220 when a user first
places the first control object and the second control object 240 into a control plane.
The location of the control plane may be established at this same time, or may have
been previously determined and identified to the user. Threshold 226 shows an
allowable variation in the synchronized relative position 220 during a panning gesture.
If synchronized relative position 220 varies beyond threshold 226, the panming gesture
movemeni mode may be terminated, and the content presented at the content surface
may stop panning o maich movements of the first and second control objects. In
addition to a y thresheld 224 and an x threshold 222, threshold 226 may further inchude

a 7 threshold component, to accommuodate differences in movement in the z direction
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which may be slightly out of the control plane, but within an acceptable tolerance for
the control plane.

{6670] In certain embodiments, the threshold 226 may be variable, based on a
number of different factors. For cxample, the threshold may be made proportional to
the velocity or speed of the control objects. In particular, as a user controls first and
sccond control objects 230 and 240, the wvser’s ability to maintain a synchronized
relative position 220 may deteriorate. A systern may thus measure the velocity of
control objects and sct a threshold 226 that increases with increasing measured velocity.

In one embodiment of such a system, then:

{1) threshold =((MAX TOLERANCE — MIN TOLERANCE)} * calibration factor) +
MIN TOLERANCE

18471  The MAX TOLERANCE and MIN _TOLERANCE may comprise the system
setting for maximum and minimom allowable deviation in the x, v, and/or z directions,
and the calibration factor may be a system setting based on the measured velocity., In
certain embodiments, calibration factor may be proportional to the measured velocity,
while in other embodiments, an identified non-lincar association between wvarious
speeds and allowable thresholds may be set using a table or equation for the calibration
factor value at each velocity. Thus, in some cmbodiments, the threshold may ncrease
as the speed of the control objects fncreases such that a greater separation between the
two objects is allowed when the control objects are moving at a greater rate.

18672] In certain embodiments, a calibration factor may be a value that accounts for
a total distance travelled by the control objocis from a starting point. Thus the
threshold may increase as, for example, hands acting as control objects move away from
a neutral position.  In still further embodiments, variations in the allowable threshold
may be based on additional factors. For example during extended panning scssions, a
user may grow tired, and the threshold may be increased over Hime to compensate for
reduced user control as the user grows tired.

186731  In still further embodiments, a skeletal model and an associated analysis may
be done to vary the threshold as a user extends in the panning gesture {0 extreme
movement positions in the control plane, such that at certain extreme positions, the

threshold may be increased.
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[8674] Additonally, certain users may have hand shake associated with the user’s
best control to hold a control object in a steady position.  In certain embodiments, a
system may detect a repetitive hand shake movement, and may compensate any
threshold and velocity measurements to accommodate such hand shake.  Similarly,
certain small jerking motions may canse mdividual velocity measurements used by the
system to be unexpectedly high, and a system may compensate for such jerking motions
by averaging control object movements or ignoring measurcment ouiliers.

18675)  Stll further embodiments may include additional aspects for compensating for
variations m user control of control objects.  For example, it a central or average
position of synchronized relative position 220 shifts over time, an fmtial synchronized
relative position 220 may be resct o match changes in user position over fime. A
system may additionally identify shifts in a user stance or position that fmpact the
synchronized relative position 220, and reset the synchronized relative position 228 in
response to a user stance shift. Such a response may or may not be accompanted by an
associated change in settings for threshold 226.

18676) TIG. 3, then, describes one embodiment of a method for implementing a
contactless panning gesture. As part of the method of FIG. 3, content such as a movie, a
picture, or a text object is shown in a display such as display 14 of FIG. 1. A computing
device controls which portions of the content are presented in which locations in a
content surface. A remote delection device is coupled to the computer to observe
gestures made by a user.

84777 1n 305, a remote detection device detects two countrol objecis. Detection of
control objects such as a hand or hands of the user may be done by any means such as
the use of an optical camera, sterec camera, depth camera, inertial sensors such as a
wrist band or ring, or any other such remote detection device. Any of HMD 10 of FIG.
1A, camera 18 of FIG. 1B, or any remote sensing device described herein may be used
to identify the control objects. In particular, the use of head mounted displays are one
option for convenient integration of frec-air gesture control as described further in FIG.
5, but other cxamples may use such a gestural interaction systern, such as media conter
TVs, shop window kiosks, and mierfaces relating to real world displays and content

surfaces.



WO 2014/150725 PCT/US2014/024080

18678] 1 310, then, a gesture mode, for example 8 panning mode, may be initiated
based on the detected gesture from 305. Processing to initiate this panning mode may
be done by any computing device described herein such as mobile device &, computing
device 108, a processor within HMD 10, or any computing system 600 intograted into
an embodiment. Various embodiments may accept a wide variety of mputs that initiate
a panning mode, including differing modes where differing commands are accepted. To
prevent accidental gesture input as a uscr enters, walks across a field of view of the
control camera, or performs other actions within the ficld of view of the control camera,
the computer may not accept certain gestures until a mode nitiating signal 1s received.
A pamning gesture mitiating command may be a gesture recognized by the control
camera.  In one poteutial cobodiment, this may be detection of a gesture such as
detecting that a user has moved two control objects nto a position between the user and
a content surface, and has maintained a fixed position for a predetermined amount of
time.

18679]  In abiernative embodiments, a sound or voice command may be used to inttiate
the panming mode.  In such an embodiment, the system may initiate additional
processing procedures to identify contrel objects within a control plane, and to identify
a synchronized relative position between control objects once they are identified in the
control plane.  Alternatively a button or an off-hand remote control may be used to
initiate a panming mode. Depending on various circumstances, the synchronized
relative position of the conirol objects may thus be either the position of the control
ohjects when the commmand is received, or a settled control object position in the condrol
plane that 1s stationary for a predetermined amount of time following the input.

{60861 Additignally, in certain embodiments, a match may then be made between an
absolute coniroi objcct starting position and a current content position as the content is
displayed when the panning mode begins. Then, in 315, synchronized movement of the
control objects across a control plane approximately paralie] to a content surface is
detected, for cxample using a gesture analysis module 440 and/or processing module
420 dlustrated and described with respect 1o FIG. 4.. 1o 320 synchronized motion of the
contro] objects and the displayed content will then match or correlate the panming
gesture to panning of the content on the content surface of a display such as a display of

HMD 10 or television 114, 315 and 329 then may occur continuously or periodically 1o
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set the content display until the panning mode is terminated v 325, This is the
synchronized motion detailed in FIG. 2B, where motion of the control objects is
associated so that the remote detection system detects the motion of the control object
and translates the detected maotion jnto a shift transformation for displayed cordent. 1o
various embodiments, different computing devices may maich the gesture information
received from a remote detection device to changes in content output to a display in a
varigty of different ways. In onc embodiment, for exanple a stream of frames
containing X, v, and z coordinates of the control objects and optionally user joint
locations may then be received by a3 remote detection device and analyzed m a
computing device to identify the gesture. Such information may be recorded within a
framework or coordinate system identified by the gesture recognition system as shown
m FIG. 28, The motions in the coordinate system may then be matched to a coordinate
system for the content, with shifts in the displayed content matching the coordinate
movemenis identificd by the analysis of the sircam of frames. Additional embodiments
and methods may also be used, some of which ave further detailed below.

{6081] As mentioned above, in 325, a panning disengagement motion is detected, and
the gesture movement mode is ended. While threshold 226 is described above in the
comtext of measuring allowable variations in movement between control objects, other
techniques may be used to terminate a panning meoede, for example such that when a
user’s hands return to a resting position, shift to a new gesture position, or simply relax,
remote detection of a relative shift in conirol object position may be used to end 3
panning mode. Thus, multiple alternative movements may be detected and identified as
a trigger for ending a panning mode.

[8682] As a further alternative, removal of one or both control objects beyond a
threshold in the z dircction, as described above, may also function as a panning
disengagement motion, even if the control objects are synchronized during this motion.
Embodiments with such a panning disengagement motion may further fumction to
enablic repeated panning across content that is greater than the range of motion of a user.
For example, in a content with large zoom where the content is many times larger than
the portion of the content displayed on a display surface, a user may initiate a panming
motion with the control objects at one extreme. This may be, for example, a user

moving bands from an oxtreme left to an extreme right in a panning mode. At the
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extreme right, the user may remove the control objects from the control plane, and place
the control objects back in the control plane at the extreme left. In this way, the oser
may repeatedly pan in the same direction across content by repeatedly initiating and
disengaging @ panning mode, and by panning the content while the panning mode 15
engaged. In certain embodiments, the = motion may have to be greater than some
absolute threshold, or the » motion may have to be accompanied by a certain velocity in
the z direction. For example, if a user is slowly moving both bands backward, that
moverment may not be identified as a disengagement conmumand, but a quick backward
motion or jerk backward may disengage the panning mode. In such embodiments, the
remote detection device may be used to determine if an acceptable absolute z motion or
velocity in the 7 direction is achieved.

[B083]  In further alternative emnbodiments, an input for disengaging a panning mode
may not be a motion or gesture. As with the input that initiaies the panming mode, in
certain embodiments the panning disengagement may be sclected by a voice command
or by 2 button or other remote control foput on an clectronic device.

[6084] I certain embodiments, the separation between the two control objects may be
ased to determine whether a certain motion is a valid input or “gesture.” For example,
it a user is making a circle with each hand, the system may use the separation between
the hands to determine whether the cirele comprises a valid input or “gestare.” Ag the
speed or size of a user’s motion increases, the separation allowed between the hands to
be considered an fnput or “gesture” or maybe a “bimenual gesture” may increase. This
may cnable & system to distinguish between gestures that are not intended as inpuis to a
content control system and gestures which are intended as inputs to a content control
system, A system may use synchronized movement of control objects at certain
distance ranges fo be most likely to be command gestures, while smaller less
synchronized movements may be identified as less likely to be command gestures.
Such distinctions may further be calibrated to the size and reach of each mdividual user.
These distinctions based on the separation between control objects may be used with
any number of alternative command gestures for a content control system, and not
merely for panning gestures and described herein.

{6885} FIG. 4 illustrates an embodiment of 8 system 400 for determining a gesture

erformed by a person. In varicus alternative embodiments, system 400 may be
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implemented among distributed components, or may be implemented in a single device
or apparatus such as a cellular telephone with an integrated computer processor with
sufficient processing power to implement the modules detailed in FIG. 4. Thus, in
certain embodiments, the entire systom 400 may be inplemented on 2 single computing
device 600 while in alternative embodiments, each element may be combinations of or
separate clements of a computing device 600 as shown n FIG. 6. More generally,
system 400 may be used for tracking a specific portion of a person or a control object.
For instance, systoem 400 may be used for tracking a person’s hands. System 400 may
be configured fo track one or both hands of 4 person simultaneously.  System 400 may
be configured to track an clectronic control object and a user’s hand simultanecusly.
Further, systera 400 may be configured to track hands of wmwltiple persons
simultaneously.  While systern 400 1s described herein as being used to irack the
focation of a persons” hands, it should be understood that system 400 may be configured
to track other parts of persons, such as heads, shoulders, torsos, iegs, etc. The hand
tracking of system 400 may be useful for detecting gestures performed by the one or
mote persons.  System 400 itself may not determine a gesture performed by the person
or may not perform the actual hand identification or tracking in some embodiments;
rather, system 400 roay output a position of one or more hands, or may simply output a
subset of pixels likely to contain foreground objects. The position of one or more hands
may be provided to and/or determined by another picce of hardware or software for
gestures, which might be performed by onme or more persons. In allernative
embodiments, system 400 may be configured to track a control device held in a user’s
hands or attached to part of a user’s body.

{8086} System 400 may include mmage capture modele 410, processing module
420, computer-readable storage medium 430, gesture analysis module 440, content
comtrol moedule 450, and display output module 460, Additional componenis may also
be present. For instance, system 400 may be incorporated as part of a computer system,
or, more generally, a computerized device. Computer system 600 of FIG. 6 illustrates
one potential computer system which may be incorporated with system 400 of FIG. 4.
Image capture module 410 may be configured to capture mltiple images.  Tmage
capture module 410 may be a camera, or, more specifically, a video camera such as

camera 18 or camera 118, In other embodiments, image capture module 410 may be
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replaced by any detection device described herein inchuding inertial sensors or other
sensors that track movement without capturing an fmage. Image captire modele 410
may capiure a series of images in the form of video frames. These images may be
capturced periodically, such as 30 times per second. The tmages captured by image
capture module 410 may inclide ntensity and depth values for each pixel of the images
generated by image capture module 410,

8887} Image capture module 410 may project radiation, such as infrared radiation
(IR) out o its ficld-of-view {c.g., omto the scenc). The intensity of the returned
mfrared radiation may be used for determining an intensity value for cach pixel of
image captore module 410 represented in cach captured image. The projected radiation
may also be used to determine depth information. As such, image capture module 410
may be configured to capture a three-dimensional image of a scene. Each pixel of the
images created by image capture module 410 may have a depth valoe and an intensity
vaiue. In some embodiments, an image capturc module may not project radiation, but
may instead rely on light (or, more generally, radiation) present in the scene 1o capture
an image. For depth information, the image capture module 410 may be stereoscopic
{that is, image capture module 410 may capture two images and combine them into a
single image having depth information} or may use other techonigues for determining
depth.

8888} The images captured by image capture module 410 may be provided to
processing module 420, Processing module 420 may be configured to acquire images
froma Ueage capture module 410, Processing module 420 may analyze some or all of
the images acquired from image capture module 410 to determine the location of one or
more hands belonging to one or more persons present in one or more of the images.
Processing module 420 may include software, firmware, and/or hardware. Processing
maodule 420 may be in conmmunication with computer-readable storage medium 430.
Processing module 420 may be one or move processors 510 in one or more computing
devices 600 and computer-readable storage medivim may be one or more storage
devices 625 or working memory 635 of such computing devices 600,  Computer-
readable storage medium 430 may be used to store information related to background
models and/or foreground models created for individual pixels of the images captured

by image capiure module 410. I the scene captured in umages by image capture
¥ 2 g b 5
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module 410 is static, it can be expected that a pixel at the same location in the first
image and the second image corresponds to the same object. As an example, if a couch
is present at a particolar pixel in a first image, in the second image, the same particular
pixel of the second image may be expected to also corespond to the couch
Background models and/or foreground models may be created for some or all of the
pixcls of the acquired images. Computer-readable storage mediom 430 may also be
configured o store additional information used by processing module 420 to determine
a position of a hand (or some other part of a person’s body). For instance, computer-
readable storage medium 430 may contain information on thresholds (which may be
ased in determining the probability that a pixel 18 part of a foreground or background
maodel) and/or may contain information used in conducting 2 principal compouvent
analvysis,

8889} Processing module 420 may provide an output to another module, such as
gesture analysis moduole 440, Gesture analysis moduic 440 may be any combination of
hardware, software, or firmoware executed by one or more processors 610, In various
embodiments, gesture analysis module 440 may be software executed by processing
modude 420 while in other embodiments gestre apalysis module 440 may comprise
separate dedicated hardware including a processor 610, Processing module 420 may
output two-dimensional coordinates and/or three-dimensional coordinates to another
software module, hardware module, or firmware module, such as gesture analysis
module 440. The coordinates output by processing module 420 may indicate the
location of a detected band (or some other part of the person’s body). If more than one
hand is detected (of the same person or of different persons), more than one set of
coordinates may be output.  Two-dimensional coordinates may be image-based
coordinates, wherein an x-coordinate and y-coordinate correspond to pixels present in
the image. Three-dimeunsional coordnates may incorporate depth information
Coordinates may be output by processing modale 420 for cach image i which at least
one hand is located. Further, the processing module 420 may output one or more
subsets of pixels having tikely background clements extracted and/or hikely to inchude
foreground elements for further processing.

168941 Gesture analysis module 440 may be any one of various types of gesture

ctermination systems. Gesture analysis module 440 may be configured to use the two-
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or three-dimensional coordinates output by processing module 420 to determine a
gesture being performed by a person. As such, processing module 426 may output only
coordinaies of onc or more hands, defermining an actual gesture and/or what function
should be performed i response to the gesture may be performed by gesture analysis
module 440. It should be understood that gesture analysis modale 440 1s illustrated in
FIG. 4 for example purposes only. (ther possibilitics, besides gestares, exist for
reasons as to why one or more hands of one or more users may be desired to be tracked.
As such, some other module besides gesture analysis moedule 440 may receive locations
of parts of persons’ bodies.

{8891} Content control module 450 may similarly be implemented as a software
maodule, hardware module, or firmware module. Such a module may be intograted with
processing module 420 or structuved as a separate remote module in a separate
computing device. Content control module 450 may comprise a variety of controls for
manipulating content to be output to a display. Such countrols may include play, pause,
seck, rewind, pan, and zoom, or any other similar such controls. When gesture analysis
module 440 identifies an input initiating a pamying mode, and further identifies
synchronized movement along a control plane as part of a panning mode, the movement
may he conmmunicated to content control module to update a current cordent position for
a content being displayed at a present time.

{6892} Display output module 460 may further be mmplemented as a software
module, hardware medule, or fumware module. Such a2 module may include
mstroctions matched to a specific output display that presents content to the user, and
may be considered an output device 620 of a computing device 600, As the content
control module 450 receives gesture conmmands identified by gesture analysis module
444, the display signal being cuiput to the display by display output module 460 may be
maodified in real-time or near real-time to adjust the content.

[6893] FiGs. SA and 5B describe one potential embodiment of a head mounted
device. In certain embodiments, a head mounted device as described in these FIGs.
may further be mtegrated with a systom for providing virtual displays through the head
mounted device, where a display is presented in a pair of glasses or other output display

the provides the illusion that the display is originating from a passive display surface.

229



WO 2014/150725 PCT/US2014/024080

16894} FIG. SA illustrates components that may be included m embodiments of
head mounted devices 10, FIG. SB illustrates how head mounted devices 10 may
operate as part of a system in which a sensor array 560 may provide data to a mobile
processor 307 that performs eperations of the various embodiments described herein,
and commumicates data to and receives data from a server 564, Such a server may
comprise one or more computing devices 600, or any combination of such devices
networked together. It should be noted that the processor 507 head mounted device 10
may inclode more than one processor {or a multi-core processor) in which a core
processor may perform overall conmtrel fimctions while a coprocessor executes
applications, sometimes referred to as an application processor. The core processor and
applications processor may be configured n the same wmicrochip package, such as a
multi-core processor, or n separate chips. Also, the processor 507 may be packaged
within the same microchip package with processors associated with other functions,
such as wireless communications (e, a modem processcr), navigation {(c.g., 2
processor within a GPS receiver), and graphbics processing {¢.g., @ graphics processing
unit or “GPU™Y. In alternative embodiments, processor 507 may comprise one of more
processors 610 which may be part of a computing deviee 600.

[6895] The head mounted device 10 may communicate with a communication
system or network that may inchide other computing devices, such as personal
computers and mobile devices with access to the Internet. Such personal computers and
mobile devices may imciude an antenna 551, a transmitter/receiver or transceiver 552
and an analog to digital converter 553 coupled 0 a processor 507 to enable the
processor to send and receive data via a wireless communication network. For example,
mobile devices, such as cellular telephones, may access the Internet via a wireless
communication network {(c.g., 8 Wi-Fi or celiular telephone data communication
network).  Such wireless comumumication networks may include # plurality of base
stations coupled to a gateway or Internet access server coupled to the Internet. Personal
computers may be coupled to the internet in any conventional manner, such as by wired
cotmections via an Interoet gateway {(not shown} or by a wireless convuunication
network.

16696} Referring to FIG. SA, the head mounted device 10 may include a scene

sensor SO0 and an audio sensor 505 coupled to 3 control system processor 507 which
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may be configured with & number of software modules 510-525 and connected to a
display S48 and andio output 550. In various cmbodiments, the sensors and modules
may be stractored as separate computing devices 600 with dedicated processors 610 and
working momory 635, while in other embodiments they may share such computing
device elements. In an embodiment, the processor S07 or scene sensor 500 may apply
an anatomtical featore recognition algorithm to the images to detect one or more
anatomical featurcs. The processor 507 associated with the control systom may review
the detected anatomical features in order o recognize one or more gestures and process
the recognized gestures as an input command. For example, as discussed in more detail
below, a user may exccute a movement gesture corresponding to a panning command
using a synchronized motion of two control objects across a control plane. In response
to recognizing this example gesture, the processor 507 may indtiate a panning mode and
then adjust content presented in the display as the control objects move to change the
current position of the presented conlent.

16697} The scene sensor 500, which may include stereo cameras, origntation sensors
{e.g., accelerometers and an electronic compass) and distance sensors, may provide

N

scene-related data {e.g., images) 0 a scene manager 510 implemented within the
processor 507 which may be configared to iunterpret threc-dimensional scene
miformation. In various embodiments, the scene sensor 500 may include stereo cameras
(as deseribed below) and distance sensors, which may tnclade infrared light emitters for
lluminating the scene for an infrared camera. For cxample, in an embodiment
ilustrated in FIG. 5A, the scene sensor 300 may inchude a stereo ved green- blue (RGE)
camera 503a for gathering stereo images, and an infrared camera 503b configured to
image the scene n infrared hEght which may be provided by a structored mfrared light
cmitter 503¢. The structured infrared hight emitter may be configured to emit pulses of
infrared light that may be tmaged by the infrared camera 503b, with the time of received
pixels being recorded and used to determine distances to image elements using time-of-
flight calculations. Collectively, the stereo RGB camera 5034, the infrared camers 5030
and the infrared emitter 503¢ may be referred to as an RGRE-D (D for distance) camera
503.

[6898] The scene manager module 510 may scan the distance measurements and

images provided by the scene sensor SO0 in order to produce a three-dimensional
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reconstruction of the objects within the image, including distance from the stereo
cameras and surface orientation information. In an embodiment, the scene sensor S0{),
and more particularly an RGB-D camera 503, may point in a direction aligned with the
ficld of view of the user and the head mounted device 10. The scene sensor 500 may
provide a full body three-dimensional motion capture and gesture recogmition. The
scene sensor 500 may have an infrared light emtter 503¢ combined with an infrared
camera 503¢, such as a monochrome CMOS sensor. The scene sensor 500 may further
nclude stereo cameras 503a that capture three-dimensional video data. The scene
sensor SOG may work in ambient Hght, sunlight or total darkness and may include an
RGB-D camera as deseribed herein, The scene sensor SO0 may include a near-infrared
(NIR) pulse tllumination component, as well as an image sensor with a fast gating
mechanism. Pulse signals may be collected for each pixel and correspond to locations
from which the pulse was reflected and can be used to calculate the distance to a
corresponding peoint on the captored subject.

| 3899] In another ombodiment, the scene scusor 500 may use other distance
measuring technologies (.., different types of distance sensors) to capture the distance
of the objects within the image, for example, ultrasound echo-location, radar,
triangulation of stercoscopic images, eic. The scene seusor 500 may include a ranging
camera, a flash LIDAR camera, a time-of-flight {ToF) camers, and/or a RGB-D camera
503, which may determine distances to objects using at least one of range-gated ToF
sensing, RF-modulated ToF sensing, pulsed-light ToF sensing, and projected-light
stereo sensing. In another embodiment, the scene sensor 500 may use a stereo camera
503a 1o capture stereo fmages of a scene, and determine distance based on a brightness
of the captured pixels contained within the image. As mentioned above, for consistency
any one or all of these types of distance measuring sensors and techniques are referred
to hercin generally as “distance sensors.” Multiple scenc sensers of differing
capabilitics and resolution may be present to aid m the mapping of the physical
environment, and accurate tracking of the user’s position within the environment.

18160] The head mounted device 10 may also include an audio sensor 305 such as a
microphone or microphone array. An audio sensor 5035 enables the head mounted device
10 to record audio, and conduct acoustic source localization and ambient noise

suppression. The audic sensor 505 may capture audic and convert the audio signals to
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audio digital data. A processor associated with the control systern may review the audio
digital data and apply a speech recognition algorithm to convert the data to scarchable
text data. The processor may also review the generated text data for certain recognized
commands or keywords and use recognized commands or keywords as imput coromands
to execute one or more tasks. For example, a user may speak a command such as
“mitiate panning mode” have the system search for control objects along an expecied
contro] plane. As another exampile, the user may speak “close content™ to close a file
displaying content on the display.

{8163} The head mounted device 10 may also include a display 540. The display 540
may display images obtained by the camera within the scene sensor 500 or generated by
a processor within or coupled to the head mounted device 10, In an erabodinment, the
display 540 may be a micro display. The display 540 may be a fully occluded display.
In another cmbodiment, the display 540 may be a semitransparent display that can
display images on a screen that the user can sge through to view the surrounding room.
The display 540 may be configured in a movocular or stereo (i.e., binocular)
configuration. Alternatively, the head-mounted device 10 may be a helmet mounted
display device, worn on the head, or as part of a helmet, which may bave a small
display 540 optic in front of one cye (monocular) or in front of both eyes (ic., a
binocular or stereo display). Alternatively, the head mounted device 10 may also
inclade two display wunits 540 that are miniaturized and may be any one or more of
cathode ray tube (CRT) displays, liquid crystal displays (LCDs), Liquid crystal on
stlicon {1.Cos) displays, organic light emitting diode (OLED) displays, Mirasol displays
based on Interferometric Modulator (IMOD) elements which are simple micro-electro-
mechanical sysiem (MEMS) devices, light gaiide displays and wave goide displays, and
other display techmologics that cxist and that may be developed. In snother
cmbodiment, the display 540 may couyprise owltiple micro-displays 540 to increase
total overall resohition and mncrease a field of view.

18162] The head mounted device 10 may also include an audio output device 550,
which may be a headphone and/or speaker collectively shown as reference numeral 550
to output audio. The head mounted device 10 may also inchide one or more processors
that can provide control fimetions to the head mounted device 10 as well as generate

images, such as of virtual objecis. For example, the device 10 may include 3 core
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processor, an applications processor, a graphics processor and a navigation processor.
Alternatively, the head mounted display 10 may be coupled to a separate processor,
such as the processor in a smartphone or other mobile computing device. Video/audio
output may be processed by the processor or by a mobile CPU, which is connected {(via
a wire or a wircless network) to the head mounted device 10. The head mounted device
10 may also inchwde a scene manager block 510, a user control block S15, a surfuce

30,
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manager block 520, an avdio manager block 525 and an information access block
which may be separate circuit modules or implemented within the processor as software
modules. The head mounted device 10 may further include a local memory and a
wircless or wired interface for commumicating with other devices or a local wireless or
wired network in order to receive digital data from a remoetc memory 555, Using a
remote memory 555 m the systern may enable the head mounted device 10 to be made
more lightweight by reducing memory chips and circuit boards n the device.

18863] The scenc manager block 510 of the controlicer may receive data from the
scene sensor 500 and construct the virtual representation of the physical enviromment.
For example, a laser may be used to emit laser light that is reflected from objects in a
room and captured in a camera, with the round trip time of the hight used to calculate
distances to various objects and surfaces 1o the room. Such distance measuremenis may
be used to determine the location, size and shape of objects in the room and o generate
a map of the scene. Once a map 18 formulated, the scene manager block 510 may link
the map to other generated maps o form a larger map of 2 predetermined area. In an
embodiment, the scene and distance data may be transmitted te a server or other
computing device which may generate an amalgamated or integrated map based on the
image, distance and map data received from a mumber of head mounted devices {and
over time as the user moved about within the scenc). Such an integrated map data made
available via wircless data links to the head mounted device processors.

{6184] The other maps may be maps scanned by the mnstant deviee or by other head
mounted devices, or may be received from a cloud service. The scene manager 510 may
identity surfaces and track the current postiion of the user based on data from the scenc
sensors 500, The wser control block 515 may gather user control inputs 1o the system,
for example audio commands, gestores, and input devices {e.g., keyboard, mouse). In an

embodiment, the user control block 515 may inchide or be configured to access a
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gesture dictionary to interpret user body part movements identified by the scene
manager 310, As discussed above a gesture dictionary may store movement data or
patterns for recognizing gosturgs that may include pokes, pats, taps, pushes, guiding,
flicks, furning, rotating, grabbing and pulling, two hands with pahns open for panning
mages, drawing {(e¢.g., finger painting), forming shapes with fingers, and swipes, all of
which may be accomplished on or in close proximity to the apparent location of a
virtual object in a generated display. The user control block 515 may also recognize
compound commands. This may nclude two or more commands. For example, a
gesture and a sound {e.g. clapping) or a voice control command (e.g ‘OK” detected
hand gesture made and combined with a voice command or a spoken word to confirm
an operation). When & user control 515 is identified the controller may provide a request
to another subcomponent of the device 1.

[6365] The head mounted device 10 may also inchide a surface manager block 320.
The surface manager block S20 may continuously track the positions of surfaces within
the scene based on captured images {as managed by the scene manager block 510) and
measurements from distance sensors. The surface manager block 520 may also
continuously update positions of the virtual objects that are anchored on surfaces within
the captured image. The surface manager block 520 may be responsible for active
surfaces and windows. The sudio manager block 525 may provide control mstructions
for audio put and aodio output. The audio manager block 525 may construct an aadio
stream delivered to the headphones and speakers 550,

18166]  The information access block 530 may provide controf imstructions to mediate
access to the digital mformation. Data may be stored on a local memory storage
medim on the head moonted device 10. Data may also be stored on a remote data
storage medivim 355 on accessible digital devices, or data may be stored on a distributed
cloud storage micmory, which is accessible by the head mounted device 10. The
mformation access block 530 commumicates with a data store 555, which may be a
memory, a disk, a remote memory, a cloud computing resource, or an integrated
memory 535,

18167] FIG. 6 illustrates an cxample of a computing system in which one or more
embodiments may be implemented. A computer system as illustrated in FIG. 6 may be

incorporated as part of the previously described computerized devices in FIGs, 4 and 5.
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Any component of a system according to various embodiments may inclade a computer
system as deseribed by FIG. 6, including various camera, display, HME, and processing
devices Fig. 6 provides a schematic illustration of one embodiment of a computer
system 600 that can perform the metheds provided by various other embodinents, as
described herein, and/or can function as the host computer system, a remote
kiosk/terminal, a point-of-sale device, 2 mobile device such as mobile device 8, a HMD
such as HMD 10, a computing device 108, a camera 18 or 118, an electronic control
device, and/or a computer system.  Fig. 6 is meant only to provide a generalized
illustration of various components, any or all of which may be utilized as appropriate.
Fig. 6, thercfore, broadly illustrates how individeal system elements may be
implemented io a relatively separated or relatively more integrated manuer.

{8108] The computer system 600 is shown comprising hardware elements that can be
electrically coupled via a bus 605 (or may otherwise be in communication, as
appropriatc). The bardware clements may include one or more processors 610,
ncluding without limitation one or raore general-purpose processors aud/or one or more
special-purpose  processors  {such as  digital signal processing  chips, graphics
acceleration processors, and/or the hke); one or more input devices 615, which can
inchide without mitation a mouse, a keyboard and/or the like; and one or more output
devices 620, which can mclade without mitation a display device, a printer and/or the
like. The bus 6035 may couple two or more of the processors 614, or multiple cores of a
single processor or a plurality of processors. Processors 610 may be equivalent to
processing maodule 420 or processor 507 in various embodiments. o certain
embodiments, a processor 610 may be incladed n moebile device 8, television display
114, camera 18, computing device 108, HMD 10, or in any device or element of a
device described herein.

{8109] The computer system 600 may further include (and/or be in communication
with) one or more non-transitory storage devices 625, which can comprise, without
fimitation, local and/or network accessible storage, and/or can include, without
Hnutation, a disk drive, a drive array, an optical storage device, a solid-state storage
device such as a random access memory (“RAM™Y and/or a read-only memory

{(“ROM™), which can be programmable, flash-updateable and/or the like. Seoch storage
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devices may be configured to implement any appropriate data stores, including without
Hmitation, various file systems, database structures, and/or the like.

{8118] The computer system 600 might also include a communications subsystem
630, which can include without linitation a modem, a network card (wireless or wired),
an infrared communication device, a wireless communication device and/or chipset
{such as a Bluctooth™ device, an 802.11 device, a Wi-Fi device, a WiMax device,
cellular communication facilities, etc.), and/or similar commumication mterfaces. The
compminications subsystem 630 may permit data to be exchanged with a network {such
as the network described below, to name one cxample), other computer sysiems, and/or
any other devices described herein. In many embodiments, the computer system 600
will further comprise a non-transitory working memory 633, which can include a RAM
or ROM device, as described above.

{8111} The computer system 600 also can comprise software clements, shown as
being carrently located within the working memory 635, including an operating system
640, deovice drivers, exccuiable libraries, and/or other code, such as one or more
application programs 645, which may comprise comaputer programs provided by various
embodiments, and/or may be designed to mplement methods, and/or configure systems,
provided by other embodiments, as described herein, Merely by way of example, one
or morg procedures described with rospect to the method(s) discussed above might be
implemented as code and/or mstructions executable by a computer (and/or a processor
within a computer); in an aspect, then, such code and/or Instructions can be wused o
configure and/or adapt a gencral purposc computer {or other device) to perform one or
more operations 1w accordance with the described methods.

[8112] A set of these instructions and/or code might be stored on a computer-readable
storage medium, such as the storage device(s) 625 described above. In some cases, the
storage medivm might be incorporated within a computer system, such as computer
system 600, In other embodimerds, the storage medmm might be separate from a
computer system {e.g., a removable medium, such as a compact disc), and/or provided
in an installation package, such that the storage medium can be used to program,
configure and/or adapt a general purpose computer with the nstructions/code stored
thereon. These instructions might take the form of exccutable code, which is executable

by the computer system 600 and/or might take the form of source and/or instaliable
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code, which, upon compilation and/or installation on the computer system 600 {c.g.,
asing any of a varicty of generally available compilers, installation programs,
compression/decompression utilities, ete.} then takes the form of executable code.
{8113] Substantial variations may be made in accordance with specific requirements.
For example, customized hardware might also be used, and/or particular elements might
be implemented in hardware, software (including portable software, such as applets,
etc.), or both. Moreover, hardware and/or software components that provide certain
functionality can comprise # dedicated systern (having specialized components) or may
¢ part of a more generic system.  For example, an activity sclection subsystem
configured to provide some or all of the features described hercin relating to the
sclection of activities by a context assistance server 140 can comprise hardware and/or

software that is specialized (c.g

2., an application-specific imtegrated circuit (ASIC), a
software method, etc.)} or generic {(e.g., processor(s) 610, applications 645, ete.) Further,
connection i¢ other computing devices such as network imput/output devices may be
employed.

{8114} Some embodiments may employ a computer system {such as the computer
system 6{(0) to perform methods in accordance with the disclosure. For example, some
or ali of the procedures of the described methods may be performed by the computer
system 600 in response to processor 610 executing one or more sequences of one or
more instructions (which might be incorporated into the operating system 640 and/or
other code, such as an application program 645} contained in the working memory 635.
Such instructions may be read into the working memory 635 from another computer-
readable mediim, such as one or more of the storage device(s) 625. Merely by way of
example, execution of the sequences of instructions contained in the working memory
635 might cause the processor(s) 610 to perform one or more procedures of the methods
described herein.

{8115] The terms “machine-readable mediom” and “computer-readable medium,” as
used berein, refer to any medium that participates in providing data that causcs 3
machine to operate in a specific fashion. In an cmbodiment implemented using the
computer system 600, various computer-readable media might be invoelved in providing
mstructions/code to processor(s) 610 for execution and/or might be vsed {0 store and/or

carry such instructions/code (e.g., as signals). In many implementations, a computer-
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readable medium is a physical and/or tangible storage medivm. Such 8 medivm may
take many forms, inchuding but not limited to, non-velatile media, volatile media, and
fransmission media. Non-volatile media include, for example, optical and/or magnetic
disks, such as the storage device(s) 625. Volatile media include, without Hmitation,
dynamic memory, such as the working memory 635, Transmission media include,
without limitation, coaxial cables, copper wire and fiber optics, including the wires that
comprise the bus 6035, as well as the various components of the commumications
subsystem 630 {(and/or the media by which the communications subsystem 630 provides
commumication with other devices). Hence, transmission media can also take the form
of waves (inclading without hmitation radic, acoustic and/or light waves, sach as those
generated during radio-wave and infrared data commmunications).  Such momory may
be used in mobile device &, television display 114, camera 18, computing device 108,
HMD 18, or in any device or clement of a device deseribed herein. Similarly, modoles
such a gesture analysis module 440 or content control moduie 450, or any other such
module deseribed herein roay be implemenied by instructions stored in such memory.
{8116] Common forms of physical and/or tangible computer-readable media inclade,
for example, a floppy disk, a flexible disk, hard disk, magnetic tape, or any other
magnetic medium, a CD-ROM, any other optical medium, puncheards, papertape, any
other physical medium with paiterns of holes, a RAM, a PROM, EPROM, a FLASH-
EPROM, any other memory chip or cartridge, a carrier wave as described hereinafter, or
any other medivm from which a computer can read instructions and/or code.

18117]  Various forros of computer-readable media may be tnvolved in carrying one or
more sequences of one or more mstructions to the processor(s) 610 for execution.
Merely by way of example, the instructions may initially be carried on a magnetic disk
and/or optical disc of a romote computer. A romote computer might foad the
instructions into #s dynamic memory and send the jnstructions as signals over a
transission medium to be received and/or executed by the computer system 6060,
These signals, which might be in the form of electromagnetic signals, acoustic signals,
optical sigonals and/or the like, are all examples of carrier waves on which instructions
can be encoded, in accordance with various embodiments.

{8118] The communications subsystem 630 (and/or components thereof) generally

will receive the signals, and the bus 6035 then might carry the signals (and/or the data,
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mstroctions, ete. carried by the signals) to the working memory 635, from which the
processor(s) 605 retrieves and executes the instructions. The instructions received by
the working memory 635 may optionally be stored on a non-transitory storage device
625 cither before or affer exccution by the processor(s) 610,

{8118] The methods, systems, and devices discussed above are examples. Various
gmbodiments may omit, substitute, or add various procedures or componenis as
appropriate. For instance, in alicrpative configurations, the methods described may be
performed iu an order different from that described, and/or varicus stages may be
added, omitted, and/or combined. Also, features described with respect to certain
embodiments may be combined in various other embodiments. Different aspects and
cloments of the embodiments may be combined in a similar manner. Also, technology
evelves and, thus, many of the elements are examples that do not limit the scope of the
disclosure to those specific examples.

18828] Specific details are given in the description to provide a thorough
understanding of the embodiments. However, embodiments may be practiced without
these specific details.  For example, well-known circuits, processes, algorithms,
structures, and techniques have been shown without smmecessary detail in order to avoid
obscuring the embodiments. This description provides example embodiments only, and
1s not miended to limit the scope, applicability, or configuration of the invention.
Rather, the preceding description of the embodiments will provide those skilled in the
art with an enabling description for implementing embodiments of the invention,
Various changes may be made in the function and arrangement of clements without
departing from the spirit and scope of the invention.

[8123] Also, some embodiments were described as processes depicted in a flow with
process arrows. Although cach may describe the operations as a sequential process,
many of the operations can be performed in paralicl or concurrently. In addition, the
order of the operations may be rearranged. A process may have additional steps not
included in the figure. Furthermore, embodiments of the methods may be implemented
by hardware, software, firmware, muiddieware, microcode, hardware description
languages, or any combination thereof. When implemented in software, firmware,

piiddleware, or microcode, the program code or code segmenis to perform the
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associated tasks may be stored in a computer-readable medium such as a storage
mediim. Processors may perform the associated tasks.

18122} Having described several ¢mbodiments, various modifications, altemative
comstructions, and cquivalents may be used without departing from the spirit of the
disclosure. For example, the above clements may merely be a component of a larger
system, wherein other rules may take precedence over or otherwise modify the
application of the invention. Also, a nomboer of steps may be undertaken before, during,
or after the above elements are considered. Accordingly, the above description does not

Hmit the scope of the disclosure.
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WHAT IS CLAIMED 15:

1. A method comprising:

detecting a8 gesture initiating command performed by at least two control
obiects based on information from one or more detection devices;

initiating a gesture mode based on the detection of the gesture initiating
command;

detecting, based on information from the one or more detection devices,
substantially synchronized movement of the at least two conirol objocts across a
control plane substantially paraliel to a surface on which content is displayed;

causing displayed content to be adiusted in response to the detection of
the substantially synchronized movement of the at least two control obiects
across the control plane; and

ending the gesture mode by detecting, using information from the one or
more detection devices, a disengagement motion.

2. The method of claim I wherein detecting the disengagement
motion comprises detecting that a movement of the at least two control objects
relative to cach other has exceeded a variable threshold.

3. The method of claim 2 wherein the variable threshold 1s defined
by a difference between a minimum control object tolerance, a maximum

control object tolerance, and a calibrating factor,

4, The method of claim 3 wherein the minimum control object
tolerance is a8 minimum extension of & user hand;

wherein the maxinwm control object tolerance is 2 maxinumm exiension
ot the user hand; and

wherein the calibrating factor is a variable that depends at least in part on

a distance of the user hand from a neutral position.



WO 2014/150725 PCT/US2014/024080

5. The method of claim 3 wherein the calibrating factor is based on

a stationary control obiect shake measurement associated with a aser.

6. The method of clatm 3 wherein the calibrating factor is based on

a speed of the at least two control objects.

7. The method of claim 6 wherein the speed of the at feast two
control objects 1s averaged over multiple control speed measurements to

compensate for jitter.

8. The method of claim | wherein detecting the disengagement
motion comprises detecting that one of the at least two control objects has been

removed from the control plane.

9, The mocthod of claim | wherein the at least two control objects
comprise hands of a user, and the one or more detection devices comprise a

camera mounted to a user’s head.

10, The method of claim 1 wherein the at least two control objects
comprise hands of a user, and wherein the one or more detection devices

comprise hand mounted ineriial sensors.

11, The method of claim 1 wherein detecting the gesture inihating
command comprises detecting, based on information from the one or more
detection devices, that the at least two control objects have cach beegn placed ina
level position in the control plane parallel to the surface for a predetermined

amount of time.

12. The method of claim 1 wherein the surface on which the content
i displayed is a virtual surface created by a computing device and projected nto

a viewing area of a user.
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i3, The method of claim 1 wherein the surface on which the content

is displayed is a physical surface.

14, The method of claim 1 wherein the gesture initiating command
comprises a panning inttiating command, wherein the gesture mode comprises a
panning gesture mode, and wherein the disengagement motion compriscs a

panning discngagement motion.

15. An apparatus comprising:

a processing module comprising a computer processor;

& computer readable storage medium coupled to the processing module;

a display output module coupled to the processing module; and

an image capture modide coupled to the processing module;

wherein the computer readable storage medivum comprises computer
readable instructions that, when executed by the computer processor, cause the
computer processor 1o perform a method comprising:

detecting a gesture initiating conmmand performed by at least two control
objects based on information from oue or more detection devices;

initiating a gestare mode based on the detection of the gesture nitiating
command;

detecting, based on information from the one or more detection devices,
substantially synchronized movement of the at least two control objects across &
control plane substantially parallel to a surface on which content is displaved;

causing displayed content t¢ be adjusted in response to the detection of
the substantiaily synchronized movement of the at icast two control objects
across the control plane; and

ending the gesture mode by detecting, using information from the one or

more detection devices, a disengagement motion.

16, The apparatus of claim 15 further comprising:
an audio sensor; and

a spoaker;
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wherein the gesture initiating command comprises 8 voice command

received via the audio sensor.

17, The apparatus of claim 16 further comprising:

an antenna; and

a local area network module;

wherein the content is communicated to the surface from the display

output module via the local arca network module.

18, The apparatus of claim 15 further comprising a head mounted
device comprising a first camera that is commumacatively coupled to the

COmpUtet processor.

19, Anapparatus of claim 15 wherein detecting the disengagement
motion comprises detecting that 2 movement of the at least two control objects

relative 10 each other has exceeded a variable threshold.

20, An apparatus of claim 19 wherein the variable threshold is
defined by a difference between a minimum control object tolerance, 4

maximninn control object tolerance, and a calibrating factor.

21, An apparatus of clatm 20 wherein the nrinim control object
tolerance 1$ & mininnnn extension of & user hand;

wherein the maxinnim control obiect tolerance i a maximum extension
of the user hand; and

wherein the calibrating factor is a variable that depends at least in part on

a distance of the user hand from a neutral position.

22. An apparatus of claim 20 wherein the calibrating factor is

based on a speed of the at least two control objects.
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23, Anapparatus of claim 15 wherein detecting the disengagement
motion comprises detecting that one of the at least two control objects has been

removed from the control planc.

24, An apparatus of claim 15 wherein the at least two control objects
comprise hands of a user, and the one or more detection devices comprise a

camera mounted {o a user’s head.

25, An apparatus of claim 24 wherein the surface on which the
content 1§ displayed is a virtual surface created by a computing device coupled

with the camoera as a head mounted device (HMD).

26, Anapparatus of claim 25 wherein the surface on which the

content is displayed is a physical surface.

27. An apparatus of claim 15 wherein the gesture intiating command
comprises a panning initiating command, wherein the gesture mode comprises a
parning gesture mode, and wherein the discngagement motion coraprises a

sanning disengagement motion.
Fehagor]

28, A system coraprising:

means for detecting a gesture initiating command performed by at least
two control objects based on information from one or more detection devices;

means for initiating 8 gesture mode based on the detection of the gesture
fnifiating conumand;

means for detecting, based on mformation from the one or more
detection devices, substantiaily synchronized movement of the at least two
control objects across a control plane substantially parallel to a2 surface on which
content 1s displayed;

means for causing displayed content to be adjusted in response to the
detection of the substantially synchronized movement of the at least two control

objects across the control plane; and

-46-
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means for ending the gesture mode by detecting, using information from

the one or more detection devices, a disengagement motion,

29, The system of claim 28 further comprising:
means for detecting that a movement of the at least two control objects
relative to each other has exceeded a variable threshold and for ending the

gesture mode when the variable threshold is exceeded

30, The system of claim 29 further comprising:

means for determining the variable threshold by determining a difference
between a sinimum control object tolerance and a maxinwirn control object
tolerance.
31, The system of claim 29 further comprising:
means for determining a caltbration factor for the variable threshold to

adjust the variable threshold as a trigger for the disengagement motion.

32, Thesystem of claim 31 further comprising:

means for determining a nuinimum extension of 8 user hand to adjust the
calibration factor based on the minimum extension of the user hand;

means for determining a maximum extension of the user hand to adjust
the calibration factor based on the maxuwum extension of the user hand; and

means for determining a distance of the user hand from a neutral position
1o adjust the calibration factor based on the distance of the user hand from the

neutral position.

33, The system of claim 32 further comprising:

means for detecting that one of the at least two control objects has been
removed from the control plane; and

means for pausing the gesture mode when it is detected that one of the at

least two control objects has been removed from the control plane.

-47-
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34, Thesystem of claim 31 further comprising:
means for determining a speed of the at east two control objocts to

adjust the calibration factor based on the speed of the at least two control

obiccts,

35, The system of clatm 31 further comprising:
means for determining a stationary control object shake measurement
associated with a user to adjust the calibration factor based on an object shake

associated with the user and at least one control object.

36.  The system of claim 28 forther comprising:

means for detecting, based on information from the one or more
detection devices, that the at least two control objects have cach been placed in a
level position in the control plane parallel to the surface for a predetermined
amount of time; and

means for mitiating the gesture mode when it is detected that the at least
two control objects have each been placed in the level position in the control
plane parallel to the surface for the predetermined amount of time.

37.  The system of claitm 28 further comprising:
means for projecting a virteal surface including the displayed content

into a viewing area of a user.

38. A noun-transifory computer readable instruction medium
comprising computer readable tnstructions which, when exccuted by a processor
in a deviee, cause the device to:

detect a gesture initiating command performed by at least two control
objects based on mformation from one or more detection devices;

mitiate a gesture mode based on the detection of the gesture initiating
command;

detect, based on information from the one or more detection devices,
substantially synchronized movement of the at least two control objects across a
control plane substantially parallel to a surface on which content is displayed;

-48-
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cause displayed content to be adjusted in response fo the detection of the
substantially synchronized movement of the at least two control objects across
the control plane; and

end the gesture mode by detecting, using jnformation from the onc oy

more detection devices, a disengagement motion.

49
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Detecting a gesture initiating command performed by at least

305 two control objects based on information from one or more

detection devices

Initiating a gesture mode based on the detection of the gesture

310 o
Initiating command

Detecting, based on information from the one or more detection

315 devices, substantially synchronized movement of the at least two

control objects across a control plane substantially parallel to a

surface on which content is displayed

v

Causing the displayed content to be adjusted in response to the ¢
320 | detection of the substantially synchronized movement of the at least !
two control objects across the control plane

¥

Ending the gesture mode by detecting, using information from the
one or more detection devices, a disengagement motion

325

FIG. 3
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