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SPEAKER AUTHENTICATION

BACKGROUND

Speaker authentication is the process of
verifying the claimed identity of a speaker based on a
speech signal. The authentication is typically performed
using speech models that have been trained for each
person who uses the system.

In general, there are two types of speaker
authentication, text-independent and text-dependent. In
text-independent speaker authentication, the speaker
provides any speech content that they want to provide.

In -text-dependent speaker authentication, the speaker
recites a particular phrase during model training and
during use of the authentication system. By repeating
the same phrase, a strong model of the phonetic units and
transitions between those phonetic units can be
constructed for the text-dependent speaker authentication
system. This is not as true in text-independent speak
authentication systems since many-phonetic units and many
transitions between phonetic units will not be observed
during training and thus will not be represented weii in
the models.

"The discussion above is merely provided for
general background information and is not intended to be
used as an aid in determining the scope of the claimed

subject matter.

SUMMARY
Speaker authentication is perxrformed by
determining a similarity score for a test utterance and a
stored training utterance. Computing the similariﬁy

score involves determining the sum of a group of



10

15

20

25

30

WO 2007/098039 PCT/US2007/004137

functions, where each function iricludes the product of a
posterior probability of a mixture component and a
difference between an adapted mean and a background mean.
The adapted mean is formed based on the background mean
and the test utterance. .

This Summary is provided to introduce a

‘'selection of concepts in a simplified form that are

further described below in the Detailed 5escription.

This Summary is not intended to.identify key features or
essential features of the claimed subject matter, nor is
it intended to be used as an aid in determining the scope
of the claimed subject matter. The claimed subject
matter is not limited to implementations that solve any

or all disadvantages noted in the background.

BRIEF DESCRIPTION OF THE DRAWINGS

FIG. 1 is a block diagram of one computing
environment in which some embodiments may be practiced.

FIG. 2 is a block diagram of an alternative
computing environment in-which some embodiments may be
practiced.

FIG. 3 is a flow diagram of a method of
training a text-independent authentication system.

FIG. 4 is a block diaphraém of elements used to
train a text-independent authentication system.

FIG. 5 is a flow diagram of a method for
setting thresholds during training.

FIG. 6 is a flow diagram of a method of
identifying model parameters for a test utterance.

FIG. 7 is a block diagram of elements used in
the methods of FIGS. 6 and 8.

FIG. 8 is a flow diagram of a method for

determining thresholds for a test utterance.

-2 -
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FIG. 9 is a flow diagram of a method of
authenticating a test utterance.

FIG. 10 is a block diagram of elements used to
authenticate a test utterance.

FIG. 11 is a flow diagram of a method of
training a Hidden Markov Model for a text-dependent
authentication system.

FIG. 12 is a block diagram of elements used to
train a Hidden Markov Model.

FIG. 13 is a flow diagram of a method of
authenticating a test utterance using a Hidden Markov
Model.

FIG. 14 is a block diagram of elements used to
authenticate a test utterance using a Hidden Markov
Model.

DETAILED DESCRIPTION

FIG. 1 illustrates: an example of a suitable
computing system environment 100 on which embodiments may
be implemented. The computing system environment 100 is
only one example of a suitable computing environment and
is not intended to suggest any limitation as to the scope
of use or functionality of the claimed subject matter.
Neither should the computing environment 100 be
interpreted as having any dependency or regquirement
relating to any one or combination of components
illustrated in the exemplary operating environment 100.

Embodiments are operational with numerous other
general purpose or special purpose computing system
environments or configurations. Examples of well-known
computing systems, environments, and/or configurations
that may be suitable for use with various embodiments

include, but are not limited to, personal 'computers,

- 3 -
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server computers, hand-held or laptop devices,
multiprocessor systems, microprocessor-based systems, set
top boxes, programmable consumer electronics, network
PCs, minicomputers, mainframe computers, telephony
systems, distributed computing environments that include
any of the above systems or devices, and the like.

 Embodiments may be described in the general
context of computer—-executable instructions, such as
progrém modules, being executed by a.computer. Generally,
program modules include routines, programs, objects,
components, data structures, etc. that perform particular
tasks or implement particular abstracf data types. Some
eﬁbodiments are designed.to be practiced in distributed
computing environments where tasks are performed by
remote processing devices that are linked through a
communications network. In a distributed computing
environment, program modules are located in both local
and remote computer storage media including memory
storage devices.

With reference to FIG. 1, an exemplary system
for implementing some embodiments includes a general-
purpose computing device in the form of a computer 110.
Components of computer 110 may include, but are not
limited to, a processing unit 120, a system memory 130,
and a system bus 121 that couples various system
components including the system memory to the processing
unit 120. The system bus 121 may be any of several types
of bus struckures including a memory bus or memory
controller, a peripheral bus, and a local bus using any
of a variety of bus architectures. By way of example,
and not limitation, such architectures include Industry
Standard Architecture (ISA) bus, Micro Channel
Architecture (MCA) bus, Enhanced ISA (BISA) bus, Video
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Electronics Standards Association (VESA) local bus, and
Peripheral Component Interconnect (PCI) bus also known as
Mezzanine bus.

Computer 110 typically includes a variety of
computer readable media. Computer readable media can be
any available media that can be accessed by computer 110
and includes both volatile and nonvolatile media,
removable and non-removable media. By way of example,
and not limitation, computer readable media may comprise
computer storage media and communication media. Computer
storage media includes both volatile and nonvolatile,
removable and non-removable media implemented in any
method or technology for storage.of information such as
computer readable instructions, data structures, program
modules or other data. Computer storage media includes,
but is not limited to, RAM, ROM, EEPROM, flash memory or
other memory technology, CD-ROM, digital versatile disks
(DVD) or other optical disk storage, magnetic cassettes,
magnetic tape, magnetic disk storage or other magnetic
storage devices, or any other medium which can be used to
store the desired information and which can be accessed
by computer 110. Communication media typically embodies
computer readable instructions, data structures, program
modules or other data in a modulated data signal such as
a carrier wave or other transport mechanism and includes
any information delivery media. The term “modulated data
signal” means a signal that has one or more of its
characteristics set or changed in such a manner as to
encode information in the signal. By way of example, and
not limitation, communication media includes wired media
such as a wired network or direct-wired connection, and
wireless media such as acoustic, RF, infrared and other

wireless media. Combinations of any of the above should

- 5 -
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also be included within the scope of computer readable
media.

The system memory 130 includes computer storage
media in the form of volatile and/or nonvolatile memory
such as read only memory (ROM) 131 and random access,
memory (RAM) 132. A basic input/output system 133
(BIOS), containing the basic.routines that help to
transfer information between elements within computer
110, such as during start-up, is typically stored in ROM
131. RAM 132 typically contains data and/or program
modules that are immediately accessible to and/or
presently being operated on by processing unit 120, By
way of example, and not limitation, FIG. 1 illustrates
operating system 134, application programs 135, other
pfogram modules 136, and program data 137.

The computer 110 may also include other
removable/non-removable volatile/nonvolatile computer
storage media. By way of example only, FIG. 1
illustrates a hard disk drive 141 that reads from or
writes to non-removable, nonvolatile magnetic media, a
magnetic disk drive 151 that reads from or writes to a
removable, nonvolatile magnetic disk 152, and an optical
disk drive 155 that reads from or writes to a removable,
nonvolatile optical disk 156 such .as a CD ROM or other
optical media. Other removable/non-removable,
volatile/nonvolatile computer storage media that can be
used in the exemplary operating environment include, but
are not limited to, magnetic tape cassettes, flash memory
cards, digital versatile disks, digital video tape, solid
state RAM, solid state ROM, and the like. The hard disk
drive 141 is typically connected to the system bus 121
through a non-removable memory interface such as

interface 140, and magnetic disk drive 151 and optical

- 6 -
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disk drive 155 are typically connected to the system bus
121 by a removable memory interface, such as interface
150.

The drives and their associated computer
storage media discussed above and illustrated in FIG. 1,
provide storage of computer readable instructions, data
structures, program modules and other data for the
computer 110. In FIG. 1, for example, hard disk drive
141 is illustrated as storing operating system 144,
application programs 145, other program modules 146, and
program data 147. Note that these components can either
be the same as or different from operating system 134,
application programs 135, other program modules 136, and
program data 137. Operating system 144, application
programs 145, other program modules 146, and program data
147 are given different numbers here to illustrate that,
at a minimum, they are different copies.

A user may enter commands and information into
the computer 110 through input devices such as a keyboard
162, a microphone 163, and a pointing device 161, such as
a mouse, trackball or touch pad.. Other input devices
(not shown) may include a joystick, game pad, satellite
dish, scanner, or the like. These and other input
devices are often connected to the processing unit 120
through a user input interface 160 that is coupled to the:
system bus, but may be connected by other interface and
bus structures, such as a-.parallel port, game port or a
universal serial bus (USB). A monitor 191 or other type
of display device is also connected to the system bus 121
via an interface, such as a video interface 190. 1In
addition to the monitor, computers may also include other

peripheral output devices such as speakers 197 and
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printer 196, which may be connected through an output
peripheral interface 195.

The computer 110 is operateq in a networked
environment using logical connections to one or more
remote computers, such as a remote computer 180. The
remote computer 180 may be a personal computer, a hand-
held device, a server, a router, a network PC, a peer
device or other common network node, and typically
includes many or all of the elements'describpd above
relative to the computer 110. The logical connections
depicted in FIG. 1 include a local area network (LAN) 171
and a wide area network (WAN) 173, but may also include
other networks. Such networking environments are
commonplace in offices, enterprise-wide computer
networks, intranets and the Internet.

When used in a LAN networking environment, the
computer 110 is connected to the LAN 171 through a
network interface or adapter 170. When used in a WAN
networking environment, the computer 110 typically
includes a modem 172 or other means for establishing
communications over the WAN 173, such as the Internet.
The modem 172, which may be internal or external, may be
connected to the system bus 121 via the user input
interface 160, or other appropriate mechanism. In a
networked environment, program modules depicted relative
to the computexr 110, or portions thereof, may be stored
in the remote memory storage device. By way of example,
and not limitation, FIG. 1 illustrates remote application
programs 185 as residing on remote computer 180. It will
be appreciated that the network connections shown are
exemplary and other means of establishing a

communications link between the computers may be used.
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FIG. 2 is a block diagram of a mobile device
200, which is an exemplary computing environment. Mobile
device 200 includes a microprocessor 202, memory 204,
input/output (I/0) components 206, and a communication
interface 208 for communicating with remote computers or
other mobile devices. In one eﬁbodiment, the afore-
mentioned components are coupled for communication with
one another over a suitable bus 210.

Memory 204 is implemented as non-volatile
electronic memory such as random access memory (RAM) with
a battery back-up module (not shown) such that
information stored in memory 204 is not lost when the
general power to mobile device 200 is shu£ down. A
portion of memory 204 is preferably allocated as
addressable memory for program execution, while another
portion of memory 204 is preferably used for storage,
such as to simulate storage on a disk drive.

Memory 204 includes an operating system 212,
appliéation programs 214 as well as an object store 216.
During operation, operating system 212 is preferably
executed by processor 202 from memory 204. Operating
system 212, in one preferred embodiment, is a WINDOWS® CE
brand operating system commercially available from
Microsoft Corporation. Operating system 212 is preferably
designed for mobile devices, and implements database .
features that can be utilized by applications 214 through
a set of exposed application programming interfaces and
methods. The objects in object store 216 are maintained’
by applications 214 and operating system 212, at least
partially in response to calls to the exposed application
programming interfaces and methods. .

Communication interface 208 represents numerous

devices and technologies that allow mobile device 200 to

- 9 -
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send and receive information. The devices include wired
and wireless modems, satellite receivers and broadcast
tuners to name a few. Mobile device 200 can also be
directly connected to a computer to exchange data
therewith. In such cases, communication interface 208 can
be an infrared transceiver or a serial or parallel
communication connection, all of which are capable of
transmitting streaming information.

Input/output components 206.include a variety
of input devices such as a touch-sensitive screen,
buttons, rollers, and a microphone as well as a variety
of output dévices including an audio generator, a
vibrating device, and a.display. The devices listed
above are by way of example and need not all be present
on mobile device 200. In addifion, other input/output
devices may be attached to or found with mobile device
200.

TEXT-INDEPENDENT SPEAKER VERIFICATION

Under one embodiment of the present invention,
a text-independent speaker authentication system is
provided which authenticates a test speech signal by
forming a similarity measure that is based on a model
adapted to training speech for a user and a model adapted
to the test speech signal. In particular, the similarity
measure uses the differences between the two adapted
models and a backgrouﬁd model.

In one embodiment, the background model is a

Gaussian Mixture Model that is defined as:
M M
P(x, !2‘0)=iziwil)i(xl l/lo)=lzlwiN(xr tmy, %)) EQ. 1

where M is the number of mixture components in the model,

wi is a weight for the ith mixture component, mi is the

- 10 -
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mean for the ith mixture component and 2::i. is the

covariance matrix of the ith' component. Notation %

denotes the set of parameters of the background model

(the weight, mean and covariance for. each component).
The backgrpund model is adapted to training

speech using the following equations:

PR = Mw‘})’(x’ IA/1°)‘ EQ. 2
=W P (X | Ag)
LY T A ~

y(z)=;‘>_:l;f(zlx,) ) EQ. 3

~ 1 7. aa
m; =—:—-:—Z}/(l | x,)x, EQ. 4

y@=

A: =mi+ 7(’) (n~1,.-—m,. EQ. 5
r@)+a '
%, =3, EQ. 6

A

X, . C .
where ™ is a training feature vector from a particular

speaker, QR is the posterior probability of the ith
mixture component given the feature vector from the

speaker, T is the number of frames in the training

utterance from the particular speaker, *@® is the soft
count of the frames belonging to the ith mixture
component across the entire training utterance from the

particular speaker, and ® is a smoothing factor that

causes the mean "V of the adapted model to adopt the mean
of the background model if there are few observed frames
for the ith mixture component in the training utterance..
Note that in the embodiment described above, the
covariance for the adapted model is equal to the

covariance for the background model.

- 11 -
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Under one embodiment, the similarity measure is

defined as:

sty LD gz, - LB 2,

=)

LLR(x{) < rra ORI
iy ()
where
5

S, =m, —m, EQ. 8

8, =, —m, EQ. 9

T .
r@ =2yl x) EQ. 10

where x, is a feature vector of the test utterance, T is
10  the number of frames of the test utterance and W, is the
sample mean of the test utterance which is defined as:
—_ |
m; = _"'_Z 7(’ ] xt)xl
y(@= EQ. 11
Thus, in the similarity measure of equation 7,

a product is formed from the posterior probability y, for

A

15 the test utterance, the difference, §;, between an adapted
mean for the test speaker and a background mean and the
difference, J;, between a sample mean for the test

utterance and a background mean.
Under one embodiment, the similarity measure of
20 EQ. 7 is simplified to:

=My (PSS,
zle}/(l)i}(l) : . EQ . 12

LLR, =

Under a further embodiment, to reduce the data
dependency of LLRp in EQ. 12, normalization is performed
25 by carefully choosing thresholds. Under one embodiment,
the thresholds are constructed by first selecting subsets
- 12 -~
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of adapted model parameters from a set or pocol of model
parameters that have been adapted from utterances from
multiple speakers. One subset of adapted model
parameters is chosen by identifying utterances
represented by parameters in the pool of parameters that
are most similar to the training utterance. A second
subset of model parameters is chosen by identifying
utterances represented by model parameters in the pool of
parameters that are most similar to the test utterance.
Under one embodiment, the similarity determinations are
made using equation 12 above.

For example, when locating similar utterances
to the training utterance, model parameters for an
utterance taken from the pool of model parameters are
applied as the model parameters of the test utterance in
EQ. 12 while the model parameters for the training
utterance are used directly in EQ. 12. When locating
utterances that are simiiar to the test utterance, the
model parameters for an utterance taken from the pool of
model parameters are used as the training utterance model
parameters and the test utterance model parameters are
used directly in EQ. 12.

Once a subset of similar utterances, known as a
cohort speaker set, has been selected for both the
training utterance and the test utterance, the thresholds

can be set as:

Zs) EQ. 13

58! EQ. 14

cohort

- 13 -
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where £/ is the threshold for the training utterance at

the ith mixture component, ¢ is the threshold for the
test utterance at the ith mixture component, N, , is the
number of adapted models selected from the speaker pool
to form the threshold, 3} is the adjustment of the ith

component of the training utterance as defined in EQ. 9,

6, is the adjustment of the ith component of the test
utterance defined in EQ. 8, &* is the adjustment of the
ith component of cohort speaker k selected for the
training utterance and <i” is the adjustment of the ith

component of the cohort speaker s selected for the test
utterance where:
SF=mt-m EQ. 15

i EQ. 16

where m* is the mean for the mth cohort utterance and m’

is the mean for the sth cohort utterance.

Using these thresholds, the normalized LLRp is:

LIR = Zar@FDSES —@ +4)12) L
ZhyOPQ)

The similarity measure of EQ. 17 may be used
directly to authenticate a test utterance against a
training utterance. In some embodiments, this similarity
measure is used iteratively to select a new cohort
speaker sef.for both the training utterance and the test
utterance. This new cohort speaker set is then used to

establish a new threshold. Note that since the

- 14 -
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similarity test of EOQ. 17 is different from the
similarity test of EQ. 12, the cohort sets selected using
EQ. 17 will be different from the cohort sets selected
using EQ. 12. Using the new cohort sets, a new threshold

is defined as:’

A Neohort  ~ ~
e L NS ssk G0 44%)/2) EQ. 18
Ncohori ~k-l
1 1 Neghort  n . = ' g on .
L = Y [6Z276 = +¢)/2] EQ. 19

sl
cohort

A new similarity measure can then be defined

as:

MY OFDOISES, — G +1) 12— +1)/2]
LLR, = =Ry

EQ. 20

This type of 4iteration, in which cohorts are
selected from a similarity test, new thresholds are
defined from the cohorts, and a new similarity measure is
defined from the new thresholds, can be repeated as many
times as needed with each new similarity test being
defined by subtracting the average of the two new
thresholds from the average of the previous thresholds in
the numerator of the previous similarity measure.

FIG. 3 provides a flow diagram of a method for
training model parameters used in speaker authentication
under one embodiment of the invention. FIG. 4 provides a
block diagram of elements used to construct these model
parameters.

At step 300,'utterances from multiple speakers
in a speaker bool 400 are received. These utterances are

converted into sequences of digital values by an analog-
- 15 -~
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to-digital converter 402 and grouped into frames by a
frame constructor 404. The frames of digital wvalues are
then converted into feature vectors by a feature
extractor 406. ﬁnder one embodiment, the feature
extractor is a Mel- Frequency cepstral coefficient (MFCC)
feature extractor that forms MFCC feature vectors with

delta coefficients. Such MFCC feature extraction units

.are well known in the art. This produces a speaker pool

of feature vectors 408.

At step 302, the speaker pool feature vectors
are applied to a Gaussian Mixture Model tfainer 410 which
uses the feature vectors to define a Universal Background
Model (UBM) 412, which in one embodiment takes the form
of a Gaussian Mixture Model. Such training involves
grouping the feature vectors into mixture components and
identifying Gaussian distribution parameters for each
mixture component. In particular, a mean and -a
covariance matrix are determined for each mixture’
component.

At step 304 a UBM adaptation unit 414
determines a speaker pool posterior K probability 416 for
each mixture component for each speaker in speaker pool
400 wusing EQs. 2 and 3 above. At step 306, UBM
adaptation unit 414 uses the posterior probabilities to
determine speaker pool adapted Gaussian Mixture Models
418 for each speaker in speaker pool 400 using EQs. 4
through 6 above. In EQs. 2-6, the utterances for a
particular speaker are combined to form a single

utterance, which forms the sequence of feature vectors,
%', where T is the total number of frames across all of
the utterances of the speaker.

At step 308, a training utterance 420 from a

future user of the system is received and is converted

- 16 -
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into user training feature vectors 422 using analog-to-
digital converter 402, frame constructor 404 and feature
extractor 406. At step 310, UBM adaptation unit 414
identifies user posterior probabilities 424 using EQs. 2
and 3 above and forms. user—-adapted Gaussian Mixture
Models 426 using EQs. 4 through 6 above. Note that steps
308, 310 and 312 are repeated for each person who will
use the verification system.

At step 314, similarity thresholds are trained.
The method for training these tﬁxesholds is shown in the
flow diagram of FIG. 5. The meth§d shown in FIG. 5 is an
iterative method that sets thresholds not only for every
user of the verification system, buf also for every
speaker in the speaker pool.

In step 500 of FIG. 5, a speaker, either a
speaker from the speaker pool or a user of the system, is
selected. At step 501, the Gaussian Mixture Model
parameters and the posterior probabilities for the
selected speaker are retrieved as selected speaker model
parameters 433.

At step 502, a similarity test 440 is used by
cohort selection unit 430.to select a cohort of speakers
from speaker pool 400. During this step, the model
parameters (y(i),m) associated with each speaker in the
speaker pool are separately applied to the similarity
test along with the model parameters (y(@),m) 433 for the
currently selected speaker. The subset of speakers from

the speaker pool that produce the highest similarity

measure for the currently selected speaker are selected

as the cohort resulting in a set of cohort model
parameters 432. Under one embodiment, the similarity
test of equation 12 is used as similarity test 440 during

the initial iteration.

- 17 -
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At step 504, a threshold construction unit 434
uses cohort model parameters 432 and the selected speaker
model parameters 433 to construct a threshold 436 for the
selected speaker. Under one embodiment, EQ. 13 is used
to compute the threshold with the means from selected

speaker model parameters 433 being used to define the

adjustment value & and the means for cohort model

parameters 432 being used to define 5f for each cohort.

At sfép 506, the method of FIG. 5 determines if
there are more speakers in the speaker pool or in the set
of users of the system. If there are more speakers, the
next speaker is selected by returning to step 500, and
similarity test 440 is used again to identify cohorts for
the new speaker. A threshold is then determined for the
new speaker. Steps 500, 502, 504 and 506 are repeated
until thresholds have been determined for every speaker
in the speaker pool and every user of the system.

When there are no further speakers, a
similarity test construction unit 438 constructs a new
similarity test 440 at step 508. Under one embodiment,
the new similarity test is defined as EQ. 17 above.

At step 510, the method determines if the
similarity tests have converged. If the tests have not
converged, the process returns to step 500 where a
speaker is selected from the speaker pool or from the set
of users of the system. Step 502 is then used to select
the cohort speakers, this time using the new similarity
test 440 set by similarity test construction unit 438.
New thresholds 436 are then determined at step 504 using
the newly selected cohorts. For example, under some
embodiments, EQ. 18 1is used to determine the new
thresholds at step 504 during the second iteration.
Steps 500, 502, 504 and 506 are repeated for each speaker

._18—
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in the speaker pool and each user of the system. After
the new thresholds have been determined for each speaker,
a new similarity test is defined at step 508. For
example, during the second iteration, the new similarity
test would be defined as found in EQ. 20.

The iterations of determining cohorts using a similarity
test, defining thresholds from the cohorts, and
redefining the similarity test based on the new
thresholds, are iteratively repeated .until the similarity
tests converge at step 510 such that éhanges in the
similarity test do not change the selected cohort speaker
set. The step of setting thresholds during training then
ends at step 512.

Once the models have ‘been adapted and the
thresholds set for each speaker in the speaker pool and
each user of the system, the system may be used to
authenticate a user. Authentication begins by setting
model parameters for a test utterance as shown in the
flow diagram of FIG. 6 and the block diagram of FIG. 7.
In step 600 of FIG. 6, a test utterance 700 of FIG. 7 is
received. The test utterance is converted into a
sequence of digital wvalues by an analog-to-digital
converter 702 and grouped into frames by a frame
construction unit 704. The frames of digital values are
applied to a feature extractor 706, which performs the
same feature extraction as feature extractor 406 of FIG.
4 to produce test utterance feature vectors 708.

At step 602, an adaptation unit 710 forms test-
specific posterior probabilities 712 based on universal
background model 412 using equations 2 anq 3 above. At
step 604 the universal background model is adapted by
adaﬁtation until 710 to form test adapted GMMs 714 using



10

15

20

25

30

WO 2007/098039 PCT/US2007/004137

EQs. 4 through 6 above, with the test utterance being

used as %, .

At step 606, similarity thresholds 724 are
determined for the test utterance. A method of
determining the similarity thresholds is shown in more
detail in the flow diagram of FIG. 8.

At step 800 of FIG. 8, a similarity test 716 is
used by a cohort selection unit 718 +to find those
speakers in the speaker pool that are most similar to the
test speaker. During this step, the model parameters
(7(),m) associated with each speaker in the speaker pool
are separately applied to the similarity test along with
the model parameters (y@),m) 712, 714 for the test
utterance. The subset of speakers from the speaker pool
that produce the highest similarity measure for the
currently selected speaker are selected as the cohort
resulting in a set of cohort model parameters 720. Under
one embodiment, the similarity test of equation 12 1is
used as similarity test 716 during the initial iteration.

At step 802, a threshold construction unit 722
uses cohort model parameters 720 and test-adapted GMMs
714 to form test utterance thresholds 724. Under one
embodiment, EQ. 14 is used to compute the threshold with
the means from the test-adapted GMMs 714 being used to

define the adjustment value &4, and the means for cohort

model parameters 720 being used to define 6; for each

cohort.

At step 804, a new similarity test 716 is
formed by a similarity test construction unit 726 using
test utterance thresholds 724 set in step 802 and speaker
pool thresholds 436 set in the method of FIG. 5. Under

one embodiment, the similarity test of EQ. 17 is used as
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the new similarity test 716. At step 806, the method
determines if the same number of iterations have been
reached as were performed in the flow diagram of FIG. 5.
If the same number of iterations have not been performed,
the new similarity test is used to select a new set of
cohorts by returning to step 800. The new cohorts 720
are used by threshold construction unit 722 to form new
test utterance thresholds, which are added to test
speaker thresholds 724. The new thresholds are used by
similarity test construction unit 726 in step 804 to form
a new similarity test such as the similarity test of EQ.
20. Steps 800, 802, 804 and 806 are repeated until the
same number of iterations has been performed in the
method of FIG. 8 as was performed in the mefhod of FIG. 5
resulting in a final similarity test 716 that has the
same number of thresholds as the final similarity test
440 formed through the flow diagram of FIG. 5. When the
same number of iterations has been.reached, the process
for computing similarity thresholds for the test
utterance ends at step 808.

Speaker authentication continues with the
process shown in FIG. 9 using the elements of the block
diagram of FIG. 10. In step 900, a nominal user
identification 1000 is received. Using the nominal user
identification, adapted Gaussian Mixture Models 1002,
posterior probabilities 1004 and thresholds 1006 for the
nominal user are retrieved at step 902. These parameters
were determined from training utterances from the nominal
user in the flow diagram of FIG. 3.

At step 904, test wutterance adapted Gaussian
Mixture Models 714, test utterance posterior
probabilities 712 and test utterance threshoids 724 of

FIG. 7 are retrieved.
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At .step 906, final similarity test 716 is used
by a similarity scoring module 1010 to form a similarity
score 1012 between the test utterance model parameters
712, 714, 724 and the nominal user model parameters 1002,
1004, 1006. Under one embodiment, final similarity test
716 is the similarity test of EQ. 20. . At step 908,
similarity score 1012 is used by a speaker authentication
unit 1014 to make a decision as to whether the test
utterance is from the user identified by 'the nominal user
ID 1000. '

TEXT-DEPENDENT SPEAKER AUTHENTICATION

Under a further embodiment of +the present
invention, a text-dependent speaker authentication system
is provided in which a Hidden Markov Model is constructed
and is used to perform speaker authentication. FIG. 11
provides a method for training such a Hidden Markov Model
and FIG. 12 provides a block diagram of elements used in
training the Hidden Markov Model. |

In step 1100 of FIG. 11, a text-independent
universal background model 'is trained. Under .one
embodiment, the universal background model is a Gaussian
Mixture Model +that is trained by collecting text-
independent speech from many different speakers in a
speaker pool 1200. Each utterance in speaker pool 1200
is converted into a sequence of digital values by an
analog-to-digital converter 1202 and the digital wvalues
are grouped into frames by a frame construction unit
1204. For each frame, a feature extraction unit 1206
extracts a feature vector, which in one embodiment is a
Mel-frequency cepstral coefficient with deltas vector.
The extracted featuxe vectofs 1208 are applied to a

Gaussian Mixture Model trainer 1210 to form the universal
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background model 1212. Gaussian Mixture Model trainers
are well known in the art and form Gaussian Mixture
Models by grouping feature vectors into mixture
components and identifying Gaussian parameterxs that
describe the distribution of feature vectors assigned to
each component.

At step 1101, training utterances 1216 are
received and are converted into digital wvalues by an
analog-to-digital converter 1218 and grouped into frames
by a frame construction unit 1220. For each frame, a
feature extraction wunit 1222 extracts a feature vector
thereby forming training feature ﬁectors 1224, which are
the same type of vectors as speaker pool feature vectors
1208. Under one embodiment, training utterances 1216 are
formed by a single speakei repeating a word or phrase.

At step 1102, universal backgroﬁnd model 1212
is used to define baseline Hidden Markov Model state
probability'parameters 1213. Under one embodiment, this
is performed by setting the mean and covariance of each
mixture component as the mean and covariance of a
corresponding Hidden Markov Model state.

At step 1103, universal background model 1212
is adapted to a particular speaker by an adaptatioﬂ unit
1226 and converted into HMM state probability parameters
1214. In particular, training feature vectors 1224 are
provided to Gaussian Mixture Model adaptation unit 1226,
which also receives ‘universal background model 1212.
Gaussian Mixture Model adaptation unit 1226 adapts the
universal background model usiqg EQs. 2 through 6 above

while wusing the training feature vectors as X, . The

resulting mean and covariance for each mixture component

are stored as model parameters for a corresponding HMM
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state probability distribution. Thus, each mixture
component represents a separate HMM state.

At step 1104, training feature vectors 1224 ére
applied to a Hidden Markov Model decoder 1228, which
decodes the sequence of feature vectors to identify- a
sequence of HMM states 1230 that are‘most probable giveﬁ
the sequence of feature vectors 1224. To perform this
decoding, HMM decoder 1228'utilizes HMM state probability
parameters 1214 and an initial set of HMM transition
probability parameters 1232. Under one embodiment, the
HMM transition probabilities are initially set to a
uniform value such that the probability of transitiohing
between two states is the same for all states.

At step 1106, the decoded state sequence 1230
is used by a transition probability calculator 1234 to
train HMM transition probability parameters 1232. This
calculation involves counting the number of transitions
between various states and assigning probabilities to
each transition based on the counts. At step 1108,
training feature vectors 1224 are once again decoded by
HMM decoder 1228, this time using the new HMM transition
probability parameters 1232 and HMM state probability
parameters 1214. This forms a new decoded state sequence
1230. At step 1110, the method determines if.the decoded
state sequence has converged. If it has not converged,
the new state sequence 1is vused to retrain thé HMM
transition probability parameters 1232 by returning to
step 1106. Training feature vectors 1224 are again
decoded using the new transition probability parameters
at step 1108. Steps 1106, 1108 and 1110 are repeated
until the output HMM state sequence is stable, at which
the HMM training is complete at step 1112.
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Once the Hidden Markov Model has been trained,
it can be used to perfoﬁm speaker authentication as shown
in the flow diagram of FIG. 13 and the block diagram of
FIG. 14. At step 1300, of FIG. 13, a nominal user
identification 1400 is received and is used by an HMM
retrieval unit 1402 to select Hidden Markov Model state
probability parameters 1404 and Hidden Markov Model
transition probability parametérs 1406 at step 1302.

At step 1304, a test utterance 1408 is
received. The test utterance 1s converted into a
sequence of digital values by an analog-to-digital
converter 1410 and the sequence of digital wvalues are
grouped into frames by a frame construction unit 1412.
For each frame, a feature extractor 1414 extracts a
feature vector forming a sequence of feature vectors
141e6.

At step 1306 test utterance feature vectors
1416 are applied to a Hidden Markov Model decoder 1418,
which decodes the feature vectors using a baseline Hidden
Markov Model consisting of baseline -Hidden Markov Model
state probability parameters 1213 generated from the
universal background model 1420 and HMM transition
probability parameters 1406, which were trained using the
method of FIG. 11. HMM decoder 1418 produces a baseline
probability 1422 for the most probable state sequence
given the baseline HMM state probability parameters 1213
and the HMM transition probability parameters 1406.

At step 1308, HMM decoder 1418 decodes feature
vectors 1416 using the Hidden Markov Model state
probability parameters 1404 and the HMM transition
probability parameters 1406 identified from the nominal
user identification. This decoding results in a nominal

user probability 1424, which provides a probability for
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the most probable sequence of HMM states identified given
probability parameters 1404 and HMM transition
probability parameters 1406.

At step 1310, the ratio of the nominal user
probability 1424 and the baseline probability 1422 is
applied to a log function by a scoring module 1428 to
determine a log 1likelihood ratio score 1426. At step
1312, this’ score 1s compared to a thresheld by an
authentication’ module 1430 to determine if the test
ntterance is from the speaker identified by the nominal
user identification.

Although the subject matter has been described
in language specific to structural features and/or
methodological acts, it is to 'be understood that the
subject matter defined in the appended claims is not
necessarily limited to the specific features or acts
described above. Rather, the'specific features and acts
described above are disclosed as example forms of

implementing the claims.

- 26 -



WO 2007/098039 PCT/US2007/004137

WHAT IS CLAIMED IS:

Claims with reference numbers

1. A method comprising:

receiving (600) a speech signal (700);

forming (604) adapted means (714) for each of a
plurality of mixture components b§
adapting a “background model (412)
comprising background means for each of
'the plurality of mixture components based
on the speech signal (700);

determining (906) a similarity score (1012) by
determining the sum of functions
determined for the plurality of mixture
components, wherein each function
comprises the product of a posterior
probability of a mixture component based
on the speech signal and 'a difference
between an adapted mean (714) and a

background mean (412).

2. The method of claim 1 further comprising
forming (312) training means for each of the plurality of
mixture components by adapting (312) the background model

based on a training speech signal (420) from a user.

3. The method of claim 2 wherein each function
further comprises the product of a posterior probability
of a mixture component based on the training speech
signal and a difference between a training mean and a

background mean.

4. The method of claim 3 further comprising

receiving (900) a nominal user identification (1000) and
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selecting (902) training means (1002) for use in the

functions based on the nominal user identification

5. The method of claim 1 further comprising
forming (306) speaker pool means (418) for each of a
plurality of speakers in a speaker pool (400}, the
speaker pool means for a speaker being formed by adapting

the background model based on speech from the speaker.

6. The method of claim 5 wherein each function
further comprises a corresponding threshold wherein each
threshold (722} is based on speaker pool means (720) for

a subset of the speakers in the speaker pool.

7. The method of claim 6 further comprising
selecting (800) the subset of speakers from the speaker
pool based on a similarity score determined from the

speaker pool means (418) and the adapted means (714).

8. The method of claim 7 further comprising:

forming (312) training means (426) for each of
the plurality of mixture components by
adapting the background model based on a
training speech signal (420) from a user:;
and

determining (314) nominal user thresholds (436)
based on speaker pool means for a second
subset of the speakers in the speaker
pool, the second subset being selected
(502) from the speaker pool based on a
similarity score determined from the

speaker pool means and the training means.
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g. The method of claim 8 wherein each function

further comprises a second threshold.

10. A computer-readable medium having computer-
executable instructions for performing steps comprising:
determining (800) a similarity, score between a
test utterance (714} and each of a set of
training utterances (418);
using .(800) the similarity scores to select a
subset (720) of the set of training
utterances;
using (802) the subset (720) of +training
utterances to define a threshold (724);
and
using (906) the threshold to determine an
authentication similarity score between
the‘ test wutterance and a stored user

utterance.

11. The computer-~readable medium of c¢laim 10
wherein determining (906) a similarity score comprises
adapting (604) a background model based on the test
utterance to form an adapted mean and using (906) the

adapted mean in the similarity score.

12. ' The computer-readable medium of claim 11
wherein using (906) the adapted mean comprises
determining the difference between the adapted mean and a
background mean of the background model and using the

difference to determine the similarity score.

13. The computer-readable medium of claim 12

wherein determining the similarity score further
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comprises determining (602) a probability for a mixture
component based on the test utterance and using the
product of the p;obability for the mixture component and
the difference between the adapted mean and the

background mean to determine the similarity score.

14. The computer-readable medium of claim 10
wherein using the threshold to determine an
authentication similarity score comprises:
using (804, 800) the threshold to determine a
new similarity score Dbetween the test
utterance and each of the set of training
utterances;
using (800) the new similarity scores to select
a second subset of the set of training
utterances;
using (802) the second subset of training
utterances to define a second threshold:
and
using (906) the threshold and the second
threshold to determine an authentication
similarity score between the test

utterance and a stored user utterance.

15. The computer-readable medium of claim 10
further comprising:
determining (502) a similarity score between
the stored user utterance and each of the
set of training utterances:
using (502) the similarity scores to select a
user-~specific subset of the set of

training utterances;
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using (504) the user—-specific subset of
training utterances to define a user-
specific threshold; and

using (906) the user-—-specific threshold to
determine the authenticatien similarity
score between the test utterance and the

stored user utterance.

16. The computer—-readable medium'. of «claim 15
wherein wusing the user-specific subset of training
utterances to define a user-specific threshold comprises
using means 418 adapted from a background model for each

training utterance in the subset of training utterances.

17. A method comprising:

training (1100) a Gaussian mixture model (1212)
using text-independent speech (1200) from
a plurality of speakers;

receiving (1102} training wutterances (1216)
from a user;

adapting (1103) the Gaussian mixture model
based on the training utterances to form
Hidden Markov Model state probability
parameters (1404) for the user;

setting (1106) Hidden Markov Model transition

. probability parameters (1406); and

using the Hidden Markov Model state probability
parameters (1404) and the Hidden Markov
Model transition probability parameters
(1406) to determine (1312) if a test

utterance (1408) was produced by the user.
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18. The method of claim .17 wherein setting Hidden
Markov Model transition probability parameters comprises:
setting (1106) initial Hidden Markov Model
transition probability parameters (1232);
using' (1108) the Hidden Markov Model state
probability parameters and the initial
Hidden Markov Model transition probability
parameters to decode the test utterance
into a decoded sequence of Hidden Markov
Model states (1230); and
updating (1106) the Hidden Marko& Model
transition probability parameters (1232)
based on the decoded seguence of Hidden

Markov Model states.

19. The method of claim 17 further comprising'using
{1101) the Gaussian mixture model to form baseline Hidden
Markov Model state probability parameters (1213), and
wherein determining if the test utterance was produced by
the wuser further comprises wusing the baseline Hidden
Markov Model state probability parameters (1213) ¢to

determine if the test utterance was produced by the user.

20. The method of claim 19 wherein determining if
the test utterance was produced by the user comprises:
decoding (1308) the test utterance using the
Hidden Markov Model state ©probability
parameters (1404} and the Hidden Markov
Model transition probability parameters
(1406) to determine a user probability
(1424);
decoding (1306) the test utterance using the

baseline Hidden Markovwv Model state
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probability parameters (1213) and the
Hidden Markov Model transition probability
parameters (1406) to determine a baseline
probability (1422); and

(1310) the user probability and the

baseline probébility to generate a score.
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