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(57) Abstract: There is provided a method that includes (a) receiving a unique identifier of a first entity, (b) constructing a family tree of entities that includes the first entity, (c) calculating a decision-making power score for each entity in the family tree in accordance with a rule, thus yielding decision-making power scores, (d) identifying a decision-making entity in the family tree, based on the decision-making power scores, thus yielding an identification of the decision-making entity, and (e) controlling a messaging system to direct a correspondence to a recipient, based on the identification of the decision-making entity. There is also provided a system that performs the method, and a storage device for storing instructions for a processor to perform the method.
DATA COMMUNICATIONS SYSTEM AND METHOD THAT MAXIMIZE
EFFICIENT USAGE OF COMMUNICATIONS RESOURCES

BACKGROUND OF THE DISCLOSURE

1. Field of the Disclosure

[0001] The present disclosure relates to data communications, and more particularly, to a system that maximizes efficient usage of communications resources.

2. Description of the Related Art

[0002] The approaches described in this section are approaches that could be pursued, but not necessarily approaches that have been previously conceived or pursued. Therefore, the approaches described in this section may not be prior art to the claims in this application and are not admitted to be prior art by inclusion in this section.

[0003] In the business world, there are millions of business hierarchies, and tens of millions of business locations. There are also millions of large corporate families having more than 50 business locations. Many of the large corporate families have family trees with complicated structures.

[0004] Most businesses strive for precision marketing when targeting new business opportunities or cultivating existing relationships. However, for precision marketing, an individual site level is often too granular, and a global ultimate (i.e., the business entity that is at the top of hierarchy, globally) is often too broad, especially for the large corporate families. Moreover, a domestic ultimate (i.e., the business entity that is at the top of a hierarchy within a country) is often not an appropriate level because in the country of the global ultimate, only one domestic ultimate is identified, and that one domestic ultimate is also the global ultimate, and there may exist many other decision-making entities in the same country as the global ultimate. Also, a domestic ultimate can be a foreign branch with very low decision-making authority.
In marketing campaigns, correspondences are often sent from marketers to many potential clients, and sometimes to entities that have little or no decision-making authority. In some cases, correspondences are transmitted to many recipients, where few, if any, of the recipients have decision-making authority. Such transmissions are an inefficient use of communications resources, i.e., processing power and bandwidth.

There is a need for a system that maximizes efficient usage of communications resources.

SUMMARY OF THE DISCLOSURE

It is an object of the present disclosure to provide for a method and a system that maximizes efficiency and utilization of data communications by directing correspondences to entities that are most appropriate recipients, rather than broadly, or indiscriminately, transmitting correspondences to many recipients.

Accordingly, there is provided a method that includes (a) receiving a unique identifier of a first entity, (b) constructing a family tree of entities that includes the first entity, (c) calculating a decision-making power score for each entity in the family tree in accordance with a rule, thus yielding decision-making power scores, (d) identifying a decision-making entity in the family tree, based on the decision-making power scores, thus yielding an identification of the decision-making entity, and (e) controlling a messaging system to direct a correspondence to a recipient, based on the identification of the decision-making entity. There is also provided a system that performs the method, and a storage device for storing instructions for a processor to perform the method.

BRIEF DESCRIPTION OF THE DRAWINGS

FIG. 1 is a block diagram of a system that maximizes efficient usage of communications resources.

FIG. 2 is a graphic representation of a family tree for a business hierarchy.

FIG. 3 is a flowchart of a process performed by the system of FIG. 1.
FIG. 4 is an illustration of several tables that represent exemplary business relationships, and a graph that illustrates a family tree based on the business relationships.

FIG. 5 is an illustration of a frequency table and a difference table.

A component or a feature that is common to more than one drawing is indicated with the same reference number in each of the drawings.

DESCRIPTION OF THE DISCLOSURE

The system disclosed herein maximizes efficiency and utilization of data communications by directing correspondences to entities that are most appropriate recipients, rather than broadly, or indiscriminately, transmitting correspondences to many recipients.

FIG. 1 is a block diagram of a system 100 that maximizes efficient usage of communications resources. System 100 includes a network 135, a computer 105, a user device 130, and a plurality of entity devices that are collectively referred to as entity devices 150. Computer 105, user device 130, and entity devices 150 are communicatively coupled to network 135. Exemplary embodiments of user device 130 and entity devices 150 include smart phones and computers.

Network 135 is a data communications network. Network 135 may be a private network or a public network, and may include any or all of (a) a personal area network, e.g., covering a room, (b) a local area network, e.g., covering a building, (c) a campus area network, e.g., covering a campus, (d) a metropolitan area network, e.g., covering a city, (e) a wide area network, e.g., covering an area that links across metropolitan, regional, or national boundaries, (f) the Internet, (g) a telephone network, and (h) a network for communicating text messages. Communications are conducted via network 135 by way of electronic signals and optical signals.

User device 130 is operated by a user 101. User device 130 includes a user interface 132 that in turn includes an input device, such as a keyboard, speech
recognition subsystem, or gesture recognition subsystem, for enabling user 101 to communicate information, via network 135, to computer 105. User interface 132 also includes an output device such as a display or a speech synthesizer. A cursor control or a touch-sensitive screen allows user 101 to utilize user interface 132 for communicating additional information and command selections to computer 105.

[0019] Entity devices 150 are operated by entities that are collectively referred to as entities 155. Two of entity devices 150 are individually identified as entity device 150A and entity device 150N, and two of entities 155 are individually identified as entity 155A and entity 155N. Entity 155A operates entity device 150A, and entity 155N operates entity device 150N.

[0020] Computer 105 includes a processor 110, a memory 115 coupled to processor 110, and a messaging system 123. Although computer 105 is represented herein as a standalone device, it is not limited to such, but instead can be coupled to other devices (not shown) in a distributed processing system. Computer 105 is coupled to a database 125.

[0021] Processor 110 is an electronic device configured of logic circuitry that responds to and executes instructions.

[0022] Memory 115 is a tangible, non-transitory, computer-readable storage device encoded with a computer program. In this regard, memory 115 stores data and instructions, i.e., program code, that are readable and executable by processor 110 for controlling the operation of processor 110. Memory 115 may be implemented in a random access memory (RAM), a hard drive, a read only memory (ROM), or a combination thereof. One of the components of memory 115 is a program module 120.

[0023] Program module 120 contains instructions for controlling processor 110 to execute processes described herein. The term "module" is used herein to denote a functional operation that may be embodied either as a stand-alone component or as an integrated configuration of a plurality of subordinate components. Thus, program module 120 may be implemented as a single module or as a plurality of modules that
operate in cooperation with one another. Moreover, although program module 120 is described herein as being installed in memory 115, and therefore being implemented in software, it could be implemented in any of hardware (e.g., electronic circuitry), firmware, software, or a combination thereof.

[0024] While program module 120 is indicated as being already loaded into memory 115, it may be configured on a storage device 140 for subsequent loading into memory 115. Storage device 140 is a tangible, non-transitory, computer-readable storage device that stores program module 120 thereon. Examples of storage device 140 include (a) a compact disk, (b) a magnetic tape, (c) a read only memory, (d) an optical storage medium, (e) a hard drive, (f) a memory unit consisting of multiple parallel hard drives, (g) a universal serial bus (USB) flash drive, (h) a random access memory, and (i) an electronic storage device coupled to computer 105 via network 135.

[0025] Messaging system 123, e.g., an email system, a text messaging system, or a voice messaging system, is a component that transmits correspondences, e.g., emails, text messages, or voice mails, to entity devices 150.

[0026] Briefly, in operation, computer 105 receives, from user device 130, a request to direct a correspondence to a decision-making entity in a business hierarchy, where the decision-making entity is one of entities 155. Processor 110, under control of program module 120, analyzes the business hierarchy, and identifies the decision-making entity. Based on the identity of the decision-making entity, processor 110 will address a correspondence to a recipient, and control messaging system 123 to send the correspondence to a device that is operated by the recipient. For example, processor 110 addresses the correspondence to the decision-making entity, and controls email system 123 to send the correspondence to an entity device, i.e., one of the entity devices 150, that is operated by the decision-making entity.

[0027] FIG. 2 is a graphic representation of a family tree 200 for a business hierarchy, e.g., a corporate family structure. Relationships between entities in family tree 200 are represented by vectors, such that a vector is directed from an entity that is higher in the hierarchy, to an entity that is lower in the hierarchy. For example, family tree 200
includes entities 205, 210, 215 and 220. Entity 205 has no vectors pointing to it, and only vectors emanating from it. Therefore, entity 205 is at the top of the hierarchy. From entity 205, there is a vector directed to entity 210. Thus, entity 210 is subordinate to entity 205. Similarly, entity 215 is subordinate to entity 210, and entity 220 is subordinate to entity 215. Entity 220 has no vector emanating therefrom, and so, entity 220 has no subordinates.

[0028] FIG. 3 is a flowchart of a process, i.e., method 300, performed by processor 110 in accordance with program module 120. Method 300 commences with step 305.

[0029] In step 305, processor 110 receives, from user device 130, a request to send a correspondence to a decision-maker in a business hierarchy. The request includes a unique identifier, e.g., a data universal numbering system (DUNS) number, that uniquely identifies a business entity.

[0030] After step 305, method 300 progresses to step 310.

[0031] In step 310, given the unique identifier of a business entity, processor 110 constructs a family tree based on business relationships between different entities in the business hierarchy of which the business entity is a member.

[0032] Database 125 contains data from which processor 110 will construct the family tree. The data is organized by the unique identifier, and for each unique identifier includes a postal address, a phone number, number of employees, sales volume, business relationships, and names and titles of business contacts.

[0033] The business relationships could include a subsidiary-to-parent relationship, a branch-to-headquarter relationship, a joint venture-to-parent relationship, and a franchise-to-franchiser relationship. A subsidiary is a corporation that is more than 50% owned by another corporation, and will have a different legal business name from its parent company. A branch is a secondary location of its headquarters with no legal responsibility for its debts, even though bills may be paid from the branch location. A joint venture is a commercial enterprise undertaken jointly by two or more parties. A franchiser is a party in a franchising enterprise that ultimately owns the rights,
trademarks and proprietary knowledge of the specific business entity. Processor 110 employs a recursive mapping technique to construct the family tree, as described below.

[0034] FIG. 4 is an illustration of several tables, namely tables 405, 410 and 415, that represent exemplary business relationships, and a graph 420 that illustrates a family tree based on the business relationships. For example, assume business entities AAA, BBB, CCC, DDD, EEE, FFF, GGG, HHH, III and JJJ have relationships as set forth in tables 405, 410 and 415.

[0035] Given a business entity, processor 110 finds the parent/headquarter of the business entity, adds the parent/headquarter to the family tree, and repeats this process recursively until no further parent/headquarter is found. In the example in FIG. 4, assume AAA is given. Processor 110 first finds AAA’s parent, BBB, and then BBB’s parent, CCC, and then CCC’s parent, DDD. Since DDD has no parent/headquarter, it is considered to be the global ultimate of AAA.

[0036] After finding the global ultimate, processor 110 finds subsidiaries/branches of the global ultimate, adds the subsidiaries/branches to the family tree, and repeats this process recursively until no further subsidiary/branch is found. In the example in FIG. 4, the global ultimate, DDD only has one subsidiary (CCC). Processor 110 finds all subsidiaries/branches of CCC. CCC has 2 subsidiaries (FFF and EEE) and a branch (HHH). Processor 110 then finds all subsidiaries/branches of BBB, EEE and HHH. This process runs recursively, until no further subsidiary/branch is found. Graph 420 is an illustration of a resultant family tree, which is stored by processor 110 in database 125 as a linked data structure.

[0037] Referring again to FIG. 3, after step 310, method 300 progresses to step 315.

[0038] In step 315, processor 110 accesses a set of business rules created by experts, and measures decision-making power of each business entity in the family tree. Examples of such business rules include:

1. A business entity with more subsidiaries has higher decision-making power than a business entity with fewer subsidiaries.
2. A business entity with more branches has higher decision-making power than a business entity with fewer branches.

3. A business entity with a foreign subsidiary has higher decision-making power than a business entity with a subsidiary in the same country.

4. A business entity with a foreign branch has higher decision-making power than a business entity with a branch in the same country.

5. A business entity with a subsidiary has higher decision-making power than a business entity with a branch.

6. A foreign subsidiary has more decision-making power than a subsidiary in the same country of its parent.

7. A subsidiary in the same line of business of its parent receives more business direction from its parent.

8. A subsidiary directly under a global ultimate has higher decision-making power than an indirect subsidiary.

9. A business entity where C-level executives are located at the site has higher decision-making power. The highest-level executives in senior management usually have titles beginning with "chief" and are therefore usually called "C-level". Traditionally, three such officers are chief executive officer (CEO), chief operations officer (COO), and chief financial officer (CFO).

10. A business entity with more employees working at its site has higher decision-making power than a business entity with fewer employees working at its site.

11. A business entity whose information was viewed by other business entities more times has more business interactions with other companies and therefore higher decision-making power.

12. A business entity that was searched by other business entities more times has more business interactions with other companies and therefore higher decision-making power.

13. A holding company exists for the sole purpose of controlling another company rather than for the purpose of producing its own goods or services. Therefore it has no decision-making power.
The decision-making power for different decisions can be different. For example, a business entity that engages in a lot of marketing may have high advertising decision-making power but low computer-purchasing decision-making power. Thus, the business rules can be added, modified or deleted by experts to measure the decision-making power for different decisions.

After step 315, method 300 progresses to step 320.

In step 320, for each business entity in the family tree, processor 110 derives attributes based on the business rules in step 315, summarizing firmographic information, influence over subordinate branches and subsidiaries, influence from superior business entities in the family tree, presence of C-level executives and inquiry information, thus yielding a set of attributes. Firmographics are descriptive attributes of business entities that can be used to aggregate individual business entities into meaningful market segments, for example, industry.

Examples of attributes for a particular business entity include:
1. Number of subsidiaries directly reporting to this particular business entity.
2. Number of branches directly reporting to this particular business entity.
3. Number of subsidiaries indirectly reporting to this particular business entity.
4. Number of branches indirectly reporting to this particular business entity.
5. Number of foreign subsidiaries directly reporting to this particular business entity.
6. Number of foreign subsidiaries indirectly reporting to this particular business entity.
7. Number of foreign branches directly reporting to this particular business entity.
8. Number of foreign branches indirectly reporting to this particular business entity.
9. Number of subsidiaries doing the same line of business under this particular business entity.
10. Whether this particular business entity is in a different country of all business entities in its reporting chain.
11. The hierarchy level of this particular business entity.
12. Number of employees at this particular business entity.
13. Number of C-level executives or above located at this particular business entity.
14. Number of times that this particular business entity was searched by other business entities in the past 12 months.

15. Number of times that the information of this particular business entity was viewed by other business entities in the past 12 months.

[0043] For example, the number of subsidiaries indirectly reporting to the business entity equals the number of subsidiaries under the business entity minus the number of subsidiaries directly reporting to the business entity. The number of subsidiaries under the business entity is calculated using a recursive mapping technique similar to that used in step 310. Processor 110 first finds the subsidiaries of a target business entity. For each subsidiary found, processor 110 then finds its subsidiaries. This operation is repeated until no more subsidiaries can be found. Attributes 3, 4, 6 and 8 - 11, from the foregoing list of example attributes, are derived using similar recursive mapping techniques.

[0044] After step 320, method 300 progresses to step 325.

[0045] In step 325, processor 110 assigns a weight to each attribute, thus yielding weighted attributes, and calculates a decision-making power score for each business entity in the family tree, thus yielding a set of decision-making power scores. One way to assign weights is to use a survey. A survey with various family tree scenarios is designed and distributed to one or more family tree experts. The weights are adjusted based on answers to the survey. For example, the initial weight for number of subsidiaries directly reporting to the business entity is 1, and the weight for number of branches directly reporting to the business entity is 0.2. The following survey question is asked: "Business entity A has 1 subsidiary and business entity B has 5 branches. If all other characteristics of A and B are the same, which of A or B do you think has the higher decision-making power?" If a majority of the responders answer A, then processor 110 increases the weight for number of subsidiaries to 1.1. If a majority of the responders answer B, then processor 110 increases the weight for number of branches to 0.3. If a majority of the responders answer that A and B have similar decision-making power, then the weights remain unchanged.
Examples of adjustments to the weights are as follows:

If this business entity is a branch or a holding company,
then decision-making power = 0,
otherwise, decision-making power =
Number of subsidiaries directly reporting to this business entity
+ 0.2 * Number of branches directly reporting to this business entity
+ 0.8 * Number of subsidiaries indirectly reporting to this business entity
+ 0.1 * Number of branches indirectly reporting to this business entity
+ 0.8 * Number of foreign subsidiaries directly reporting to this business entity
+ 0.6 * Number of foreign subsidiaries indirectly reporting to this business entity
+ 0.2 * Number of foreign branches directly reporting to this business entity
+ 0.1 * Number of foreign branches indirectly reporting to this business entity
+ 0.4 * Number of subsidiaries doing the same line of business under this business entity
- 0.2 * The hierarchy level of this business entity in the family tree
+ 3 if this business entity is in a different country than all business entities in its reporting chain
+ 0.25 if the number of employees in this business entity ≥ 50
+ 0.5 if the number of employees in this business entity ≥ 500
+ 0.3 if there is a C-level executive or above located at this business entity
+ 0.25 if number of times that the information of this particular business entity was viewed by other business entities in the past 12 months ≥ 1
+ 0.25 if number of times that the information of this particular business entity was viewed by other business entities in the past 12 months ≥ 5
+ 0.2 if number of times that this particular business entity was searched by other business entities in the past 12 months > 100
+ 0.2 if number of times that this particular business entity was searched by other business entities in the past 12 months > 500,

where "*" signifies multiplication.

For example, if a business entity:
(a) is not a branch or a holding company;
(b) has 2 subsidiaries directly reporting to it; and
(c) has 3 branches directly reporting to it, then its decision making power = 2 + (0.2 * 3) = 2.6.

[0048] After step 325, method 300 progresses to step 330.

[0049] In step 330, given the decision-making power score from step 325, processor 110 defines decision-making entities as those business entities with decision-making power greater than or equal to a threshold, referred to herein as a cutoff. To find the cutoff, processor 110 calculates decision power for all business entities excluding branches in a stratified random sample. A stratified random sample is a random sample in which members of the population are first divided into strata and then randomly selected to be a part of the sample. For example, processor 110 first divides all family trees into 3 strata, namely (i) large family trees with 200 or more business entities, (ii) median family trees with 50 to 199 business entities, and (iii) small family trees with less than 50 business entities, and then randomly selects 200 family trees from each stratum.

[0050] Processor 110 chooses the cutoff from a list of provided values. An example of such list is 1, 2, 3, 4, 5, 6, 7, 8, 9. One way to choose the cutoff is to use a frequency table and a difference table.

[0051] FIG. 5 is an illustration of a frequency table 500 and a difference table 505. Processor 110 first calculates the percentages of business entities in decision-making power ranges adjacent to the cutoffs in the list from the stratified random sample. The first column in frequency table 500 is the decision-making power ranges adjacent to the cutoffs in the list. The second column in frequency table 500 is the percentage of business entities with decision-making power in the range of the first column, i.e., the number of business entities with decision-making power in the range of first column divided by total number of business entities. Processor 110 then calculates difference table 505 using the values in frequency table 500. In difference table 505, the first column is the list of cutoffs, and the second column is an absolute difference between the percentages of business entities in two adjacent decision-making power ranges of
first column, i.e., the absolute difference of the percentage in two decision-making power ranges next to the cutoff in frequency table 500.

[0052] Processor 110 chooses from the difference table 505, the cutoff that maximizes the absolute difference between the percentages of business entities in two decision-making power ranges adjacent to the cutoff. For example, in difference table 505, cutoff = 3 has the highest absolute difference, i.e., 2.91%. So processor 110 chooses cutoff to be 3.

[0053] Processor 110 compares, to the cutoff, individual decision-making power scores, thus yielding a set of comparisons. Processor defines decision-making entities as those business entities with decision-making power scores greater than or equal to the cutoff, and thus identifies decision-making entities from the set of comparisons.

[0054] After step 330, method 300 progresses to step 335.

[0055] In step 335, processor 110 identifies, from the set of comparisons, entities that are not decision-making entities, i.e., non-decision-making entities, and identifies roll-up decision-making entities, i.e., decision-making entities for the non-decision-making entities. For a business entity that is a non-decision-making entity, processor 110 defines a roll-up decision-making entity as the first decision-making entity that processor 110 encounters as it walks up a reporting chain in the family tree, i.e., traverses the family tree from one level to a next higher hierarchical level, from the non-decision-making entity. The roll-up decision-making entity for a decision-making entity is the decision-making entity itself. Processor 110 employs a recursive technique, similar to that of step 310, to find the roll-up decision-making entity.

[0056] After step 335, process 300 progresses to step 340.

[0057] In step 340, based on the identification of the decision-making entities, processor 110 addresses a correspondence to a recipient, and controls messaging system 123 to transmit the correspondence to the recipient. In a case where messaging system 123 is an email system, processor 110 includes the correspondence in an email, and controls messaging system 123 to direct the email to the recipient.
For example, user 101 will input, via user device 130 to computer 105, a unique identifier number of a business entity. Processor 110 will execute method 300 and determine a list of decision-making entities and their decision-making power, and a list of non-decision-making entities and their rollup decision-making entities in the family tree of the business entity received from user 101. Processor 110 will then control messaging system 123 to direct correspondences to one or more of the decision-making entities and/or roll-up decision-making entities, and in practice, one or more people or parties who are employed by the decision-making entities and/or roll-up decision-making entities.

In another example, processor 110 can configure correspondences to a party that is not a decision-making entity, and direct messaging system 123 to send the correspondence to that party. Assume that salesman A and salesman B are employed by Seller, and that salesman A and salesman B would like to sell products from Seller to Company C and Company D, respectively. Assume also that processor 110 determines that Company C is the decision-making entity for Company D. If salesman A successfully sells a product to Company C, processor 110 can automatically send an email to salesman B so that he does not waste further time and effort on Company D, because Company C is going to make a decision for Company D to use the product. If salesman B successfully sells a product to Company D, processor 110 can automatically send an email to salesman A to encourage salesman A to sell the same product to Company C for a bigger deal. Thus, in this example, the recipient of the correspondence is a person or a party who is being provided information based on the identification of the decision-making entity.

System 100 provides benefits such as (1) increasing sales efficiency, where a salesman can focus on high decision-power entities instead of all entities, (2) increasing marketing precision, where marketing activities can focus on high decision-power entities instead of all entities, and (3) increasing efficiency and utilization of data communications by directing correspondences to entities that are most appropriate recipients, rather than broadly, or indiscriminately, transmitting correspondences to many recipients.
Below, we are presenting an end-to-end example of method 300 based on family tree 200.

In step 305, computer 105 receives a request from user device 130. The request contains a unique identifier number of business entity 215.

In step 310, processor 110 first finds the parent of business entity 215, i.e., business entity 210, and then finds the parent of business entity 210, i.e., business entity 205. Since business entity 205 does not have a parent, it is considered to be the global ultimate of the family tree. Processor 110 then constructs the whole family tree by recursively finding all the children, grandchildren, etc. of business entity 205.

In step 315, processor 110 accesses the business rules, for example, "a business entity with more subsidiaries has higher decision-making power than a business entity with fewer subsidiaries".

In step 320, processor 110 derives attributes for each business entity in family tree 200. For example, the number of subsidiaries of business entity 215=0, and the number of subsidiaries of business entity 210=1. According to the business rule, business entity 210 has higher decision-making power than business entity 215.

In step 325, processor 110 assigns a weight to each attribute. For example, if 5 is assigned to be the weight for number of subsidiaries, the decision-making power for business entity 215 will be 0 and the decision-making power for business entity 210 will be 5.

In step 330, if cutoff is chosen to be 3, processor 110 will identify business entity 210 as a decision-making entity, and business entity 215 will not be identified as a decision-making entity.

In step 335, processor 110 will identify business entity 210 as the roll-up decision-making entity for business entity 215.
In step 340, based on the identification result, processor 110 controls messaging system 123 to transmit messages to one or more recipients at decision-making entity 210.

The techniques described herein are exemplary, and should not be construed as implying any particular limitation on the present disclosure. It should be understood that various alternatives, combinations and modifications could be devised by those skilled in the art. For example, system 100 can accommodate more than one user, similar to user 101, and more than one user device, similar to user device 130. Also, steps associated with the processes described herein can be performed in any order, unless otherwise specified or dictated by the steps themselves. The present disclosure is intended to embrace all such alternatives, modifications and variances that fall within the scope of the appended claims.

The terms "comprises" or "comprising" are to be interpreted as specifying the presence of the stated features, integers, steps or components, but not precluding the presence of one or more other features, integers, steps or components or groups thereof. The terms "a" and "an" are indefinite articles, and as such, do not preclude embodiments having pluralities of articles.
WHAT IS CLAIMED IS:

1. A method comprising:
   receiving a unique identifier of a first entity;
   constructing a family tree of entities that includes said first entity;
   calculating a decision-making power score for each entity in said family tree in
   accordance with a rule, thus yielding decision-making power scores;
   identifying a decision-making entity in said family tree, based on said decision-
   making power scores, thus yielding an identification of said decision-
   making entity; and
   controlling a messaging system to direct a correspondence to a recipient, based on
   said identification of said decision-making entity.

2. The method of claim 1, wherein said constructing comprises:
   accessing a database of data that includes said unique identifier and identifies a
   relationship between said first entity and a second entity;
   adding said second entity to said family tree; and
   recursively accessing said database to identify another entity having a relationship
   with an entity in said family tree, and adding said another entity to said
   family tree.

3. The method of claim 1, wherein said calculating comprises:
   deriving an attribute for each entity in said family tree, based on said rule, thus
   yielding attributes;
   assigning weights to said attributes, thus yielding weighted attributes; and
   calculating said decision-making power scores from said weighted attributes.

4. The method of claim 1, wherein said identifying comprises:
   comparing, to a cutoff, individual decision-making power scores in said decision-
   making power scores, thus yielding comparisons; and
   identifying said decision-making entity from said comparisons.
5. The method of claim 4, wherein said identifying further comprises:
identifying, from said comparisons, a non-decision-making entity;
walking up said family tree hierarchically, from said non-decision-making entity
until encountering said decision-making entity; and
identifying said decision-making entity as a decision-making entity for said non-
decision-making entity.

6. The method of claim 1,
wherein said correspondence is selected from the group consisting of an email, a
text message, and a voice message, and
wherein said recipient is selected from the group consisting of a party who is
employed by said decision-making entity, and a party who is being provided
information based on said identification of said decision-making entity.

7. A system comprising:
a processor; and
a memory that contains instructions that are readable by said processor to cause
said processor to perform actions of:
receiving a unique identifier of a first entity;
constructing a family tree of entities that includes said first entity;
calculating a decision-making power score for each entity in said family tree
in accordance with a rule, thus yielding decision-making power scores;
identifying a decision-making entity in said family tree, based on said
decision-making power scores, thus yielding an identification of said
decision-making entity; and
controlling a messaging system to direct a correspondence to a recipient,
based on said identification of said decision-making entity.

8. The system of claim 7, wherein said constructing comprises:
accessing a database of data that includes said unique identifier and identifies a relationship between said first entity and a second entity; adding said second entity to said family tree; and recursively accessing said database to identify another entity having a relationship with an entity in said family tree, and adding said another entity to said family tree.

9. The system of claim 7, wherein said calculating comprises:
deriving an attribute for each entity in said family tree, based on said rule, thus yielding attributes;
assigning weights to said attributes, thus yielding weighted attributes; and calculating said decision-making power scores from said weighted attributes.

10. The system of claim 7, wherein said identifying comprises:
comparing, to a cutoff, individual decision-making power scores in said decision-making power scores, thus yielding comparisons; and identifying said decision-making entity from said comparisons.

11. The system of claim 10, wherein said identifying further comprises:
identifying, from said comparisons, a non-decision-making entity;
walking up said family tree hierarchically, from said non-decision-making entity until encountering said decision-making entity; and identifying said decision-making entity as a decision-making entity for said non-decision-making entity.

12. The system of claim 7,
wherein said correspondence is selected from the group consisting of an email, a text message, and a voice message, and
wherein said recipient is selected from the group consisting of a party who is employed by said decision-making entity, and a party who is being provided information based on said identification of said decision-making entity.
13. A storage device comprising instructions that are readable by a processor to cause said processor to perform actions of:

- receiving a unique identifier of a first entity;
- constructing a family tree of entities that includes said first entity;
- calculating a decision-making power score for each entity in said family tree in accordance with a rule, thus yielding decision-making power scores;
- identifying a decision-making entity in said family tree, based on said decision-making power scores, thus yielding an identification of said decision-making entity; and
- controlling a messaging system to direct a correspondence to a recipient, based on said identification of said decision-making entity.

14. The storage device of claim 13, wherein said constructing comprises:

- accessing a database of data that includes said unique identifier and identifies a relationship between said first entity and a second entity;
- adding said second entity to said family tree; and
- recursively accessing said database to identify another entity having a relationship with an entity in said family tree, and adding said another entity to said family tree.

15. The storage device of claim 13, wherein said calculating comprises:

- deriving an attribute for each entity in said family tree, based on said rule, thus yielding attributes;
- assigning weights to said attributes, thus yielding weighted attributes; and
- calculating said decision-making power scores from said weighted attributes.

16. The storage device of claim 13, wherein said identifying comprises:

- comparing, to a cutoff, individual decision-making power scores in said decision-making power scores, thus yielding comparisons; and
- identifying said decision-making entity from said comparisons.
17. The storage device of claim 16, wherein said identifying further comprises:
identifying, from said comparisons, a non-decision-making entity;
walking up said family tree hierarchically, from said non-decision-making entity
until encountering said decision-making entity; and
identifying said decision-making entity as a decision-making entity for said non-
decision-making entity.

18. The storage device of claim 13,
wherein said correspondence is selected from the group consisting of an email, a
text message, and a voice message, and
wherein said recipient is selected from the group consisting of a party who is
employed by said decision-making entity, and a party who is being provided
information based on said identification of said decision-making entity.
(305) Receive request from user device.

(310) Construct a family tree based on business relationships between different entities.

(315) Access a set of business rules to measure decision-making power based on expert knowledge.

(320) Derive attributes for each business entity summarizing firmographic information, influence over subordinate branches and subsidiaries, influence from superior business entities in the family tree, presence of C-level executives and inquiry information.

(325) Assign a weight to each attribute and calculate Decision-Making Power Score.

(330) Define decision-making entities as those business entities with decision-making power greater than or equal to a cutoff.

(335) For business entities that are not decision-making entities, identify a roll-up decision-making entity in its family tree.

(340) Based on the identification of the decision-making entities, address a correspondence to a recipient, and control the messaging system to direct the correspondence to the recipient.
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### Frequency Table (500)

<table>
<thead>
<tr>
<th>Decision making power range</th>
<th>Percentage</th>
</tr>
</thead>
<tbody>
<tr>
<td>9-10</td>
<td>0.39%</td>
</tr>
<tr>
<td>8-9</td>
<td>0.44%</td>
</tr>
<tr>
<td>7-8</td>
<td>0.55%</td>
</tr>
<tr>
<td>6-7</td>
<td>0.65%</td>
</tr>
<tr>
<td>5-6</td>
<td>0.87%</td>
</tr>
<tr>
<td>4-5</td>
<td>1.25%</td>
</tr>
<tr>
<td>3-4</td>
<td>1.59%</td>
</tr>
<tr>
<td>2-3</td>
<td>4.5%</td>
</tr>
<tr>
<td>1-2</td>
<td>5%</td>
</tr>
<tr>
<td>0-1</td>
<td>5.41%</td>
</tr>
</tbody>
</table>

### Difference Table (505)

<table>
<thead>
<tr>
<th>Cutoff</th>
<th>Absolute difference of percentage in two adjacent decision making power ranges</th>
</tr>
</thead>
<tbody>
<tr>
<td>9</td>
<td>0.44% - 0.39% = 0.05%</td>
</tr>
<tr>
<td>8</td>
<td>0.55% - 0.44% = 0.11%</td>
</tr>
<tr>
<td>7</td>
<td>0.65% - 0.55% = 0.1%</td>
</tr>
<tr>
<td>6</td>
<td>0.87% - 0.65% = 0.22%</td>
</tr>
<tr>
<td>5</td>
<td>1.25% - 0.87% = 0.38%</td>
</tr>
<tr>
<td>4</td>
<td>1.59% - 1.25% = 0.34%</td>
</tr>
<tr>
<td>3</td>
<td>4.5% - 1.59% = 2.91%</td>
</tr>
<tr>
<td>2</td>
<td>5% - 4.5% = 0.5%</td>
</tr>
<tr>
<td>1</td>
<td>5.41% - 5% = 0.41%</td>
</tr>
</tbody>
</table>
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