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(57) ABSTRACT 

The present invention provides a storage system and a 
method of controlling the storage system, in which a second 
site rapidly resumes system process when a first site is 
damaged. The storage system comprises a first site including 
a first storage device, a second site including a second 
storage device, and a third site including a third storage 
device, and the method of controlling the storage system 
comprises a step of making a logical Volume of the second 
storage device consistent with a logical volume of the first 
storage device by remotely copying only the differential data 
between the logical volume of the first storage device and 
the logical Volume of the second storage device from a 
logical volume of the third storage device to the logical 
volume of the second storage device when the first site is 
damaged. 
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STORAGE SYSTEM, METHOD OF 
CONTROLLING STORAGE SYSTEM, AND 

STORAGE DEVICE 

CROSS-REFERENCES TO RELATED 
APPLICATIONS 

0001. This is a continuation application of U.S. Ser. No. 
11/526,598, filed Sep. 26, 2006, which is a continuation 
application of U.S. Ser. No. 11/196,418, filed Aug. 4, 2005 
(now U.S. Pat. No. 7,185,152), which is a continuation 
application of Ser. No. 10/823,618, filed Apr. 24, 2004 (now 
U.S. Pat. No. 7,114,044). 
0002 This application relates to and claims priority from 
Japanese Patent Application No. 2003-309194, filed on Sep. 
1, 2003, the entire disclosure of which is incorporated herein 
by reference. 

BACKGROUND OF THE INVENTION 

0003) 1. Field of the Invention 
0004 The present invention relates to a storage system 
and a method of controlling the same. 
0005 2. Description of the Related Art 
0006 Disaster recovery is important in an information 
processing system. As a technique for recovery from a 
disaster, the standard technique is known to store and 
manage a copy of the data on a storage device at a primary 
site by a storage device located at a remote site (hereinafter, 
this technique is referred to as remote copy). According to 
this technique, when the primary site is damaged, processes 
performed at the primary site are continuously performed at 
the remote site by using data in the storage device located at 
the remote site. 

0007. In the above-described method, in order to con 
tinue to perform the process that was being performed at the 
primary site at the remote site when the primary site is 
damaged, it is necessary to perform a remote copy from the 
primary site to the remote site in real time. However, the 
primary site and the remote site are often separated distantly 
from each other. Therefore, if the remote copy from the 
primary site to the remote site is performed in real time, it 
takes a considerable amount of time for data communica 
tion, and the processing performance of the primary site is 
decreased. In an information-processing system required for 
high availability (HA), the processing performance of the 
primary site should not be decreased, and the process should 
be rapidly resumed at the remote site when the primary site 
is damaged. 

SUMMARY OF THE INVENTION 

0008. The present invention is designed to solve the 
aforementioned problem, and it is an object of the present 
invention to provide a storage system and a method of 
controlling the same. 
0009. To achieve this object, there is provided a method 
of controlling a storage system comprising a first storage 
device having a first storage Volume provided at a first site, 
a second storage device having a second storage Volume 
provided at a second site, and a third storage device having 
a third storage Volume provided at a third site, the storage 
devices being connected so as to communicate with each 
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other, wherein the method includes the steps of storing a 
copy of data stored in the first storage Volume in the second 
storage Volume at a first time; writing the copy of data 
written in the first storage volume into the third storage 
Volume; storing, in the third storage device, a write history 
of the data written in the first storage volume as a first 
differential management table after the first time; and allow 
ing the third storage device to make the contents of the data 
stored in the second storage Volume consistent with the 
contents of the data stored in the first storage Volume using 
the first differential management table and the third storage 
volume of the third storage device. 
0010 Here, in an information-processing system in 
which a first site is a primary site, a second site is a remote 
site, and a third site is a local site provided in the vicinity of 
the first site, it becomes possible to make the second storage 
volume consistent with the first storage volume by remotely 
copying only the differential data between the first storage 
volume and the second storage volume from the third 
storage Volume to the second storage Volume when the first 
site is damaged. 
0011. Therefore, it is possible to provide a storage system 
and a method of controlling the storage system having the 
above effects. 

BRIEF DESCRIPTION OF THE DRAWINGS 

0012 FIG. 1 is a diagram illustrating a schematic con 
figuration of an information-processing system according to 
the present embodiment; 
0013 FIG. 2 is a diagram illustrating a configuration of 
a disk array device according to the present embodiment; 
0014 FIG. 3 is a diagram illustrating a configuration of 
an information-processing apparatus according to the 
present embodiment; 
0015 FIG. 4 is a diagram illustrating a configuration of 
a channel control unit in a storage device according to the 
present embodiment; 
0016 FIG. 5 is a diagram illustrating a table stored in a 
shared memory in a storage device according to the present 
embodiment; 
0017 FIG. 6 is a diagram illustrating a pair management 
table according to the present embodiment; 

0018 FIG. 7 is a diagram illustrating a differential man 
agement table according to the present embodiment; 

0019 FIG. 8 is a diagram illustrating a change in the state 
of each storage device when a normal operation is per 
formed at the first site in the information-processing system 
according to the present embodiment; 
0020 FIG. 9 is a flow diagram explaining a processing 
flow in a first information-processing apparatus when a 
normal operation is performed at the first site in the infor 
mation-processing system according to the present embodi 
ment; 

0021 FIGS. 10A and 10B are flow charts explaining a 
processing flow in a third storage device when a normal 
operation is performed at the first site in the information 
processing system according to the present embodiment; and 
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0022 FIGS. 11A and 11B are diagrams illustrating an 
operation in which a logical volume of a second storage 
device is made to be consistent with a logical volume of the 
first storage device in order to shift a second site into use as 
the normal system in the information-processing system 
according to the present embodiment. 

DESCRIPTION OF THE EMBODIMENT 

0023 Configuration of Information-Processing System 
0024 FIG. 1 is a block diagram illustrating the entire 
configuration of an information-processing system including 
a storage system 100 according to the present embodiment. 
0.025 The information-processing system comprises a 
storage device, or storage system 10 (hereinafter, referred to 
as a first storage device' or first storage system) provided 
at a first site, an information-processing apparatus 11 (here 
inafter, referred to as a first information-processing appa 
ratus) accessing the first storage device, a storage device, or 
storage system 20 (hereinafter, referred to as a second 
storage device or second storage system) provided at a 
second site, an information-processing apparatus 21 (here 
inafter, referred to as a second information-processing 
apparatus) accessing the second storage device, and a 
storage device, or storage system 30 (hereinafter, a third 
storage device or third storage system) provided at a third 
site. As a detailed example of each of the sites, this could be 
a computer facility operated by an organization, such as a 
university or corporation, or a data center in which an 
operation of a web server on the Internet or an operation of 
ASP (Application Service Provider) is performed. The infor 
mation-processing system is built for disaster recovery in the 
event of an earthquake, fire, typhoon, flood, lightning, act of 
terrorism, and the like. This is described in detail in U.S. 
patent application Ser. No. 10/096,375. The U.S. patent 
application Ser. No. 10/096,375 is included herein by ref 
CCC. 

0026. In this embodiment, the first site is the above 
described primary site, the second site is the above-de 
scribed remote site, and the third site is the above-described 
local site. 

0027. The storage devices 10, 20, and 30 provided at the 
respective sites are connected so as to communicate with 
each other via a first network 40. The first network 40 is, for 
example, the Gigabit Ethernet (a registered trademark), an 
asynchronous transfer mode (ATM), a public line, and the 
like. 

0028. Each of the information-processing apparatuses 11 
and 21 is a computer comprising a central processing unit 
(CPU) and a memory, Such as a personal computer (PC), a 
workstation, or a main frame. Each of the information 
processing apparatuses 11 and 21 may be composed of a 
plurality of computers connected to each other. In each of 
the information-processing apparatuses 11 and 21, an oper 
ating system is in use. Application Software is operated 
through the operating system. 
0029. For example, the application software could pro 
vide a function of an automatic teller system of a bank or a 
seat reservation system of an airplane. The information 
processing apparatuses 11 and 21, and the storage devices 10 
and 20 in the first site and the second site are interconnected 
by communication means (e.g., a communication line and a 
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network), respectively. The communication means is, for 
example, a local area network (LAN), a storage area net 
work (SAN), an Internet Small Computer System Interface 
(ISCSI), a fibre channel, an Enterprise Systems Connection 
(ESCON) (a registered trademark), a Fibre Connection 
(FICON) (a registered trademark), and the like. 
0030 FIG. 2 shows the detailed configuration of a disk 
array device described as one example of the first to third 
storage devices 10, 20, and 30. Further, the first to third 
storage devices 10, 20, and 30 may be, for example, semi 
conductor storage devices, in addition to the disk array 
devices. The disk array device comprises a channel control 
unit 101, a remote communication interface 102, a disk 
control unit 103, a shared memory 104, a cache memory 
105, a switching control unit 106, which is composed of, for 
example, a crossbar Switch, for connecting the above com 
ponents such that they can communicate with each other, a 
management terminal 107, and a plurality of storages, or 
disk devices 108. 

0031. The cache memory 105 is mainly used to tempo 
rarily store data communicated between the channel control 
unit 101 and the disk control unit 103. For example, if data 
input/output commands received from the information-pro 
cessing apparatuses 11 and 21 by the channel control unit 
101 are write commands, the channel control unit 101 writes 
write data received from the information-processing appa 
ratuses 11 and 21 into the cache memory 105. Further, the 
disk control unit 103 reads out the write data from the cache 
memory 105 and writes it into the storage 108. 

0032. The disk control unit 103 reads out data input/ 
output (I/O) requests which are written into the shared 
memory 104 by the channel control unit 101, and writes or 
reads data into or from the storage 108 according to com 
mands (e.g., commands of SCSI (Small Computer System 
Interface) standards) set up in the data I/O requests. The disk 
control unit 103 writes the data read out from the storage 108 
into the cache memory 105. Further, the disk control unit 
103 transmits notice of the completion of data write or data 
read to the channel control unit 101. The disk control unit 
103 may have a function for controlling the storages 108 in 
a RAID (Redundant Array of Inexpensive Disks) level (e.g., 
0, 1, 5) defined in a so-called RAID manner. 
0033. The storage 108 is, for example, a hard disk device. 
The storage 108 may be integrated with the disk array device 
or may be independently provided therefrom. A storage area 
provided by the storage device 108 at each site is managed 
using a logical volume 109, which is a Volume logically set 
up in the storage area, as a unit. Writing or reading data into 
or from the storage 108 can be performed by designating an 
identifier, which is given to the logical volume 109. 
0034. The management terminal 107 is a computer for 
maintaining and managing the disk array device or the 
storage 108. The change of software or parameters carried 
out in the channel control unit 101 or the disk control unit 
103 is performed by the instructions from the management 
terminal 107. The management terminal 107 may be built in 
the disk array device or may be separately provided there 
from. 

0035. The remote communication interface 102 is a com 
munication interface (a channel extender) for data commu 
nication with other storage devices 10, 20, and 30, and data 
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duplicated by a remote copy, which will be described later, 
is transmitted via the remote communication interface 102. 
The remote communication interface 102 converts an inter 
face (e.g., an interface, such as a Fibre Channel, an ESCON 
(a registered trademark), or a FICON (a registered trade 
mark)) of the channel control unit 101 into a communication 
method for the first network 40. It allows data transmission 
between the storage devices 10, 20, and 30. 
0.036 Further, the disk array device may be, for example, 
a device functioning as a NAS (Network Attached Storage) 
that is configured to accept data input/output requests 
according to file name designation from the information 
processing apparatuses 11 and 21 by a protocol, such as an 
NFS (Network File System), in addition to a device having 
the above-stated configuration. 
0037. The shared memory 104 is accessible by both the 
channel control unit 101 and the remote communication 
interface 102, and the disk control unit 103. The shared 
memory is used to deliver data input/output request com 
mands and also stores management information for the 
storage devices 10, 20, and 30 or the storage device 108. In 
this embodiment, a consistency group management table 
200, a pair management table 201, and a differential man 
agement table 202 are stored in the shared memory 104, as 
shown in FIG. 5. 

0038 FIG. 3 is a block diagram illustrating the configu 
ration of the information-processing apparatuses 11 and 21. 
0039 The information-processing apparatuses 11 and 21 
each comprise a CPU 110, a memory 120, a port 130, a 
recording medium reading device 140, an input device 150, 
and an output device 160. 
0040. The CPU 110 is in charge of the control of the 
entire information-processing apparatuses 11 and 21, and 
realizes various functions by executing programs stored in 
the memory 120. The recording medium reading device 140 
is a device for reading out programs or data recorded on a 
recording medium 170. The read programs or data are stored 
in the memory 120. Thus, for example, it is possible to read 
a storage device management program 121 or an application 
program 122, which is recorded on the recording medium 
170, from the recording medium 170 using the recording 
medium reading device 140 and to store it in the memory 
120. As the recording medium 170, a flexible disk, a 
CD-ROM, a semiconductor memory, and the like may be 
used. The recording medium reading device 140 may be 
built in the information-processing apparatuses 11 and 21 or 
may be separately provided therefrom. For example, the 
input device 150 is used for inputting data into the infor 
mation-processing apparatuses 11 and 21 by an operator. As 
the input device 150, for example, a keyboard, a mouse, and 
the like are used. The output device 160 is a device for 
outputting information to the outside. As the output device 
160, for example, a display, a printer, and the like are used. 
The port 130 is a device for communicating with the storage 
devices 10, 20, and 30. Further, the port 130 may be used for 
communication between the information-processing appa 
ratuses 11 and 21. In this case, for example, the storage 
device management program 121 or the application program 
122 may be received from the information-processing appa 
ratuses 11 and 21 via the port 130 and may be stored in the 
memory 120. 
0041. The storage device management program 121 is a 
program for performing the copy management of the data 
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stored in the logical volume 109 that is included in the 
storage 108. Various commands for performing the copy 
management are transmitted to the storage devices 10, 20. 
and 30 to allow the copy management operation to be 
performed. 

0042. The application program 122 is a program for 
making the information-processing apparatus 11 and 21 
execute various functions. For example, there are a function 
for realizing the above-stated automatic teller system of the 
bank, a function for realizing the seat reservation system of 
the airplane, and the like. 

0043 FIG. 4 is a block diagram showing the configura 
tion of the channel control unit 101. 

0044) The channel control unit 101 comprises a CPU 211, 
a cache memory 212, a control memory 213, a port 215, and 
a bus 216. 

0045. The CPU 211 is in charge of the control of the 
entire channel control unit 101 and executes a control 
program 214 stored in the control memory 213. The copy 
management of data according to the present embodiment is 
realized as the control program 214 stored in the control 
memory 213 is executed. The cache memory 212 is a 
memory for temporarily storing data, commands, and the 
like, which are communicated with the information-process 
ing apparatuses 11 and 21. The port 215 is a communication 
interface for communicating with the information-process 
ing apparatuses 11 and 21 or for communicating with other 
devices in the storage devices 10, 20, and 30. The bus 216 
connects these devices to each other. 

0046 Pair Management Table 
0047 A pair management table 201 is a copy manage 
ment table of the logical volume 109 of each of the storage 
devices 10, 20, and 30. The pair management table 201 
comprises type of pair, copy manner, copy source 
device, copy destination device, copy source Volume’, 
copy destination volume, paring status, and consistency 
group columns. 

0048. A pair refers to a combination of logical volumes 
109 formed by two logical volumes 109. Further, a case in 
which two logical volumes 109 forming a pair are in the 
same storage devices 10, 20 and 30 is called a local pair, 
and a case in which they are in different storage devices 10, 
20' and 30 is called a remote pair. Of the logical volumes 
109 forming a pair, one is a main logical volume, and the 
other is a secondary logical volume. It is possible to combine 
a plurality of secondary logical Volumes with one main 
logical Volume. 

0049. If the information-processing apparatuses 11 and 
21 instruct the copy source storage devices 10, 20, and 30 to 
form remote pairs, each of the copy source storage devices 
10, 20, and 30 update the pair management table 202 of the 
shared memory 104 in each of the copy source storage 
devices 10, 20, and 30. Thereafter, the copy source storage 
devices 10, 20, and 30 instruct the copy destination storage 
devices 10, 20, and 30 to form the remote pairs. The copy 
source storage devices 10, 20, and 30 having received the 
instruction update the pair management tables 202 of the 
shared memories 104 in the copy destination storage devices 
10, 20, and 30. 
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0050. The column type of pair in the pair management 
table 201 represents whether the pair is a local pair or a 
remote pair. The column copy manner represents whether 
a remote copy manner is a synchronous manner or an 
asynchronous manner when the pair is the remote pair. 
Further, the remote copy and the manner thereof will be 
described later. The columns copy source device and copy 
destination device represent the storage devices 10, 20, and 
30 of the copy source and the storage devices 10, 20, and 30 
of the copy destination when the pair is the remote pair. The 
column copy source Volume represents a main logical 
Volume of the pair, and the column copy destination Vol 
ume represents a secondary logical volume of the pair. 

0051. The column state of pair represents the state of 
the pair. As the state of the pair, there are under pair, under 
split, and under resynchronization. 

0.052 In case of the under pair, data written into the 
main logical volume from the information-processing appa 
ratuses 11 and 21 is reflected to the secondary logical 
Volume. Thus, it is possible to Surely equalize the contents 
stored in the main logical Volume with the contents stored in 
the secondary logical volume by matching the main logical 
Volume to the secondary logical volume. 

0053. In case of the under split, even though data is 
written from information-processing apparatuses 11 and 21 
into the main logical volume, the data is not reflected to the 
secondary logical Volume. That is, the under split state is 
a state in which the correspondence between the main 
logical volume and the secondary logical volume at the 
under pair is released. Thus, the identification between the 
contents of the main logical Volume and the contents of the 
secondary logical Volume is not secured. However, since the 
contents of the secondary logical volume are not updated in 
the under split state, the data can be backed up at this time. 
0054 The under resynchronization is a state in the 
course of shifting from the under split to the under pair. 
That is, in the under split, the data update performed on the 
main logical volume is being reflected to the secondary 
logical volume. If the reflection is completed, the state of the 
pair becomes the under pair. Further, shifting the pair from 
the state of the under split to the state of the under pair 
is called pair re-forming. 

0.055 The formation of a pair, the split of a pair, and the 
re-formation of a pair are performed by the operator input 
ting instructions from the input device 150 to the informa 
tion-processing apparatuses 11 and 21 in which the storage 
device management program 121 is executed. The instruc 
tions input by the operator are transmitted to the channel 
control units 101 in the storage devices 10, 20, and 30. Then, 
the channel control unit 101 executes the control program 
214 to perform the formation of the pair or a change of the 
state of the pair according to the instructions. The channel 
control unit 101 performs the control of the logical volume 
109 according to the pairing status of the formed pair. For 
example, the channel control unit 101 reflects the copy of the 
updated data of the main logical Volume to the secondary 
logical volume with respect to the pair in the under pair 
State. 

0056. The change of the pairing status by the channel 
control unit 101 is sequentially performed on each pair. The 
reason is that, for example, in a state in which a pair is 
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formed by combining a plurality of secondary logical Vol 
umes with one main logical volume as described above, 
when a plurality of pairing conditions is simultaneously 
changed, management for the main logical volume is com 
plicated. 

0057. Further, while the formation of a pair or the shift of 
a paring status is initiated by the instructions received by 
information-processing apparatuses 11 and 21 from the 
operator, the shift of the paring status may be automatically 
performed, for example, when a predetermined time elapses 
without instructions from the operator. In addition, the 
formation of a pair or the shift of a paring status may be 
performed by receiving instructions from the information 
processing apparatuses 11 and 21 connected via the port 215. 

0058. In this embodiment, a pair is set up as shown in the 
pair management table of FIG. 6. That is, the logical volume 
109 (hereinafter, referred to as a first logical volume) at the 
first site forms a local pair. Further, the secondary logical 
volume (hereinafter, referred to as a first secondary logical 
volume) of the local pair of the first logical volume and the 
logical volume 109 (hereinafter, referred to as a second 
logical volume) at the second site form a remote pair. The 
remote pair of the first main logical volume and the logical 
volume 109 (hereinafter, referred to as a third logical 
volume) at the third site is always in the under pair state, 
and the third logical volume is always consistent with the 
first main logical volume by the remote copy in a synchro 
nous manner, which will be described later. 

0059 Further, data backup from the first logical volume 
to the second logical volume is performed as follows. First, 
the first storage device 10 shifts the local pair of the first 
logical volume to the under split by the instructions from 
the first information-processing apparatus 11. When split is 
completed, the first storage device 10 re-forms the remote 
pair of the first secondary logical volume and the second 
logical Volume according to the instructions from the first 
information-processing apparatus 11. Further, the first infor 
mation-processing apparatus can continue to perform the 
process using a main logical volume (hereinafter, referred to 
as a first main logical volume) of the local pair of the first 
logical Volume during the re-formation of the remote pair. 
0060 Consistency Group 
0061 The number of a consistency group (i.e., a pair 
group) to which the pair belongs is written into the column 
consistency group of the paring status management table 
201. Here, a consistency group refers to a group formed of 
pairs of a plurality of logical volumes 109, which is con 
trolled so that the shift to the split state thereof is simulta 
neously made. That is, a change of the paring status with 
respect to the plurality of pairs is sequentially performed on 
each pair as described above. However, a plurality of pairs 
belonging to the same consistency group is controlled Such 
that the shift to the split state thereof is simultaneously 
performed (hereinafter, it is referred to as simultaneity of the 
shift to the split state). 
0062 For example, a case is considered in which data is 
written from the information-processing apparatuses 11 and 
21 to the storage devices 10, 20, and 30 while the storage 
devices 10, 20, and 30 sequentially change a plurality of 
pairs belonging to the same consistency group from the 
under pair to the under split. If the consistency group has 
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not been formed, the write data is not reflected to the 
secondary logical volume when the data writing is intended 
with respect to the main logical volume of the pair the shift 
to the split state of which is completed. On the contrary, if 
the data writing is intended with respect to the main logical 
volume of the pair the shift to the split state of which is not 
completed, the write data is reflected to the secondary 
logical Volume. However, when the consistency group has 
been formed, the write data is not reflected to the secondary 
logical volume, regardless of whether the shift to the split 
state is completed. This is because the data writing from the 
processing devices 11 and 21 to the storage devices 10, 20. 
and 30 is called after the split for the pair of the consistency 
group has been initiated (the release of correspondence is 
initiated). 
0063 As described above, forming a consistency group 
with respect to a plurality of pairs is particularly effective 
when one data item is stored in the plurality of logical 
volumes 109, for example, when the write data is too large 
to be stored in one logical volume 109, and when one file 
data item is controlled so that it is stored in the plurality of 
logical volumes 109. 
0064. In addition, securing simultaneity for the shift of 
each pair to the split state using the consistency group is 
effective even when there is a data write request or a data 
read request from the information-processing apparatuses 11 
and 21 to the secondary logical Volume. 

0065. That is, the reason is that, when the consistency 
group has not been formed, data writing or data reading can 
be performed with respect to a secondary logical Volume of 
the pair the shift to the split state of which is completed, but 
data writing or data reading is prohibited with respect to a 
secondary logical volume of the pair the shift to the split 
state of which is not completed. 
0.066 Further, a split for a pair of the consistency group 
may be performed by designating the start time thereof. The 
start time of the split is instructed by a command transmitted 
from the information-processing apparatuses 11 and 21. 

0067 Remote Copy 
0068. When the above-stated remote pairs are formed in 
the logical volumes 109 of the first to third storage devices 
10, 20, and 30, the copy source storage devices 10, 20, and 
30 transmit data copied by the remote copy to the copy 
destination storage devices 10, 20, and 30. The correspond 
ing relationship between the main logical volumes of the 
copy source storage devices 10, 20, and 30 and the second 
ary logical Volumes of the copy destination storage devices 
10, 20, and 30 is set up in the above-stated pair management 
table 201. When the information-processing apparatuses 11 
and 21 write data to the main logical Volumes of the copy 
source storage devices 10, 20, and 30 while the paring status 
is the under pair, the copy source storage devices 10, 20. 
and 30 transmit the copy of the data to the copy destination 
storage devices 10, 20, and 30 via the first network 40. Then, 
the copy destination storage devices 10, 20, and 30 write the 
received data to the secondary logical volumes. While the 
pairing status is under split, the copy source storage 
devices 10, 20, and 30 do not transmit the copy of the data 
to the copy destination storage devices 10, 20, and 30 even 
when the information-processing apparatuses 11 and 21 
write data to the main logical volumes of the copy source 
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storage devices 10, 20, and 30. The copy source storage 
devices 10, 20, and 30 transmit the copy of the data to the 
copy destination storage devices 10, 20, and 30 at the timing 
when the paring status is shifted to the under resynchroni 
Zation, and then the copy destination storage devices 10, 20. 
and 30 write the received data to the secondary logical 
Volumes. That is, the remote copy is performed to make the 
contents of the main logical volumes of the copy source 
storage devices 10, 20, and 30 consistent with the contents 
of the secondary logical volumes of the copy destination 
storage devices 10, 20, and 30, wherein the copy source 
storage devices 10, 20, and 30 correspond to the copy 
destination storage devices 10, 20, and 30. 
0069. Further, the remote copy manner includes a syn 
chronous manner and an asynchronous manner, which are 
determined in the copy manner column of the differential 
management table 202. In the case of the synchronous 
manner, if the information-processing apparatuses 11 and 21 
request the copy source storage devices 10, 20, and 30 to 
write data into the main logical volumes, the copy source 
storage devices 10, 20, and 30 first write data into the main 
logical volumes thereof. In addition, the copy source storage 
devices 10, 20, and 30 transmit the same data as the write 
data to copy destination storage devices 10, 20, and 30. 
Then, the copy destination storage devices 10, 20, and 30 
write the received data into the secondary logical volumes 
and notify that fact to the copy source storage devices 10, 20. 
and 30. The copy source storage devices 10, 20, and 30 that 
have received this notification give notice that data writing 
has been completed to the information-processing appara 
tuses 11 and 21. 

0070. In such a synchronous manner, the information 
processing apparatuses 11 and 21 have notice of the comple 
tion of data writing after it is confirmed that data is written 
to both the main logical volumes and secondary logical 
Volumes. Accordingly, in the synchronous manner, the cor 
respondence between the contents of the main logical Vol 
umes and the contents of the secondary logical Volumes is 
secured at the time when the information-processing appa 
ratuses 11 and 21 receive notice of the completion. However, 
the information-processing apparatuses 11 and 21 receive 
notice of the completion until data is completely written into 
the secondary logical volume. Thus, in the synchronous 
manner, response time until the completion notice returns to 
the information-processing apparatuses 11 and 21 after a 
data write request is transmitted from information-process 
ing apparatuses 11 and 21 to the copy source storage devices 
10, 20, and 30 is generally longer than that in the asynchro 
OUIS a. 

0071 Meanwhile, in the asynchronous manner, when the 
information-processing apparatuses 11 and 21 request the 
copy source storage devices 10, 20, and 30 to write data into 
the main logical volumes, the copy source storage devices 
10, 20, and 30 write data into the main logical volumes. 
Further, the copy source storage devices 10, 20, and 30 
transmit the same data as the write data to the copy desti 
nation storage devices 10, 20, and 30. The copy destination 
storage devices 10, 20, and 30 write the received data into 
the secondary logical volumes and notify that fact to the 
copy source storage devices 10, 20, and 30. Here, if the copy 
source storage devices 10, 20, and 30 write data to the main 
logical Volumes, they immediately transmit the completion 
notice to the information-processing apparatuses 11 and 21, 
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irregardless of whether data is written to the secondary 
logical volumes of the copy destination storage devices 10, 
20, and 30. Thus, in the asynchronous manner, response time 
with respect to the information-processing apparatuses 11 
and 21 is generally shorter as compared to the Synchronous 
manner. However, the data coincidence between the main 
logical Volumes and the secondary logical Volumes is not 
necessarily secured. Further, in the case of the asynchronous 
manner, the copy source storage devices 10, 20, and 30 
manage data that is not reflected to the secondary logical 
volumes of the copy destination storage devices 10, 20, and 
3O. 

0072. In this embodiment, a remote pair between the first 
main logical volume and the third logical Volume performs 
a remote copy in the synchronous manner. Thus, the contents 
of the first main logical Volume are always consistent with 
the contents of the third logical volume. 
0073. Differential Management Table 
0074 The differential management table 202 shows 
whether any block of a certain logical volume 109 is updated 
on the basis of a predetermined time. As shown in FIG. 5, 
the table is generally recorded in the shared memories 104 
of the storage devices 10, 20, and 30 in a bitmap format, and 
each bit corresponds to a block in the logical volume 109. 
The differential management table 202 in which an initial 
state of each item is '0' is recorded in the shared memories 
104 of the storage devices 10, 20, and 30. If the storage 
devices 10, 20, and 30 write data in the logical volumes 109, 
each of them updates a bit on the differential management 
table, which indicates a block in which the data is stored, to 
1. 

0075. In this embodiment, whether the third storage 
device 30 updates any block of the third logical volume on 
the basis of the time when the local pair of the first logical 
volume is split is recorded in the shared memory 104 of the 
third storage device 30 as the differential management table 
202. As described above, the remote pair between the first 
main logical volume and the third logical volume is always 
the under pair, thereby performing the remote copy in the 
synchronous manner. Thus, the differential management 
table 202 of the third storage device 30 indicates a write 
history of data recorded in the first main logical volume after 
the local pair of the first logical volume is split. That is, in 
the differential management table 202, data in the third 
logical volume of a block in which 1 is set up is data 
recorded in the first main logical volume after the local pair 
of the first logical volume is split. In addition, the first 
information-processing apparatus 11 backs up the first sec 
ondary logical Volume to the second logical Volume in a 
state in which the local pair of the first logical volume is 
split. 

0076. In this way, when the first site is damaged, the third 
storage device 30 makes the second logical Volume consis 
tent with the first main logical Volume by remotely copying 
only data in the third logical volume, which is set up to 1 
in the differential management table 202 of the third storage 
device 30, to the second logical volume. 
0077. However, when the first site is damaged while the 

first storage device 10 performs a remote copy from the first 
secondary logical Volume to the second logical volume, the 
second logical Volume has not been updated so as to be 
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consistent with the first main logical volume at the time 
when the local pair of the first logical volume is split the last 
time. Thus, the third storage device 30 can make the second 
logical volume consistent with the first main logical volume 
only with the differential management table 202 at the time 
when the first logical volume is split the last time. 

0078 Thus, in this embodiment, the third storage device 
30 records the differential management table 202 at the time 
when the local pair of the first logical volume is split the time 
before last and the last time. Accordingly, when the first site 
is damaged while the first storage device 11 performs a 
remote copy from the first secondary logical volume to the 
second logical Volume, the third storage device 30 can make 
the second logical Volume consistent with the first main 
logical Volume using the differential management table 202 
recorded at the time when the local pair of the first logical 
volume is split the time before last. 

0079 FIG. 7 shows an example in which the first site is 
damaged while the first storage device 10 is performing a 
remote copy from the first secondary logical volume to the 
second logical Volume. In the differential management table 
202, 1 is set up with respect to a block of the third logical 
volume on which the third storage device 30 performs 
update, and FIG. 7 shows the contents of write data in the 
logical volume for the sake of convenience in the present 
invention. As shown in FIG. 7, at the time when it is 
damaged, update is completed up to the data 5’ in the 
remote copy from the first secondary logical volume to the 
second logical volume, which is performed by the first 
storage device 10. However, since the update of the subse 
quent data 9 is not completed, the second logical volume 
is not consistent with the first main logical volume at the 
time when the local pair of the first logical volume is split 
the last time. Thus, the third storage device 30 remotely 
copies, to the second logical volume, data 1, 5’, 9, 3. 
4, and 2 of the blocks 1 to 6 in which 1 is set up in the 
differential management table at the time when the local pair 
of the first logical volume is split the time before last. 
Accordingly, the third storage device 30 can make the 
second logical Volume consistent with the first main logical 
Volume at the time when the first site is damaged. 

0080) Further, if the storage devices 10, 20, and 30 
receive differential delete requests from the information 
processing apparatuses 11 and 21, they update all bits of the 
differential management tables 202 to 0. The information 
processing apparatuses 11 and 21 may perform the differ 
ential delete requests by designating a differential delete 
start time. In addition, the information-processing appara 
tuses 11 and 21 can instruct differential deletion in a con 
sistency group unit when the logical volume 109 that 
performs the update management in the differential man 
agement table 202 forms the consistency group. 

0081. In this embodiment, the third logical volume has 
two differential management tables 202, as described above. 
If the third storage device 30 receives a differential delete 
request from the first information-processing apparatus 11, it 
deletes only the differential management table 202 at the 
time when the local pair of the first logical volume is split 
the time before last, and begins to record on the differential 
management table 202 update information at the time when 
the local pair is newly split. 
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Transition in General Operation 

0082 FIG. 8 illustrates the transition of a data state in 
each site at the time T1 to T3 when the first information 
processing apparatus 11 operates a normal system. Further, 
STn written in the logical volume 109, indicates that the 
logical volume 109 is consistent with the first main logical 
volume at the time Tn. Further, Atxy indicates a differential 
management table 202 from the time Tx to the time Ty. 

0083) First, a state at the time T1 will be described. 
Assuming that the last split time of a local pair in the first 
logical volume is T0, a state is illustrated in which the first 
information-processing apparatus 11 splits the local pair of 
the first logical volume at the time T1. The state is as 
follows: the local pair of the first logical volume is the 
under split, a remote pair of the first main logical volume 
and the third logical volume is the under pair, and a remote 
pair of the first secondary logical volume and the second 
logical volume is the under split. The first information 
processing apparatus 11 designates the time T1, which is the 
same as the split of the first logical volume, and transmits a 
delete request from the differential management table 202 to 
the third storage device 30. The third storage device 30 
having received the request deletes, at the time T1, the 
differential management table 202 recorded at the time when 
the local pair of the first logical volume is split the time 
before last. Further, the second logical volume is in the state 
of the first main logical volume at the time T0. 

0084) Next, a state at the time T2 will be described. In this 
state, the first storage device 10 re-forms a local pair of the 
first secondary logical volume and the second logical Vol 
ume according to an instruction from the first information 
processing apparatus 11. The first information-processing 
apparatus 11 monitors the pairing status of a remote pair of 
the first secondary logical volume and the second logical 
Volume. Then, when the paring status becomes the under 
pair, the first information-processing apparatus 11 instructs 
the first storage device 10 to split the remote pair. 

0085 Finally, a state at the time T3 will be described. In 
this state, the first information-processing apparatus 11 
instructs the first storage device 10 to re-form a local pair of 
the first logical volume. Then, the first storage device 10 
re-forms the local pair of the first logical volume. 

0.086 As describe above, the transition from the state at 
the time T1 to the state at the time T3 repeatedly occurs 
when the first site is not damaged. The operation of the first 
information-processing apparatus 11 and the third storage 
device 30 during this transition will be described. 
0087 First, the operation of the first information-process 
ing apparatus 11 will be described with reference to FIG. 9. 
The first information-processing apparatus 11 instructs the 
first storage device 10 to split the local pair of the first logical 
volume with time designation (S911). Here, the split is 
executed on the local pair in a consistency group unit. 
Further, the first information-processing apparatus 11 trans 
mits to the third storage device 30 a differential delete 
request in which the same time as the split is set up as a 
differential delete start time (S912). Further, the differential 
delete request is performed on the remote pair in the 
consistency group, which is the same as the local pair on 
which the split is performed. When the first information 
processing apparatus 11 receives split completion notice 
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from the first storage device 10 and differential delete 
completion notice from the third storage device 30 (S914) 
after the setup time has elapsed (S913), it instructs the first 
storage device 10 to re-form the remote pair of the first 
secondary logical volume and the second logical volume 
(S915). The first information-processing apparatus 11 moni 
tors the pairing status of the remote pair of the first second 
ary logical volume and the second logical volume. Then, 
when the state of the pair becomes the under pair (S916), 
the first information-processing apparatus 11 instructs the 
first storage device to split the pair (S917). Subsequently, the 
first information-processing apparatus 11 instructs the first 
storage device 10 to re-form the local pair of the first logical 
volume (S918). The first information-processing apparatus 
11 repeatedly executes such a series of processes. 
0088 Next, the operation of the third storage device 30 
will be described with reference to FIGS. 10A and 10B. 
When the third storage device 30 receives a differential 
delete request from the first information-processing appara 
tus 11, it sets up a differential delete start time to a consis 
tency group management table 200 (S1011). The third 
storage device 30 monitors a data write request from the first 
storage device 10 during the differential delete start time 
(S1012). When the third storage device 30 receives the data 
write request from the first storage device 10, it confirms 
whether data is recorded in the logical volume 109 in which 
the differential management table 202 has not yet been 
deleted (S1013). If the data writing is performed in the 
logical volume 109 in which the differential management 
table 202 has not yet been deleted, the third storage device 
30 compares the time set in the write request with the 
differential delete start time (S1014). When the time set in 
the write request is later than the differential delete start 
time, the third storage device 30 first deletes the differential 
management table 202 of a logical volume 109, which is the 
target of the write operation (S1015). The third storage 
device 30 then records the information regarding the write 
data, for example, a write position on the differential man 
agement table 202 (S1016). Further, if a data write request 
from the first storage device 10 is directed to the logical 
volume 109 in which the differential management table 202 
has already been deleted, the third storage device 30 does 
not perform the deletion of the differential management 
table 202 and records the written information on the differ 
ential management table 202 (S1017). Further, even though 
the write is directed to the logical volume 109 in which the 
differential management table 202 is not deleted, the third 
storage device 30 does not perform the deletion of the 
differential management table 202 and records the written 
information on the differential management table 202 when 
the time set in the write request is faster than the differential 
delete start time (S1017). 
0089. As such, the third storage device 30 compares the 
time set up in the write request received from the first 
storage device 10 with the differential delete start time set up 
in the differential delete request received from the first 
information-processing apparatus 11, and performs the data 
writing on the differential management table 202 and the 
data deletion from the differential management table 202 in 
a time sequence. That is, the data writing on the first main 
logical volume and the split for the local pair of the first 
logical volume performed by the first storage device 10, and 
the data writing on the differential management table 202 
and the data deletion from the differential management table 
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202 performed by the third storage device 30 is performed 
in regular order. Accordingly, it is secured that the differ 
ential management table 202 of the third storage device 30 
is a write history of data written to the first main logical 
volume after a time when the local pair of the first logical 
Volume is split. 
0090. Further, if the third storage device 30 does not 
receive a write request from the first storage device 10, it 
deletes the differential management table 202 of the logical 
volume 109 which has not yet been deleted (S1019) after the 
differential delete start time has been elapsed (S1018). Since 
the third storage device 30 deletes the differential manage 
ment table 202 in a consistency group unit, it confirms 
whether the deletion of the differential management tables 
202 for all pairs in the consistency group is completed 
(S1020). If the deletion of the differential management table 
202 for all pairs in the consistency group is completed, the 
third storage device 30 deletes the differential delete start 
time from the consistency group management table (S1021) 
and transmits to the first information-processing apparatus 
11 a notice that the differential management table 202 is 
completely deleted (S1022). Further, each logical volume 
109 has two differential management tables 202 as described 
above. Therefore, when the third storage device 30 receives 
a differential delete request from the first information 
processing apparatus 11, it deletes only the differential 
management table 202 recorded at the time when the local 
pair of the first logical volume is split the time before last. 
0091 Process when First Site is Damaged 
0092. The operation of making the second logical volume 
consistent with the first main logical Volume in order to 
operate the second site as a main system when the first site 
is damaged will be discussed. First, the second information 
processing apparatus 21 instructs the second storage device 
20 to acquire the paring status of the remote pair of the 
second logical volume and the first secondary logical Vol 
ume. The second storage device 20 having received this 
instruction refers to the pair management table 202 in the 
shared memory 104 of the second storage device 20 and 
transmits the contents of the table to the second information 
processing apparatus 21. 
0093. Next, the second information-processing apparatus 
21 instructs the second storage device 20 to form a remote 
pair in which a third logical Volume is a main logical Volume 
and a second logical Volume is a secondary logical Volume. 
Further, the second information-processing apparatus 21 
transmits to the second storage device 20 whether the remote 
pair of the second logical volume and the first secondary 
logical Volume was in the resynchronization state. 
0094. When the second information-processing appara 
tus 21 instructs the second storage device 20 to form a pair 
of the third logical volume and the second logical Volume, 
the second storage device 20 updates the pair management 
table 202 of the second storage device 20. Further, the 
second storage device 20 transmits to the third storage 
device 30 the pair formation instruction and the state of the 
pair of the second logical volume and the first secondary 
logical volume received from the second information-pro 
cessing apparatus 21. When the third storage device 30 
receives them, it updates the pair management table 202 of 
the third storage device 30. Then, the third storage device 30 
performs a remote copy from the third logical volume to the 
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second logical volume based on the state of the pair of the 
second logical volume and the first secondary logical Vol 
ume, which is received from the second storage device 20. 
0.095 That is, if the state of the remote pair of the second 
logical Volume and the first secondary logical Volume is not 
the resynchronization, the third storage device 30 refers to 
the differential management table 202 at the time when the 
local pair of the first logical volume is split the last time. 
Further, if the state of the remote pair of the second logical 
Volume and the first secondary logical Volume is the under 
resynchronization, the third storage device 30 refers to the 
differential management table 202 at the time when the local 
pair of the first logical volume is split the time before last. 
The third storage device 30 remotely copies only the third 
logical volume block on the referred differential manage 
ment table 202, in which 1 is set up, to the second logical 
Volume. 

0.096 FIG. 11A illustrates an example in which the 
remote pair of the second logical volume and the first 
secondary logical Volume is not in the resynchronization 
state. Assuming that the time when the local pair of the first 
logical volume is split the time before last is T0 and the time 
when it is split in the last stage is T1, FIG. 11A illustrates a 
situation in which the first site is damaged at the time T3. 
Since the pairing status of the remote pair of the second 
logical Volume and the first secondary logical Volume is the 
under split, the third storage device 30 remotely copies the 
block recorded on the differential management table 202 
(AT13) at the time T1 from the third logical volume to the 
second logical volume. Therefore, it is possible to equalize 
the second logical volume, which is ST3, with the first main 
logical Volume. 
0097 Next, FIG. 11B illustrates an example in which the 
remote pair of the second logical volume and the first 
secondary logical volume is in the resynchronization state. 
Assuming that the time when the local pair of the first logical 
volume is split the time before last is T0 and the time when 
it is split in the last stage is T1, FIG. 11B illustrates a 
situation in which the first site is damaged at the time T2. 
Since the state of the local pair of the second logical volume 
and the first secondary logical volume is the resynchroni 
zation, the third storage device 30 remotely copies the block 
recorded on the differential management table 202 (AT02) at 
the time T0 from the third logical volume to the second 
logical volume. Therefore, it is possible to equalize the 
second logical volume, which is ST2, with the first main 
logical Volume. 
0098. In the aforementioned embodiments of the present 
invention, the embodiments are intended to easy understand 
ing of the present invention, but the present invention is not 
limited thereto. The present invention may be modified 
without departing the spirit thereof, and includes its equiva 
lents. 

1. (canceled) 
2. A storage apparatus comprising: 

a control unit; 

a plurality of disks forming a logical volume; and 

a bitmap indicating a location in the logical volume, 
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wherein the control unit receives an instruction including 
bitmap clear timing information, based on which the 
control unit clears the bitmap, 

wherein when the control unit receives a write request to 
the logical volume, the write request including a time 
stamp, the control unit compare a first time specified by 
the time stamp and a second time specified by the 
bitmap clear timing information, and 

wherein if the first time is later than the second time, the 
control unit clears the bitmap. 

3. A storage apparatus according to claim 2, wherein after 
the control unit clears the bitmap, the control unit starts to 
record information indicating a location, in which data is 
updated according to the write request, by using the bitmap. 

4. A storage apparatus according to claim 2, 
wherein when the control unit does not receive the write 

request to the logical Volume, the control unit compares 
a current time and the second time, and 

wherein if the current time is later than the second time, 
the control unit clears the bitmap. 

5. A method for managing location information in a 
logical volume by a storage system having a control unit, a 
plurality of disks configuring the logical Volume, and a 
bitmap used for recording the location information, com 
prising the steps of 

receiving an instruction including bitmap clear timing 
information, based on which the control unit clears the 
bitmap: 

receiving a write request to the logical volume, the write 
request including a time stamp; 

comparing a first time specified by the time stamp and a 
second time specified by the bitmap clear timing infor 
mation; and 

clearing the bitmap, if the first time is later than the second 
time. 

6. A method for managing location information according 
to claim 5, further comprising a step of 

starting to record information indicating a location, in 
which data is updated according to the write request, by 
using the bitmap. 

7. A method for managing location information according 
to claim 5, further comprising steps of 

comparing a current time and the second time, if the 
control unit does not receive the write request to the 
logical Volume; and 

clearing the bitmap, if the current time is later than the 
second time. 

Feb. 7, 2008 

8. A third storage apparatus comprising: 
a third control unit; 
a plurality of disks configuring a third logical Volume; and 
a plurality of tables used for recording location informa 

tion in the third logical Volume, 
wherein the third control unit receives a write request 

from a first storage apparatus coupled to the third 
storage apparatus, and records the location information 
indicating a location, in which data is to be stored 
according to the write request, by using the plurality of 
tables, and 

wherein the third control unit clears one of the plurality of 
tables in relation to a copy operation between the first 
storage apparatus and a second storage apparatus 
coupled to the first storage apparatus. 

9. A third storage apparatus according to claim 8, wherein 
the third control unit receives the write request from the first 
storage apparatus according to a synchronous remote copy 
operation. 

10. A third storage apparatus according to claim 8. 
wherein the third control unit clears the one of the plurality 
of tables in relation to an asynchronous remote copy opera 
tion between the first storage apparatus and the second 
Storage apparatus. 

11. A method for managing location information in a third 
logical Volume by a third storage apparatus in relation to a 
copy operation between a first storage apparatus and a 
second storage apparatus, 

wherein the third storage system having a third control 
unit, a plurality of third disks configuring the third 
logical volume, and a plurality of tables used for 
recording the location information, comprising the 
steps of 

receiving a write request from the first storage apparatus; 
recording the location information indicating a location, 

in which data is stored according to the write request, 
by using the plurality of tables; and 

clearing one of the plurality of tables in relation to a copy 
operation between the first storage apparatus and a 
second storage apparatus coupled to the first storage 
apparatus. 

12. A method for managing location information accord 
ing to claim 11, wherein the third control unit receives the 
write request from the first storage apparatus according to a 
synchronous remote copy operation. 

13. A method for managing location information accord 
ing to claim 11, wherein the third control unit clears the one 
of the plurality of tables in relation to an asynchronous 
remote copy operation between the first storage apparatus 
and the second storage apparatus. 

k k k k k 


