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ENHANCED SPEECH ENDPONTING 

CROSS-REFERENCE TO RELATED 
APPLICATIONS 

0001. This application is a continuation application of, 
and claims priority to, U.S. application Ser. No. 14/844,563, 
filed on Sep. 3, 2015, the entire contents of which is 
incorporated herein by reference. 

FIELD 

0002 The present specification generally relates to 
speech recognition. 

BACKGROUND 

0003 Natural language processing systems typically use 
endpointers to determine when a user has started and fin 
ished speaking an utterance. Some traditional endpointers 
evaluate the duration of pauses between words in determin 
ing when an utterance begins or ends. For instance, if a user 
says “what is <long pause for dinner,” a traditional end 
pointer may segment the Voice input at the long pause, and 
may instruct the natural language processing system to 
attempt to process the incomplete phrase “what is.’ instead 
of the complete phrase “what is for dinner.” If an endpointer 
designates an incorrect beginning or ending point for a voice 
input, the result of processing the Voice input using the 
natural language processing system may be inaccurate or 
undesirable. 

SUMMARY 

0004 An innovative aspect of the subject matter 
described in this specification is using provided context data 
to improve speech endpointing, achieving decreased speech 
recognition latency and improved speech recognition accu 
racy. Client provided context data may be used to determine 
expected speech recognition results of particular audio data 
representing an utterance. Intermediate speech recognition 
results may be returned by a speech recognizer. As the 
intermediate speech recognition results are returned, the 
intermediate speech recognition results may be compared to 
the context data that indicates expected speech recognition 
results. 
0005. If a match or sufficient similarity is determined 
between an intermediate speech recognition result and con 
text data, a speech endpointer may endpoint the utterance 
corresponding to the audio data and return the final speech 
recognition result. If a match is not determined between an 
intermediate speech recognition result and context data or a 
partial match is determined between an intermediate speech 
recognition result and context data, the speech endpointer 
may dynamically determine an end-of-speech (EOS) tim 
eout, e.g., to allow for additional audio data to be input. 
0006. One innovative aspect of the subject matter 
described in this specification is embodied in methods that 
may include the actions of receiving audio data including an 
utterance, obtaining context data that indicates one or more 
expected speech recognition results, and determining an 
expected speech recognition result for the audio databased 
on the context data. The methods may include the actions of 
receiving an intermediate speech recognition result gener 
ated by a speech recognition engine, comparing the inter 
mediate speech recognition result to the expected speech 
recognition result for the audio data based on the context 
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data, and determining whether the intermediate speech rec 
ognition result corresponds to the expected speech recogni 
tion result for the audio databased on the context data. The 
methods may include the actions of setting an end of speech 
condition and providing a final speech recognition result in 
response to determining the intermediate speech recognition 
result matches or is sufficiently similar to the expected 
speech recognition result for the audio data based on the 
context data, the final speech recognition result including the 
one or more expected speech recognition results indicated 
by the context data. 
0007. In general, another aspect of the subject matter 
described in this specification may be embodied in methods 
that include the actions of determining a time period for the 
end of speech condition to receive additional audio data in 
response to determining the intermediate speech recognition 
result includes a partial match or no match to the expected 
speech recognition result for the audio data based on the 
context data. Another aspect of the subject matter described 
in this specification may be embodied in methods that 
include the actions of setting the end of speech condition in 
response to the time period satisfying a threshold time. 
0008 Another aspect of the subject matter described in 
this specification may be embodied in methods that include 
the actions of determining a time period for the end of 
speech condition to receive additional audio data in response 
to determining the intermediate speech recognition result 
includes a partial match or no match to the expected speech 
recognition result for the audio data based on the context 
data, where the time period for the end of speech condition 
is determined to be a first amount of time in response to 
determining the intermediate speech recognition result 
includes a partial match to the expected speech recognition 
result for the audio databased on the context data, and the 
time period is determined to be a second amount of time in 
response to determining the intermediate speech recognition 
result includes no match to the expected speech recognition 
result for the audio databased on the context data, the first 
amount of time being different than the second amount of 
time. 

0009. These and other embodiments may each optionally 
include one or more of the following features. For instance, 
obtaining context data may include obtaining and storing 
context data in a memory prior to receiving the audio data 
comprising the utterance. Further, obtaining context data 
may include obtaining context data contemporaneously with 
receiving the audio data comprising the utterance. More 
over, the context data may be obtained from a client device 
and correspond to data stored in or displayed on the client 
device. In addition, the end of speech condition may include 
turning off an audio input device into which the utterance 
was made. 

0010. Other embodiments of these aspects include cor 
responding systems, apparatus, and computer programs, 
configured to perform the actions of the methods, encoded 
on computer storage devices. For instance, a system com 
prising one or more computers and one or more storage 
devices storing instructions that are operable, when executed 
by the one or more computers, to cause the one or more 
computers to perform operations comprising 

0011. The details of one or more embodiments of the 
invention are set forth in the accompanying drawings and 
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the description below. Other features and advantages of the 
invention will become apparent from the description, the 
drawings, and the claims. 

BRIEF DESCRIPTION OF THE DRAWINGS 

0012 FIG. 1 is a diagram of an example system accord 
ing to embodiments of the invention. 
0013 FIG. 2 is a diagram illustrating example utterances 
and example signals used in speech recognition and end 
pointing according to embodiments of the invention. 
0014 FIG. 3 is a flow chart illustrating an example 
process for endpointing according to embodiments of the 
invention. 
0015. Like reference numbers and designations in the 
various drawings indicate like elements. 

DETAILED DESCRIPTION 

0016 FIG. 1 is a diagram of an example system accord 
ing to embodiments of the invention. System 100 includes a 
speech endpointer 110, a storage medium 120, and a speech 
recognizer 130. The diagram shows various inputs and 
outputs, which may or may not be illustrated in particular 
Sequence. 
0017 Generally, in speech recognition systems, speech 
endpointing is the process of determining which part of the 
incoming audio contains speech by determining the begin 
ning and end of an utterance. The part of incoming audio 
corresponding to speech is sent to the speech recognizer to 
obtain a speech recognition result or transcript of the audio. 
0.018 Inaccurate speech endpointing can lead to a sig 
nificant increase in recognition errors and negatively affect 
user experience. The effects of inaccurate speech endpoint 
ing can be even more detrimental in noisy conditions, where 
the problem of endpointing becomes much more difficult. 
User perceived latency of speech recognition is the time 
from when the user stops speaking until the speech recog 
nition result or transcript is received. Inaccurate speech 
endpointing may lead to an increase in user perceived 
latency of speech recognition. Thus, advantages of the 
present disclosure include improving speech recognition 
latency and improving speech recognition accuracy. 
0019. In order to improve speech endpointing, described 
herein are various ways to utilize context, which may be 
provided by a client device before, after, or at the time of a 
speech recognition request, thereby improving speech rec 
ognition accuracy and decreasing speech recognition 
latency. 
0020. During speech recognition, as the recognition sys 
tem receives speech audio data intermediate speech recog 
nition results may be sent back to the speech endpointing 
module and client as soon as they are available. In speech 
endpointing, user perceived latency is highly correlated to 
end-of-speech (EOS) timeout, which represents the time that 
the system will wait, after it appears the user has stopped 
speaking, for the user to continue to speak. The system waits 
because there is uncertainty as to whether the user has 
finished speaking or is only taking a short pause. If the user 
does not continue to speak, i.e., further speech is not 
detected, after a predetermined EOS timeout, the final 
recognition result may be returned and the current recogni 
tion session may be terminated, e.g., the microphone may be 
closed or turned off. If the user continues to speak before the 
EOS timeout expires, the system may continue to consume 
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audio and perform speech recognition on that audio. Thus, 
the choice of EOS timeout can significantly affect both 
accuracy and latency of the speech recognition result. 
0021. To dynamically adjust the EOS timeout, client 
provided context may be used, as described herein, resulting 
in reduced speech recognition latency and improved accu 
racy of the speech recognition result. 
0022 Referring to FIG. 1, audio data corresponding to an 
utterance may be received from a client device and input into 
speech endpointer 110. Contemporaneously, i.e., before, 
during, and/or after receiving the audio data, context data 
may be received from the client device and input into speech 
endpointer 110. In alternative embodiments, the context data 
may be received in advance of receiving the audio data, and 
may be associated with a predetermined client context ID. 
The received context data and associated client context ID 
may be stored in Storage medium 120 as stored client 
context. Thus, the context data and context ID may be stored 
in association with each other prior to the audio data being 
received, and context ID may be received contemporane 
ously with receiving the audio data. The context data asso 
ciated with the received context ID may be retrieved from 
storage medium 120. 
0023 The received audio data may be input into speech 
recognizer 130. Speech recognizer 130 may process the 
audio data and, as it is processing, return intermediate 
speech recognition results for the audio data. The speech 
endpointing module may compare the intermediate speech 
recognition results of the audio data returned from speech 
recognizer 130 to the context data that was either received 
contemporaneously with receiving the audio data or 
retrieved from storage medium 120 based on a context ID 
received contemporaneously with receiving the audio data. 
As audio data is inputted to speech recognizer 130, it 
continues to process the audio data and return recognition 
results of the audio data. 

0024. If a match or sufficient similarity is determined 
between an intermediate speech recognition result and con 
text data, speech endpointer 110 may endpoint the utterance 
corresponding to the audio data and return the final speech 
recognition result. The returned speech recognition result 
may be transmitted to the client device. The final speech 
recognition result may include context data. For example, 
the context data may include one or more names and the 
final recognition result may include one or more of the 
names included in the context data. 

0025 If a match is not determined between an interme 
diate speech recognition result and context data or a partial 
match is determined between an intermediate speech recog 
nition result and context data, speech endpointer 110 may 
dynamically adjust EOS timeout. For example, EOS timeout 
may be extended by a predetermined amount of time in 
association with an expected speech recognition result. EOS 
timeout may be extended by a predetermined amount of time 
in response to determining a partial match between an 
intermediate speech recognition result and context data. 
Further, EOS timeout may be extended by a predetermined 
amount of time in response to determining no match 
between an intermediate speech recognition result and con 
text data. Alternatively, in response to determining no match 
between an intermediate speech recognition result and con 
text data, EOS timeout may revert to a default period of 
time. 
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0026. The context data may be associated with a query 
presented to the user. Alternatively, the context data may be 
derived from information displayed on a screen, Such as text, 
images, video, audio, or the like. The context data may 
alternatively be based on a current operating state or con 
dition of the client device. For example, the context data 
may be associated with a given operating state or condition 
of an application being executed on the client device. For 
example, the application may be in a state in which a 
selection is to be made or particular information is to be 
inputted. Thus, the context data may be derived or generated 
in a variety of ways, including based on expected utterances 
associated with a current state of the client device. 

0027. For example, options may be displayed, of which a 
user is to choose one of those options. The displayed options 
may be received as context data. When an utterance is 
received and the speech recognizer begins processing the 
audio data associated with the utterance, as soon as the 
speech recognizer determines a match, e.g., Sufficient simi 
larity, for one of those displayed options input as context 
data, an end of speech condition may be immediately 
initiated and the speech recognition result may be returned. 
Thus, rather than waiting for a full EOS timeout to expire for 
endpointing, latency of speech recognition may be reduced 
by returning the speech recognition result once a match is 
determined for the utterance based on the context data. 

0028. The endpointing may additionally be based on an 
expected utterance or response to a query. For example, with 
a list of contacts as context data associated with an input of 
recipients to which a message is to be transmitted, the 
endpointer may allow for input of more than one contact 
name. Thus, for example, the endpointer would not return 
the speech recognition result of only the first name input and 
stop the input of audio data in response to determining a 
match of that first name with the context data and the speech 
recognizer returning the first name input. For example, a 
query may be presented to the user, such as “Who do you 
want to send this message to? and the user may respond 
“John, Bill, and Joe.” In a case where “John' is part of the 
contact list as context data, the system would not end 
processing (i.e., endpoint the utterance) after determining 
that the input utterance of John matches the context data, but 
rather would allow for the processing of the full utterance of 
"John, Bill, and Joe.” In Such a case, an expected input may 
include more than one name, and based on the expected 
input, the system may extend EOS timeout to allow for an 
utterance of more than one name. Nevertheless, speech 
recognition latency may still be decreased based on the 
faster determination of a match to context data of interme 
diate speech recognition results returned from the speech 
recognizer. 
0029. If a partial match to context data is determined for 
an utterance, EOS timeout may be extended to allow for 
additional audio data to be input. For example, based on 
context data, a birth year is expected to be input, and the user 
says "19" followed by a pause. In this case, the speech 
recognizer may return the recognition result of “19” and the 
system may determine that it is a partial match to context 
data. In response to that determination, the EOS timeout 
may be extended for the user to speak the remaining portion 
of the year. However, if the user does not speak any 
additional input, the endpointer may initiate an end of 
speech condition based on a predetermined default EOS 
timeout. 
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0030 A particular example is the client being an appli 
cation that in a particular state may ask a user to choose one 
of three colors displayed on the screen as a prompt of, for 
example, “Please say red, green or blue.” As the user begins 
speaking to respond to the prompt, the application may send, 
together with the audio data, the application or client context 
data, which in this case may be the phrases “red”, “green', 
“blue'. As described above, these phrases may be used by 
the speech endpointing system to decrease latency of the 
speech recognition result. The speech endpointing module, 
e.g., speech endpointer 110, may receive and save this 
context data. As intermediate, i.e., not final, recognition 
results begin to be received from speech recognizer 130, the 
intermediate speech recognition result may be compared to 
the context data provided. Once the recognition result 
returned by speech recognizer 130 is determined to match a 
phrase present in the client provided context data, the speech 
endpointer 110 does not need to wait any more for EOS 
timeout to expire. Instead the final recognition result may be 
returned and transmitted to the client, saving time and 
decreasing speech recognition latency. 
0031. Another particular example is the application being 
in a particular state or function in which flight scheduling is 
to be executed. The user may be prompted to say a particular 
query phrase, Such as the phrase: "from Origin Airport to 
Destination Airport. The list of all airports may be 
received as context data at the speech endpointing module, 
e.g., speech endpointer 110. Alternatively, the context data 
including a list of all airports may be stored in association 
with a context ID in a storage medium 120 and the context 
ID may received, and the context data associated with that 
context ID retrieved from the storage medium 120. 
0032. In response to the user saying, for example, “From 
JFK to and then pausing while trying to think of the 
destination airport name, the speech recognition system 
might terminate the recognition session if the pause made is 
longer than the default EOS timeout. This would result in 
only a partial recognition result being generated, an unde 
sirable user experience because the user has to repeat the 
whole phrase to obtain a proper output. However, by using 
client provided information as context data, the audio is 
expected to correspond to a phrase “from Origin Airport 
to Destination Airport' and the EOS timeout may be 
extended if only a partial match to the expected phrase is 
received. Thus, in the scenario described above, in response 
to the speech endpointer module, e.g., speech endpointer 
110, receiving only “From JFK” as an example of an 
intermediate result, the system waits for the user to finish 
saying the expected phrase for an extended amount of time 
beyond when a default EOS timeout may have expired, 
thereby extending the time for the user to speak the phrase. 
When the result in the form of the expected phrase “from 
Origin Airport to Destination Airport is received, the 
speech endpointer 110 will terminate the recognition ses 
Sion. Alternatively, more complex grammars may be used to 
accommodate a variety of phrases users may utter to convey 
the information, such as “I’d like to go to Destination 
Airport, leaving from Origin Airport.” 
0033. In some implementations, the context data is stored 
in storage medium 120, which is particularly useful for 
scenarios in which the context is not likely to change. The 
example described above regarding airports is one example 
scenario, as the list of airports as context data may be 
received in advance since that list will not change very often. 
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As another example, in the scenario of filling a form, in 
which, for example, a user needs to speak a birth date or 
year, the context data may also be received in advance and 
stored. 

0034. In general, as depicted in FIG. 2, diagram 200 
illustrates signals 202-206 that may be generated or detected 
by computing device 210 when the computing device 210 is 
processing an incoming audio input 202. The computing 
device 210 may receive the audio input 202 through a 
microphone or other audio input device of the computing 
device 210. The computing device 210 receives the audio 
input 202 and may sample the audio input 202 at a pre 
designated frequency and resolution. For example, the com 
puting device 210 may sample the audio input 202 at 8 kHz. 
16 kHz, 44.1 kHz, or any other sample rate, and the 
resolution may be 16 bits, 22 bits, or any other resolution. 
Audio input 202 illustrates sampled analog data that is based 
on an example utterance 212 from user 214. The computing 
device 210 may record and store the audio input 202 
corresponding to the utterance 212. 
0035. The computing device 210 may transcribe the 
utterance 212 spoken by the user 214. Alternatively, a 
transcription of the utterance 212 may be generated on a 
remote server. In some implementations, the computing 
device 210 transcribes the words of the utterance 212 using 
a processor of the computing device 210 that is running 
automated speech recognition (ASR) software. For example, 
the computing device 210 may determine locally on the 
computing device 210 that an initial portion audio input 202 
contains the term 220 “from.” The ASR software may 
receive the audio input 202 as the computing device 210 
receives the utterance 212 from the user. As the ASR 
software recognizes a term in the audio input 202, then the 
ASR software provides that term for output to the computing 
device 210. The computing device 210 may record the 
amount of time between the ASR software returning terms 
that the ASR software recognizes. 
0036. In some implementations, a server accessible 
through a network may be running the ASR software. In this 
case, the computing device may transmit the audio input 202 
to the server over the network, receive terms from the server, 
and record an amount of time between the server returning 
terms. In addition, the speech endpointing module, e.g., 
speech endpointer 110, may also be on a server accessible 
through the network. 
0037. As illustrated in FIG. 2, in response to a prompt for 
a flight search, for example, a user may speak the utterance 
“From JFK” followed by a pause before finishing the phrase 
“To JFK”. In that case, a default or general endpoint 204 
may only capture the term 220 “From' and the term 222 
“JFK”. The default EOS timeout occurs during the pause 
between the phrases in the utterance 212 and an end of 
speech condition may be initiated as a result. Thus, only the 
term 220 “From' and the term 222 “JFK” may be tran 
scribed for the utterance 212 made in response to the 
prompt, producing a final recognition result 230 of “From 
JFK”. However, according to embodiments of the present 
disclosure, based on context data, it may be determined that 
a query having a departure airport and a destination airport 
is being inputted as the utterance 212 and the EOS timeout 
may be dynamically adjusted to extend the time for the user 
to finish speaking the query. In that case, an adjusted 
endpoint 206 may capture all of the terms 220-226 in the 
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utterance 212, and thereby generate a transcription 235 of 
the query as “From JFK, To LAX'. 
0038 FIG. 3 is a diagram of an example process for 
endpointing of an utterance. The process 300 may be per 
formed by a computing device Such as the computing device 
210 from FIG. 2 or by a server or network of servers, such 
as depicted in FIG. 1. The process 300 analyzes audio data 
and context data to compare intermediate speech recognition 
results to expected speech recognition results for the audio 
data based on the context data and dynamically adjust an 
EOS timeout to endpoint the utterance in accordance with 
determining whether there is either a match or no match or 
a partial match between the intermediate speech recognition 
results and the expected speech recognition results. 
0039. The system receives audio data including an utter 
ance (310). The utterance may be received from a user 
speaking into a microphone of a computing device and the 
device receiving an audio signal corresponding to the user 
speaking. The device may process the audio signal and may 
transmit it to a server. The audio data including an utterance 
may be received by the server. In some implementations, the 
audio data may not be transmitted to a server and the speech 
recognition may occur at the computing device, rather than 
the server. 

0040. The system obtains context data indicating one or 
more expected speech recognition results (320). As 
described above, the context data may be received contem 
poraneously with receiving the audio data. In alternative 
embodiments, the context data may be received in advance 
of receiving the audio data, and may be associated with a 
predetermined client context ID and stored in a storage 
device. In that case, the system may receive a client context 
ID contemporaneously with receiving the audio data and 
retrieve the context data associated with the client context 
ID from the storage device. The context data may be 
associated with a query presented to the user and, for 
example, the context data may include one or more expected 
speech recognition results associated with the query. Alter 
natively, the context data may be derived from information 
displayed on a screen, such as text, images, video, audio, or 
the like. The context data may alternatively be based on a 
current operating state or condition of the client device. 
0041. The system determines an expected speech recog 
nition result for the audio data based on the context data 
(330). For example, if a user is prompted for a name with a 
query such as “Who do you want to call?” or “Who do you 
want to play the game with?', the context data may be a 
contact list associated with the user. Thus, an expected 
speech recognition result may be one or more of the names 
in the contact list associated with the user. As another 
example, if an entry field for a birth year is highlighted or 
selected, the context data may be a list of years and the 
expected speech recognition result may be one of those 
years. 

0042. The system receives an intermediate speech recog 
nition result generated by a speech recognition engine (340). 
As the audio data is received and transmitted to a speech 
recognition engine, the speech recognition engine process 
the audio data and begins generating and returning interme 
diate speech recognition results. For example, an interme 
diate speech recognition result may include a first syllable of 
a word or the first phonetic sound of a word. Alternatively, 
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an intermediate speech recognition result may include mul 
tiple syllables of a word, multiple phonetic Sounds, or one or 
more words of a phrase. 
0043. The system compares the intermediate speech rec 
ognition result to the expected speech recognition result for 
the audio databased on the context data (350). As the speech 
recognition engine generates and returns an intermediate 
speech recognition result, that intermediate speech recogni 
tion result may be compared to expected speech recognition 
results determined based on the context data. Returning to 
the example described above in which the context data is a 
contact list, the expected speech recognition result may be 
one or more of the names in the contact list. The interme 
diate speech recognition result is compared to the expected 
speech recognition result of the one or more names in the 
contact list. For example, if the contact list contains the 
names “Bill”, “Charlie', and “Hillary', the system compares 
the intermediate speech recognition result to each of those 
aCS. 

0044) The system determines whether the intermediate 
speech recognition result corresponds to the expected speech 
recognition result for the audio data based on the context 
data (360). Returning again to the example described above 
with context data indicating a contact list of the names 
“Bill”, “Charlie', and “Hillary, if the intermediate speech 
recognition result is, for example, "Cha-, then based on the 
context data indicating that the expected speech recognition 
result is one of “Bill”, “Charlie', and “Hillary”, it can be 
determined that the intermediate speech recognition result 
corresponds to the expected speech recognition result of 
“Charlie' and not “Bill' or “Hillary”. In addition, the 
intermediate speech recognition result may have a particular 
confidence level associated with the intermediate speech 
recognition result generated by the speech recognition 
engine. The confidence level may correspond to a confi 
dence of the accuracy of the speech recognition result. The 
confidence level may contribute to determining whether the 
intermediate speech recognition result corresponds to the 
expected speech recognition result. 
0045. The system initializes an end of speech condition 
and provides a final speech recognition result in response to 
determining the intermediate speech recognition result 
matches the expected speech recognition result for the audio 
data based on the context data (370). The final speech 
recognition result may include the one or more expected 
speech recognition results indicated by the context data. 
Thus, as soon as it is determined that an intermediate speech 
recognition result matches an expected speech recognition 
result, the endpointer does not need to continue waiting for 
EOS timeout to expire. Rather, the final speech recognition 
result may be output to the client device or to the user, 
thereby decreasing speech recognition latency. 
0046. The system extends a time period for the end of 
speech condition to receive additional audio data in response 
to determining the intermediate speech recognition result 
includes a partial match or no match to the expected speech 
recognition result for the audio data based on the context 
data (380). The EOS timeout may be dynamically adjusted 
if a match is not determined between an intermediate speech 
recognition result and context data or a partial match is 
determined between an intermediate speech recognition 
result and context data. EOS timeout may be extended by a 
predetermined amount of time in association with a particu 
lar expected speech recognition result. For example, if an 
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expected speech recognition result is one of several three 
word phrases and the intermediate speech recognition result 
contains only two words, then EOS timeout may be 
extended by a predetermined amount of time to allow 
additional time for the input of audio of the third word. 
0047 EOS timeout may be extended by a predetermined 
amount of time in response to determining a partial match 
between an intermediate speech recognition result and con 
text data. For example, if the context data indicates an 
expected speech recognition result is a number between 101 
and 200 and the utterance spoken by the user is “one 
hundred' followed by a pause, and then “twenty-five', the 
default EOS timeout may cause the speech recognition 
system to terminate the recognition session if the pause is 
longer than the timeout, and only generate a transcription of 
“one hundred', causing the user to have to repeat the whole 
phrase. However, in accordance with embodiments of the 
present disclosure, if the intermediate speech recognition 
result is “one hundred', then EOS timeout may be extended 
by a predetermined amount of time to allow additional time 
for the input of audio of the remainder of the number based 
on the context data indicating the expected speech recogni 
tion result is a number between 101 and 200. Thus, a 
transcription of the full utterance “one hundred twenty-five' 
may be generated, improving the accuracy of the speech 
recognition system and preventing a user from being forced 
to repeat the whole phrase. 
0048. Further, EOS timeout may be extended by a pre 
determined amount of time in response to determining no 
match between an intermediate speech recognition result 
and context data. For example, if a folder of files is being 
displayed and a prompt is presented such as “Which file 
would you like to open?”, the context data may be a list of 
files in that open folder. Based on the context data, an 
expected intermediate speech recognition result may be one 
or more of the names of the files. If the utterance spoken by 
the user is “open’ followed by a pause, and then “file A', and 
the intermediate speech recognition result is "open, the 
intermediate speech recognition result does not match the 
context data. In this case, EOS timeout may be extended by 
a predetermined amount of time to allow additional time for 
the input of audio of the file name to be opened. Thus, rather 
than a partial transcription of the utterance and, for example, 
an indication to the user that there is no file named “open'. 
which is an undesirable user experience, a transcription of 
the full utterance “open file A” may be generated. Alterna 
tively, in response to determining no match between an 
intermediate speech recognition result and context data, 
EOS timeout may revert to a default period of time as a 
default EOS timeout. 

0049 Embodiments of the entities described herein can 
include other and/or different modules than the ones 
described here. In addition, the functionality attributed to the 
modules can be performed by other or different modules in 
other embodiments. Moreover, this description occasionally 
omits the term “module' for purposes of clarity and conve 
nience. 

0050. A number of implementations have been described. 
Nevertheless, it will be understood that various modifica 
tions may be made without departing from the spirit and 
scope of the disclosure. For example, various forms of the 
flows shown above may be used, with steps re-ordered, 
added, or removed. 
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0051 Embodiments of the subject matter and the opera 
tions described in this specification can be implemented in 
digital electronic circuitry, or in computer Software, firm 
ware, or hardware, including the structures disclosed in this 
specification and their structural equivalents, or in combi 
nations of one or more of them. Embodiments of the subject 
matter described in this specification can be implemented as 
one or more computer programs, i.e., one or more modules 
of computer program instructions, encoded on computer 
storage medium for execution by, or to control the operation 
of data processing apparatus. Alternatively or in addition, 
the program instructions can be encoded on an artificially 
generated propagated signal, e.g., a machine-generated elec 
trical, optical, or electromagnetic signal that is generated to 
encode information for transmission to Suitable receiver 
apparatus for execution by a data processing apparatus. 
0052 A computer storage medium can be, or be included 

in, a computer-readable storage device, a computer-readable 
storage Substrate, a random or serial access memory array or 
device, or a combination of one or more of them. Moreover, 
while a computer storage medium is not a propagated signal, 
a computer storage medium can be a source or destination of 
computer program instructions encoded in an artificially 
generated propagated signal. The computer storage medium 
can also be, or be included in, one or more separate physical 
components or media, e.g., multiple CDs, disks, or other 
storage devices. 
0053. The operations described in this specification can 
be implemented as operations performed by a data process 
ing apparatus on data stored on one or more computer 
readable storage devices or received from other sources. 
0054 The term “data processing apparatus' encompasses 

all kinds of apparatus, devices, and machines for processing 
data, including by way of example a programmable proces 
Sor, a computer, a system on a chip, or multiple ones, or 
combinations, of the foregoing The apparatus can include 
special purpose logic circuitry, e.g., a field programmable 
gate array (FPGA) or an application specific integrated 
circuit (ASIC). The apparatus can also include, in addition 
to hardware, code that creates an execution environment for 
the computer program in question, e.g., code that constitutes 
processor firmware, a protocol stack, a database manage 
ment system, an operating system, a cross-platform runtime 
environment, a virtual machine, or a combination of one or 
more of them. The apparatus and execution environment can 
realize various different computing model infrastructures, 
Such as web services, distributed computing and grid com 
puting infrastructures. 
0.055 A computer program, also known as a program, 
Software, Software application, Script, or code, can be writ 
ten in any form of programming language, including com 
piled or interpreted languages, and it can be deployed in any 
form, including as a stand alone program or as a module, 
component, Subroutine, or other unit Suitable for use in a 
computing environment. A computer program does not 
necessarily correspond to a file in a file system. A program 
can be stored in a portion of a file that holds other programs 
or data, e.g., one or more scripts stored in a markup language 
document, in a single file dedicated to the program in 
question, or in multiple coordinated files, e.g., files that store 
one or more modules, Sub programs, or portions of code. A 
computer program can be deployed to be executed on one 
computer or on multiple computers that are located at one 
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site or distributed across multiple sites and interconnected 
by a communication network. 
0056. The processes and logic flows described in this 
specification can be performed by one or more program 
mable processors executing one or more computer programs 
to perform functions by operating on input data and gener 
ating output. The processes and logic flows can also be 
performed by, and apparatus can also be implemented as, 
special purpose logic circuitry, e.g., an FPGA or an ASIC. 
0057 Processors suitable for the execution of a computer 
program include, by way of example, both general and 
special purpose microprocessors, and any one or more 
processors of any kind of digital computer. Generally, a 
processor will receive instructions and data from a read only 
memory or a random access memory or both. 
0058. The essential elements of a computer are a proces 
sor for performing actions in accordance with instructions 
and one or more memory devices for storing instructions and 
data. Generally, a computer will also include, or be opera 
tively coupled to receive data from or transfer data to, or 
both, one or more mass storage devices for storing data, e.g., 
magnetic, magneto optical disks, or optical disks. However, 
a computer need not have such devices. 
0059 Moreover, a computer can be embedded in another 
device, e.g., a mobile telephone, a personal digital assistant 
(PDA), a mobile audio or video player, a game console, a 
Global Positioning System (GPS) receiver, or a portable 
storage device, e.g., a universal serial bus (USB) flash drive, 
to name just a few. Devices suitable for storing computer 
program instructions and data include all forms of non 
Volatile memory, media and memory devices, including by 
way of example semiconductor memory devices, e.g., 
EPROM, EEPROM, and flash memory devices; magnetic 
disks, e.g., internal hard disks or removable disks; magneto 
optical disks; and CD ROM and DVD-ROM disks. The 
processor and the memory can be Supplemented by, or 
incorporated in, special purpose logic circuitry. 
0060. To provide for interaction with a user, embodi 
ments of the subject matter described in this specification 
can be implemented on a computer having a display device, 
e.g., a cathode ray tube (CRT) or liquid crystal display 
(LCD) monitor, for displaying information to the user and a 
keyboard and a pointing device, e.g., a mouse or a trackball, 
by which the user can provide input to the computer. Other 
kinds of devices can be used to provide for interaction with 
a user as well; for example, feedback provided to the user 
can be any form of sensory feedback, e.g., visual feedback, 
auditory feedback, or tactile feedback; and input from the 
user can be received in any form, including acoustic, speech, 
or tactile input. In addition, a computer can interact with a 
user by sending documents to and receiving documents from 
a device that is used by the user, for example, by sending 
web pages to a web browser on a user's client device in 
response to requests received from the web browser. 
0061 Embodiments of the subject matter described in 
this specification can be implemented in a computing system 
that includes a back end component, e.g., as a data server, or 
that includes a middleware component, e.g., an application 
server, or that includes a front end component, e.g., a client 
computer having a graphical user interface or a Web browser 
through which a user can interact with an implementation of 
the Subject matter described in this specification, or any 
combination of one or more Such back end, middleware, or 
front end components. The components of the system can be 
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interconnected by any form or medium of digital data 
communication, e.g., a communication network. Examples 
of communication networks include a local area network 
(LAN) and a wide area network (WAN), an inter-network, 
e.g., the Internet, and peer-to-peer networks, e.g., ad hoc 
peer-to-peer networks. 
0062. A system of one or more computers can be con 
figured to perform particular operations or actions by virtue 
of having software, firmware, hardware, or a combination of 
them installed on the system that in operation causes or 
cause the system to perform the actions. One or more 
computer programs can be configured to perform particular 
operations or actions by virtue of including instructions that, 
when executed by data processing apparatus, cause the 
apparatus to perform the actions. 
0063. The computing system can include clients and 
servers. A client and server are generally remote from each 
other and typically interact through a communication net 
work. The relationship of client and server arises by virtue 
of computer programs running on the respective computers 
and having a client-server relationship to each other. In some 
embodiments, a server transmits data, e.g., an HTML page, 
to a client device, e.g., for purposes of displaying data to and 
receiving user input from a user interacting with the client 
device. Data generated at the client device, e.g., a result of 
the user interaction, can be received from the client device 
at the server. 
0064. While this specification contains many specific 
implementation details, these should not be construed as 
limitations on the scope of any innovations or of what may 
be claimed, but rather as descriptions of features specific to 
particular embodiments of particular innovations. Certain 
features that are described in this specification in the context 
of separate embodiments can also be implemented in com 
bination in a single embodiment. Conversely, various fea 
tures that are described in the context of a single embodi 
ment can also be implemented in multiple embodiments 
separately or in any Suitable Subcombination. Moreover, 
although features may be described above as acting in 
certain combinations and even initially claimed as such, one 
or more features from a claimed combination can in some 
cases be excised from the combination, and the claimed 
combination may be directed to a Subcombination or varia 
tion of a Subcombination. 
0065. Similarly, while operations are depicted in the 
drawings in a particular order, this should not be understood 
as requiring that Such operations be performed in the par 
ticular order shown or in sequential order, or that all illus 
trated operations be performed, to achieve desirable results. 
In certain circumstances, multitasking and parallel process 
ing may be advantageous. Moreover, the separation of 
various system components in the embodiments described 
above should not be understood as requiring Such separation 
in all embodiments, and it should be understood that the 
described program components and systems can generally 
be integrated together in a single software product or pack 
aged into multiple software products. 
0.066. In each instance where an HTML file is mentioned, 
other file types or formats may be substituted. For instance, 
an HTML file may be replaced by an XML, JSON, plain 
text, or other types of files. Moreover, where a table or hash 
table is mentioned, other data structures, such as spread 
sheets, relational databases, structured files, or the like, may 
be used. 
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0067 Thus, particular embodiments of the subject matter 
have been described. Other embodiments are within the 
Scope of the following claims. In some cases, the actions 
recited in the claims can be performed in a different order 
and still achieve desirable results. In addition, the processes 
depicted in the accompanying figures do not necessarily 
require the particular order shown, or sequential order, to 
achieve desirable results. In certain implementations, mul 
titasking and parallel processing may be advantageous. 
What is claimed is: 

1. (canceled) 
2. A computer-implemented method comprising: 
receiving an utterance in which a user speaks one or more 

words that make up an initial portion of a voice 
command, pauses for longer than a pause duration that 
is associated by default with endpointing utterances, 
then completes the Voice command by speaking one or 
more additional words; and 

Submitting the Voice command that includes a transcrip 
tion of the one or more words that make up the initial 
portion of the Voice command and the one or more 
additional words. 

3. The method of claim 2, wherein submitting the voice 
command that includes a transcription of the one or more 
words that make up the initial portion of the Voice command 
and the one or more additional words occurs without sub 
mitting a voice command that includes the transcription of 
the one or more words that make up the initial portion 
without the one or more additional words. 

4. The method of claim 2, wherein submitting the voice 
command that includes a transcription of the one or more 
words that make up the initial portion of the Voice command 
and the one or more additional words occurs without sub 
mitting a voice command that includes only the transcription 
of the one or more words that make up the initial portion. 

5. The method of claim 2, comprising: 
after the user pauses for longer than the pause duration 

that is associated by default with endpointing utter 
ances and before the user completes the Voice com 
mand by speaking the one or more additional words, 
updating a user interface to include a transcription of 
only the one or more words that make up the initial 
portion of the Voice command. 

6. The method of claim 2, comprising: 
updating a user interface to include the transcription of the 

one or more words that make up the initial portion of 
the Voice command and the one or more additional 
words, 

wherein the user interface is updated after the voice 
command is completed in response to an indication that 
the one or more words that make up the initial portion 
of the Voice command do not likely correspond to an 
expected speech recognition result that is based on 
context data, the context data indicating one or more 
expected speech recognition results. 

7. The method of claim 2, wherein the one or more words 
that make up the initial portion of the voice command 
correspond to a likely incomplete Voice command. 

8. The method of claim 6, wherein the context data 
corresponds to data stored in or displayed on a client device 
associated with the user. 
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9. A system comprising: 
one or more processors; and 
one or more storage devices storing instructions that are 

operable, when executed by the one or more proces 
Sors, to cause the one or more processors to perform 
operations comprising: 
receiving an utterance in which a user speaks one or 
more words that make up an initial portion of a voice 
command, pauses for longer than a pause duration 
that is associated by default with endpointing utter 
ances, then completes the Voice command by speak 
ing one or more additional words; and 

Submitting the Voice command that includes a tran 
Scription of the one or more words that make up the 
initial portion of the Voice command and the one or 
more additional words. 

10. The system of claim 9, wherein submitting the voice 
command that includes a transcription of the one or more 
words that make up the initial portion of the Voice command 
and the one or more additional words occurs without sub 
mitting a voice command that includes the transcription of 
the one or more words that make up the initial portion 
without the one or more additional words. 

11. The system of claim 9, wherein submitting the voice 
command that includes a transcription of the one or more 
words that make up the initial portion of the Voice command 
and the one or more additional words occurs without sub 
mitting a Voice command that includes only the transcription 
of the one or more words that make up the initial portion. 

12. The system of claim 9, the operations comprising: 
after the user pauses for longer than the pause duration 

that is associated by default with endpointing utter 
ances and before the user completes the Voice com 
mand by speaking the one or more additional words, 
updating a user interface to include a transcription of 
only the one or more words that make up the initial 
portion of the Voice command. 

13. The system of claim 9, the operations comprising: 
updating a user interface to include the transcription of the 

one or more words that make up the initial portion of 
the Voice command and the one or more additional 
words, 

wherein the user interface is updated after the voice 
command is completed in response to an indication that 
the one or more words that make up the initial portion 
of the Voice command do not likely correspond to an 
expected speech recognition result that is based on 
context data, the context data indicating one or more 
expected speech recognition results. 

14. The system of claim 9, wherein the one or more words 
that make up the initial portion of the voice command 
correspond to a likely incomplete voice command. 

15. The system of claim 9, the operations comprising 
turning off an audio input device into which the utterance 
was made. 
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16. The method of claim 14, wherein the context data 
corresponds to data stored in or displayed on a client device 
associated with the user. 

17. A non-transitory, computer-readable medium storing 
instructions executable by one or more processors which, 
upon Such execution, cause the one or more processors to 
perform operations comprising: 

receiving an utterance in which a user speaks one or more 
words that make up an initial portion of a voice 
command, pauses for longer than a pause duration that 
is associated by default with endpointing utterances, 
then completes the Voice command by speaking one or 
more additional words; and 

Submitting the Voice command that includes a transcrip 
tion of the one or more words that make up the initial 
portion of the Voice command and the one or more 
additional words. 

18. The computer-readable medium of claim 17, wherein 
Submitting the Voice command that includes a transcription 
of the one or more words that make up the initial portion of 
the Voice command and the one or more additional words 
occurs without Submitting a voice command that includes 
the transcription of the one or more words that make up the 
initial portion without the one or more additional words. 

19. The computer-readable medium of claim 17, wherein 
Submitting the Voice command that includes a transcription 
of the one or more words that make up the initial portion of 
the Voice command and the one or more additional words 
occurs without Submitting a Voice command that includes 
only the transcription of the one or more words that make up 
the initial portion. 

20. The computer-readable medium of claim 17, the 
operations comprising: 

after the user pauses for longer than the pause duration 
that is associated by default with endpointing utter 
ances and before the user completes the Voice com 
mand by speaking the one or more additional words, 
updating a user interface to include a transcription of 
only the one or more words that make up the initial 
portion of the Voice command. 

21. The computer-readable medium of claim 17, the 
operations comprising: 

updating a user interface to include the transcription of the 
one or more words that make up the initial portion of 
the Voice command and the one or more additional 
words, 

wherein the user interface is updated after the voice 
command is completed in response to an indication that 
the one or more words that make up the initial portion 
of the Voice command do not likely correspond to an 
expected speech recognition result that is based on 
context data, the context data indicating one or more 
expected speech recognition results. 
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