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( 57 ) ABSTRACT 
An imaging apparatus for capturing stabilized digital video , 
includes a user interface for displaying a preview of the field 
of view of the imaging apparatus and to receive user input , 
an image sensor for capturing digital video data for a video , 
a lens comprising one or more lens elements , wherein the 
one or more lens elements include at least one movable lens 
element that is movable relative to the imaging apparatus , 
and a video image processor to receive the video data and 
the motion data . The processor calculates shift amounts for 
the sequence of images based at least in part on the motion 
data generated by the motion sensors , modifies the sequence 
of images using the calculated shift amounts , combines the 
modified sequence of images to obtain a stabilized video . A 
memory connected to the video image processor stores the 
stabilized video . 
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METHOD AND APPARATUS FOR 
CAPTURING STABILIZED VIDEO IN AN 

IMAGING DEVICE 
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APPLICATIONS 

[ 0001 ] This application is a continuation of U.S. patent 
application Ser . No. 16 / 233,914 filed Dec. 27 , 2018 , which 
is a continuation of U.S. patent application Ser . No. 15/714 , 
558 filed Sep. 25 , 2017 , which issued as U.S. Pat . No. 
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[ 0005 ] There are currently many image processing tech 
niques that are used to improve the quality , or " correctness , " 
of a photograph . These techniques are applied to the image 
either at the time it is captured by a camera , or later when 
it is post - processed . This is true for both traditional " hard 
copy ” photographs that are chemically recorded on film , and 
for digital photographs that are captured as digital data , for 
example using a charged couple device ( CCD ) or a CMOS 
sensor . Also , hardcopy photographs can be scanned and 
converted into digital data , and are thereby able to benefit 
from the same digital signal processing techniques as digital 
photographs . 
[ 0006 ] Commonly used post - processing techniques for 
digitally correcting blurred images typically involve tech 
niques that seek to increase the sharpness or contrast of the 
image . This can give the mistaken impression that the blur 
is remedied . However , in reality , this process causes loss of 
data from the original image , and also alters the nature of the 
photograph . Thus , current techniques for increasing the 
sharpness of an image do not really “ correct ” the blur that 
results from relative motion between a camera and a subject 
being photographed . In fact , the data loss from increasing 
the sharpness can result in a less accurate image than the 
original . Therefore , a different method that actually corrects 
the blur is desirable . 
[ 0007 ] In the prior art , electro - mechanical devices for 
correcting image blur due to camera motion are built into 
some high quality lenses , variously called “ image stabiliza 
tion ” , “ vibration reduction " , or similar names by camera / 
lens manufacturers . These devices seek to compensate for 
the camera / lens movement by moving one or more of the 
lens elements ; hence countering the effect of the motion . 
Adding such a device to a lens typically makes the lens 
much more expensive , heavier and less sturdy , and can also 
compromise image quality . 
[ 0008 ] Accordingly , it is desirable to have a technique that 
corrects for distortion in photographs without adding exces 
sively to the price , robustness or weight of a camera or other 
imaging device , or adversely affecting image quality . 

FIELD OF INVENTION 

[ 0002 ] The present invention generally relates to digital 
image processing . More specifically , this invention relates to 
processing of digitized image data in order to correct for 
image distortion caused by relative motion between the 
imaging device and the subject at the time of image capture , 
or by optical distortion from other sources . 

BACKGROUND SUMMARY 

[ 0003 ] When capturing images , as with a camera , it is 
desirable to capture images without unwanted distortion . In 
general , sources of unwanted distortion can be characterized 
as equipment errors and user errors . Examples of common 
equipment errors include inadequate or flawed optical equip 
ment , and undesirable characteristics of the film or other 
recording media . Using equipment and media of a quality 
that is suitable for a particular photograph can help mitigate 
the problems associated with the equipment and the record 
ing medium , but in spite of this , image distortion due to 
equipment errors can still appear . 
[ 0004 ] Another source of image distortion is user error . 
Examples of common user errors include poor image pro 
cessing , and relative motion between the imaging device and 
the subject of the image . For example , one common problem 
that significantly degrades the quality of a photograph is the 
blur that results from camera movement ( i.e. shaking ) at the 
time the photograph is taken . This can be difficult to avoid , 
especially when a slow shutter speed is used , such as in low 
light conditions , or when a large depth of field is needed and 
the lens aperture is small . Similarly , if the subject being 
photographed is moving , use of a slow shutter speed can also 
result in image blur . 

[ 0009 ] The present invention processes image data in 
order to correct an image for distortion caused by imager 
movement or by movement of the subject being imaged . In 
another embodiment , the present invention can prevent 
image distortion due to motion of the imaging device or 
subject at relatively slow shutter speeds , resulting in a 
substantially undistorted image . 
[ 0010 ] In another embodiment , the present invention mea 
sures relative motion between the imaging device and the 
subject by using sensors that detect the motion . When an 
image is initially captured , the effect of relative motion 
between the imaging device and the subject is that it 
transforms the “ true image ” into a blurred image , according 
to a 2 - dimensional transfer function defined by the motion . 
The invention determines a transfer function that represents 
the motion and corrects the blur . 
[ 0011 ] In yet another embodiment , the transfer function is 
estimated using blind detection techniques . The transfer 
function is then inverted , and the inverted function is imple 
mented in an image correcting filter that essentially reverses 
the blurring effect of the motion on the image . The image is 
processed through the filter , wherein blur due to the motion 
is reversed , and the true image is recovered . 
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[ 0012 ] In yet another embodiment , the invention uses the 
transfer function to combine consecutive images taken at a 
fast shutter speed to avoid blur due to motion between 
camera and subject that could result from using a slow 
shutter speed . In still another embodiment , the image sensor 
is moved to counter camera motion while the image is being 
captured . 

BRIEF DESCRIPTION OF THE DRAWINGS 

[ 0013 ] FIG . 1 is a portion of memory having memory 
locations wherein elements of a recorded image are stored . 
[ 0014 ] FIG . 2 is a portion of memory having memory 
locations wherein elements of a deconvolution filter are 
stored . 
[ 0015 ] FIG . 3 is a portion of memory having memory 
locations wherein the recorded image is stored for calculat 
ing the next value of a corrected image . 
[ 0016 ] FIG . 4 is a functional block diagram of a system for 
correcting an image for distortion using a transfer function 
representing the distortion , wherein the transfer function is 
derived from measurements of the motion that caused the 
distortion . 
[ 0017 ] FIG . 5 is a functional block diagram of a system for 
correcting an image for distortion using a transfer function 
representing the distortion , wherein the transfer function is 
derived using blind estimation techniques . 
[ 0018 ] FIG . 6 shows a unit for iterative calculation of the 
corrective filter coefficients and estimation of the correct 
image data . 
[ 0019 ] FIG . 7 illustrates support regions of an image 
r ( n , m ) and of a transfer function h ( n , m ) , and the transfer 
function h ( n , m ) being applied to different parts of the image 
r ( n , m ) . 
[ 0020 ] FIG . 8 shows a unit for blind deconvolution to 
calculate the correct image data . 
[ 0021 ] FIG . 9 is an image of an object being captured on 
an image sensor wherein pixel values represent points of the 
image . 
[ 0022 ] FIG . 10 illustrates the effect of moving an imager 
while capturing an image , resulting in multiple copies of the 
image being recorded over each other , causing blur . 
[ 0023 ] FIG . 11 illustrates combining images taken at fast 
shutter speeds to result in the equivalent of a final image 
taken at a slower shutter speed , but with reduced blur . 
[ 0024 ] FIG . 12 illustrates image blur correction where an 
image sensor is moved to compensate for imager movement . 
[ 0025 ] FIG . 13 is an example of an image distorted by 
movement of the imager when the image was captured . 
[ 0026 ] FIG . 14 is represents the image of FIG . 13 cor 
rected according to the present invention . 

Additionally , although reference is made throughout the 
specification to a camera as the exemplary imaging device , 
the present invention is not limited to such a device . As 
aforementioned , the teachings of the present invention may 
be applied to any type of imaging device , as well as image 
post - processing techniques . 
[ 0028 ] Capturing and recording a photograph , for example 
by a camera , involves gathering the light reflected or ema 
nating from a subject , passing it through an optical system , 
such as a series of lenses , and directing it onto a light 
sensitive recording medium . A typical recording medium in 
traditional analog photography is a film that is coated with 
light sensitive material . During processing of the exposed 
film , the image is fixed and recorded . In digital cameras , the 
recording medium is typically a dense arrangement of light 
sensors , such as a Charge - Coupled Device ( CCD ) or a 
CMOS sensor . 
[ 0029 ] The recording medium continuously captures the 
impression of the light that falls upon it as long as the camera 
shutter is open . Therefore , if the camera and the subject are 
moving with respect to each other ( such as in the case when 
the user is unsteady and is shaking the camera , or when the 
subject is moving ) , the recorded image becomes blurred . To 
reduce this effect , a fast shutter speed can be used , thereby 
reducing the amount of motion occurring while the shutter 
is open . However , this reduces the amount of light from the 
subject captured on the recording medium , which can 
adversely affect image quality . In addition , increasing the 
shutter speed beyond a certain point is not always practical . 
Therefore , undesired motion blur occurs in many pictures 
taken by both amateur and professional photographers . 
[ 0030 ] The nature of the blur is that the light reflected from 
a reference point on the subject does not fall on a single point 
on the recording medium , but rather it ‘ travels ' across the 
recording medium . Thus a spread - out , or smudged , repre 
sentation of the reference point is recorded . 
[ 0031 ] Generally , all points of the subject move together , 
and the optics of the camera and the recording medium also 
move together . For example , in the case of a photograph of 
a moving car , wherein an image of the car is blurred due to 
uniform motion of all parts of the car . In other words , the 
image falling on the recording medium ' travels ' uniformly 
across the recording medium , and all points of the subject 
blur in the same manner . 
[ 0032 ] The nature of the blur resulting from uniform 
relative motion can be expressed mathematically . In a 2 - di 
mensional space with discrete coordinate indices ‘ n ’ and 
‘ in ’ , the undistorted image of the subject can be represented 
by s ( n , m ) , and a transfer function h ( n , m ) can be used to 
represent the blur . Note that h ( n , m ) describes the way the 
image ' travels ' on the recording medium while it is captured . 
The resulting image that is recorded , r ( n , m ) , is given by : 

von , m ) = son , m ) ** hon , m ) ; Equation ( 1 ) 

where ** represents 2 - dimensional convolution . The math 
ematical operation of convolution is well known to those 
skilled in the art and describes the operation : 

DETAILED DESCRIPTION OF THE 
PREFERRED EMBODIMENTS 

[ 0027 ] The present invention will be described with ref 
erence to the figures wherein like numerals represent like 
elements throughout . Although the invention is explained 
hereinafter as a method of correcting for image distortion 
due to the shaking of a camera when a picture is taken , 
similar distortions can also be caused by other types of 
imaging equipment and by imperfections in photo process 
ing equipment , movement of the subject being photo 
graphed , and other sources . The present invention can be 
applied to correct for these types of distortions as well . 

Equation ( 2 ) 
rín , m ) = Ehli , js ( n – i , m – j ) . 

i = - j = 
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[ 0033 ] In the sum operations in Equation ( 2 ) , the summa 
tion limits are infinite . In practice , the summations are not 
infinite , since the support region of the transfer function is 
finite . In other words , the region where the function is 
non - zero is limited by the time the camera shutter is open 
and the amount of motion . Therefore , the summation is 
calculated for only the indices of the transfer function where 
the function itself is non - zero , for example , from i = -N ... 
N and j = -M ... M. 
[ 0034 ] If the transfer function h ( n , m ) is known , or its 
estimate is available , the blur that it represents can be 
“ undone ” or compensated for in a processor or in a computer 
program , and a corrected image can be obtained , as follows . 
Represent the " reverse ” of the transfer function h ( n , m ) as 
h- ( n , m ) such that : 

hin , m ) ** h - ' ( n , m ) = 8 ( n , m ) ; Equation ( 3 ) 

where 8 ( n , m ) is the 2 - dimensional Dirac delta function , 
which is : 

[ 0038 ] One embodiment of the present invention includes 
one or more motion sensors , attached to or included within 
the imager body , the lens , or otherwise configured to sense 
any motion of the imager while an image is being captured , 
and to record this information . Such sensors are currently 
commercially available which are able to capture movement 
in a single dimension , and progress is being made to 
improve their accuracy , cost , and characteristics . To capture 
motion in two dimensions , two sensors may be used , each 
capable of detecting motion in a single direction . Alterna 
tively , a sensor able to detect motion in more than one 
dimension can be used . 
[ 0039 ] The convolution in Equation ( 5 ) can be performed 
using memory elements , by performing an element - by 
element multiplication and summation over the support 
region of the transfer function . The recorded image is stored , 
at least temporarily , in memory elements forming a matrix 
of values such as shown in FIG . 1. Similarly , the deconvo 
lution filter w ( n , m ) is stored in another memory location as 
shown in FIG . 2. The deconvolution operation is then 
performed by multiplying the values in the appropriate 
memory locations on an element - by - element basis , such as 
multiplying r ( n , m ) and w ( 0,0 ) ; r ( n - 1 , m ) and w ( 1,0 ) , and so 
on , and summing them all up . 
[ 0040 ] Element - by - element multiplication and summing 
results in the convolution : 

1 if n = m = 0 Equation ( 4 ) 
Sin , m ) = 

O otherwise 

[ 0035 ] The delta function has the property that when 
convolved with another function , it does not change the 
nature of that function . Therefore , once h ( n , m ) and hence 
h- ( n , m ) are known , an image r ( n , m ) can be put through a 
correcting filter , called a " deconvolution filter ” , which 
implements the inverse transfer function w ( n , m ) = h - ' ( n , m ) 
and undoes the effect of blur . Then : 

Equation ( 7 ) 
yan , m ) = ?? wli , j ) rín – i , m – j ) . i = -N j = -M 

rin , m ) wan , m ) = r ( n , m ) ** h'n , m ) Equation ( 5 ) 

** = sín , m ) hin , m ) ** h - ' ( n , m ) 
= sín , m ) ( n , m ) 

= sín , m ) ; 

and the correct image data s ( n , m ) is recovered . 
[ 0036 ] The deconvolution filter in this example is such 
that : 

NM 1 if n = m = 0 Equation ( 6 ) 
Ewli , j ) h ( n – i , m – j ) = = { 0 otherwise i = -N j = -M 

To calculate the next element , y ( n + 1 , m ) for example , the 
deconvolution filter w ( n , m ) multiplies the shifted memory 
locations , such as shown in FIG . 3 , followed by the sum 
mation . Note that the memory locations do not need to be 
shifted in practice ; rather , the pointers indicating the 
memory locations would move . In FIG . 1 and FIG . 3 
portions of r ( n , m ) are shown that would be included in the 
element - by - element multiplication and summation , and this 
portion is the same size as w ( n , m ) . However , it should be 
understood that r ( n , m ) , that is the whole image , is typically 
much larger than the support region of w ( n , m ) . To determine 
value of the convolution for different points , an appropriate 
portion of r?n , m ) would be included in the calculations . 
[ 0041 ] The filter defined by Equation ( 5 ) is ideal in the 
sense that it reconstructs the corrected image from the 
blurred image with no data loss . A first embodiment calcu 
lates the inverse of h ( n , m ) where h ( n , m ) is known . As 
explained above , by making use of motion detecting 
devices , such as accelerometers , the motion of the imager 
( such as a camera and / or the associated lens ) can be recorded 
while the picture is being captured , and the motion defines 
the transfer function describing this motion . 
[ 0042 ] A functional block diagram of this embodiment in 
accordance with the present invention is illustrated in FIG . 
4 , wherein a method 40 for correcting image distortion is 
shown . An image r ( n , m ) from camera optics is captured by 
an imager ( step 41 ) and recorded in memory ( step 42 ) . 
Simultaneously , motion sensors detect and record camera 
motion ( step 43 ) that occurs while the shutter of the camera 
is open . The transfer function representing the motion h ( n , 
m ) is derived ( step 44 ) , and the inverse transfer function 
h - ( n , m ) is determined ( step 46 ) . The inverse transfer func 

Because of the property that the deconvolution operation 
forces the output of the convolution to be zero for all but one 
index , this method is called the " zero - forcing algorithm ” . 
The zero - forcing algorithm itself is but one method that can 
be used , but there are others possible also , such as the least 
mean - square algorithm described in more detail below . 
[ 0037 ] In order to define a deconvolution filter , the transfer 
function h?n , m ) representing the relative motion between the 
imager and the subject must be derived from measuring the 
motion , or alternatively by using blind estimation tech 
niques . The inverse function h- ( n , m ) must then be calcu 
lated and incorporated in a filter to recover a corrected image 
s ( n , m ) . It is possible to determine h ( n , m ) using sensors that 
detect motion , and record it at the time the image is captured . 
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tion is applied in a corrective filter ( step 48 ) to the image , 
which outputs a corrected image s ( n , m ) ( step 49 ) . 
[ 0043 ] In this and other embodiments that make use of 
motion sensors to represent the imager's movement , deri 
vation of the transfer function from motion information ( step 
44 ) takes into account the configuration of the imager and 
the lens also . For an imager that is a digital camera , for 
example , the focal length of the lens factors into the way the 
motion of the imager affects the final image . Therefore the 
configuration of the imager is part of the derivation of 
h ( n , m ) . This is important especially for imagers with vary 
ing configurations , such as digital cameras with interchange 
able lenses . 
[ 0044 ] In this first embodiment of the invention , an itera 
tive procedure is used to compute the inverse transfer 
function from h ( n , m ) . The approximate inverse transfer 
function at iteration k is denoted as Ônix- ( n , m ) . At this 
iteration , output of the deconvolution filter is : 

[ 0051 ] These steps are repeated until the estimation error 
becomes small enough to be acceptable ; which value can be 
predetermined or may be set by a user . As the iterative 
algorithm converges , the estimated inverse transfer function 
approaches the correct inverse transfer function h- ( n , m ) . 
The inverse transfer function coefficients are the coefficients 
of the deconvolution filter , and the estimate ? ( n , m ) con 
verges to s ( n , m ) , the correct image , at the same time . 
[ 0052 ] This process can be repeated for the entire image , 
but it is less complex , and therefore preferable , to find the 
inverse filter first over a single transfer function support 
region , then apply it to the entire image r ( n , m ) . 
[ 0053 ] While the above Steps 1-3 are being repeated , a 
different portion of the recorded image r?n , m ) can be used in 
each iteration . As in FIG . 7 , it should be noted that the 
recorded image r?n , m ) typically has a much larger support 
region than the transfer function h ( n , m ) that represents the 
camera motion . Therefore , the above steps are preferably 
performed over a support region of h ( n , m ) , and not over the 
entire image r?n , m ) , for each iteration . 
[ 0054 ] Although the present invention has been explained 
with reference to the LMS algorithm , this is by way of 
example and not by way of limitation . It should be clear to 
those skilled in the art that there are other iterative algo 
rithms beside the LMS algorithm that can be used to achieve 
acceptable results , and also that there are equivalent fre 

1-1 
** Equation ( 8 ) rín , m ) yk ( n , m ) = h ( n , m ) 
( i , jurín – i , m – j ) . 

[ 0045 ] The filter output can be written as the sum of the 
ideal term and the estimation noise as : 

y ( Pn , m ) = k ' n , m ) ** rún , m ) + f ( rn , m ) – 1 ' n , m ) ** ra , m ) Equation ( 9 ) 

= s ( n , m ) + vkin , m ) ; 

quency domain derivations of these algorithms . For 
example , it is possible to write Equation ( 1 ) in frequency 
domain as : 

R ( W1,02 ) = S ( W1,02 ) H ( 01,02 ) ; Equation ( 11 ) 

where R ( 0102 ) , S ( W1,02 ) , and H61,02 ) are the frequency 
domain representations ( Fourier Transforms ) of the captured 
image , the correct image , and the transfer function , respec 
tively , and therefore : 

Equation ( 12 ) 
S ( W1 , W2 ) 

R ( W1 , W2 ) 
H ( W1 , W2 ) 

where v ( n , m ) is the estimation noise which is desirable to 
eliminate . An initial estimate of the correct image can be 
written as : 

$ { { n , m ) = hx - ' ( n , m ) ** r ( n , m ) . Equation ( 10 ) 

[ 0046 ] However , this estimate can in general be iteratively 
improved . There are a number of currently known tech 
niques described in estimation theory to achieve this . A 
preferable option is the Least Mean - Square ( LMS ) algo 
rithm . A block diagram of a calculation unit 60 which 
implements this method is shown in FIG . 6 . 
[ 0047 ] As an initial state , ? - 4 . ( n , m ) is set to equal ur ( n , m ) . 
Then , the following steps are iteratively repeated : 
[ 0048 ] Step 1 , an estimate of the correct image is calcu 
lated in a first 2 - dimensional finite impulse response ( 2D 
FIR ) filter 62 : 

$ x ( n , m ) = hx - ' ( n , m ) ** r ( n , m ) . 
[ 0049 ] Step 2 , a received signal based on the estimated 
correct image is calculated in a second 2D FIR filter 64 : 

? ( n?m ) = S ( n , m ) * * h ( a , m ) ; 

and the estimation error is calculated using an adder 66 : 
en , m ) = ( a , m ) -? ( n?m ) . 

[ 0050 ] Step 3 , the inverse transfer function coefficients are 
then updated in the LMS algorithm unit 68 : 

31- ( nm ) = ht = " ( . m ) + urín , me ( nm ) ; 
where u is the step - size parameter . 

[ 0055 ] To obtain sín , m ) one would calculate S ( W1,02 ) as 
above and take the Inverse Fourier Transform , which should 
be known to those skilled in the art . However , this method 
does not always lead to well behaved solutions , especially 
when numerical precision is limited . 
[ 0056 ] In a second embodiment of the present invention , 
h ( n , m ) is not known . This second embodiment uses so 
called blind deconvolution , whereby the transfer function 
h ( n , m ) is estimated using signal processing techniques . A 
functional block diagram of this embodiment is illustrated in 
FIG . 5 , wherein a method 50 for correcting image distortion 
according to this embodiment is shown . An image r?n , m ) 
from the optics from a camera is captured ( step 51 ) and 
recorded in memory ( step 52 ) . Unlike the first embodiment , 
there are no motion sensors to detect and record camera 
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motion that occurs while the shutter of the camera is open . 
Instead , the transfer function representing the motion h ( n , m ) 
is derived using blind estimation techniques ( step 54 ) , and 
the inverse transfer function h - ' ( n , m ) is determined ( step 
56 ) . The inverse transfer function is applied in a corrective 
filter to the image ( step 58 ) , which outputs a corrected image 
sín , m ) ( step 59 ) . 
[ 0057 ] Blind equalization techniques are used to obtain the 
deconvolution filter coefficients . This is also an iterative 
LMS algorithm , similar to that used in the first embodiment . 
In this second embodiment , an iterative procedure is also 
used to compute an approximate deconvolution filter , and 
the approximation is improved at each iteration until it 
substantially converges to the ideal solution . As aforemen 
tioned with respect to the first embodiment , the level of 
convergence may be predetermined or may be set by a user . 
The approximate deconvolution filter is denoted at iteration 
k as W ( n , m ) . At this iteration , the output of the deconvo 
lution filter is : 

is well known to those of skill in the art , it will not be 
described in detail hereinafter . 
[ 0065 ] There are known blind detection algorithms for 
calculating s ( n , m ) by looking at higher order statistics of the 
image data r ( n , m ) . A group of algorithms under this category 
are called Bussgang algorithms . There are also variations 
called Sato algorithms , and Godard algorithms . Another 
class of blind estimation algorithms use spectral properties 
( polyspectra ) of the image data to deduce information about 
h ( n , m ) . Any appropriate blind estimation algorithm can be 
used to determine h ( n , m ) , and to construct a correcting filter . 
[ 0066 ] The first two embodiments of the present invention 
described hereinbefore correct blur in an image based on 
determining a transfer function that represents the motion of 
an imager while an image is being captured , and then 
correcting for the blur by making use of the “ inverse " 
transfer function . One method determines the transfer func 
tion at the time the photograph is being captured by using 
devices that can detect camera motion directly . The other 
method generates a transfer function after the image is 
captured by using blind estimation techniques . Both meth 
ods then post - process the digital image to correct for blur . In 
both cases , the captured image is originally blurred by 
motion , and the blur is then removed . 
[ 0067 ] In accordance with a third embodiment of the 
present invention the blurring of an image is prevented as 
it's being captured , as described below . When an imager is 

Ykin , m ) = ûk ( n , m ) ** rin , m ) Equation ( 13 ) 

= x ( i , j ) / ( n – i , m – j ) ; 

[ 0058 ] The filter output can be written as the sum of the 
ideal term and the estimation noise as : 

Yk ( n , m ) = win , m ) ** r ( n , m ) + [ ûk ( n , m ) - win , m ) ] ** r ( n , m ) Equation ( 14 ) 

son , m ) + Vkín , m ) ; 

where vín , m ) is the estimation noise , which is desirable to 
eliminate . An initial estimate of the correct image can be 
written as : 

Sz ( n , m ) = wzín , m ) ** r ( n , m ) . Equation ( 15 ) 

[ 0059 ] However , this estimate can be iteratively improved . 
There are a number of currently known techniques described 
in estimation theory to achieve this . A preferable option is 
the LMS algorithm . A block diagram of a calculation unit 80 
which implements this method is shown in FIG . 8 . 
[ 0060 ] As an initial state , ? -- . ( n , m ) is set equal to ur ( n , m ) . 
Then , the following steps are iteratively repeated : 
[ 0061 ] Step 1 , an estimate of the correct image is calcu 
lated in a first 2D FIR filter 82 : 

$ z ( n , m ) = hx - ' ( , m ) ** r ( n , m ) . 
[ 0062 ] Step 2 , a received signal based on the estimated 
correct image is calculated in a non - linear estimator 84 : 

Pz ( n , m ) = g ( $ :( n , m ) ) ; 
and the estimation error is calculated using an adder 86 : 

ez ( n , m ) = n ( n , m ) -iz ( n , m ) . 
[ 0063 ] Step 3 , the inverse transfer function coefficients are 
then updated in the LMS algorithm unit 88 : 

?x + 1 - ' ( n , m ) = hx ' ( n , m ) + urín , m ) ez ( n , m ) , 
where u is the step - size parameter . 
[ 0064 ] The function g ( . ) calculated in step 2 is a non - linear 
function chosen to yield a Bayes estimate of the image data . 
Since this function is not central to the present invention and 

moved while an image is being captured , multiple copies of 
the same image are , in effect , recorded over each other . For 
example , when an image is captured digitally it is repre 
sented as pixel values in the sensor points of the image 
sensor . This is pictorially represented in FIG . 9 , in which the 
imager ( for example , a camera and its associated lens ) are 
not shown in order to simplify the depiction . 
[ 0068 ] If the imager is shaken or moved while the image 
is being captured , the situation is equivalent to copies of the 
same image being captured multiple times in an overlapping 
fashion with an offset . The result is a blurred image . This is 
particularly true if the shutter speed is relatively slow 
compared to the motion of the camera . This is graphically 
illustrated in FIG . 10 . 
[ 0069 ] When the shutter speed is sufficiently fast com 
pared to the motion of the imager , blur does not occur or is 
very limited because the displacement of the imager is not 
large enough to cause the light reflected from a point on the 
image to fall onto more than one point on the image sensor . 
This third embodiment of the invention takes advantage of 
the ability of an imager to record multiple images using fast 
shutter speeds . When an image is being captured using a 
setting of a relatively slow shutter speed , the imager actually 
operates at a higher shutter speed ( for instance at the fastest 
shutter speed at which the imager is designed to operate ) , 
and captures multiple images “ back to back . ” For example , 
if the photograph is being taken with a shutter speed setting 
of 1/125 sec and the fastest shutter speed of the camera is 1/1000 
sec , the camera actually captures 8 consecutive images , each 
taken with a shutter speed setting of 1/1000 sec . Then , the 
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camera combines the images into a single image by aligning 
them such that each pixel corresponding to the same image 
point in each image is combined pixel - by - pixel into one 
pixel value by adding pixel values , averaging them , or using 
any other appropriate operation to combine them . The 
multiple images can all be stored and aligned once all of 
them are captured , or alternatively , each image can be 
aligned and combined with the first image in “ real time ” 
without the need to store all images individually . The blur of 
the resulting image is substantially reduced , as depicted in 
FIG . 11 . 
[ 0070 ] The quality of an image can be measured in terms 
of signal - to - noise power ratio ( SNR ) . When a fast shutter 
speed is used , the SNR of the image is degraded because the 
image sensor operates less effectively when the amount of 
light falling on it is reduced . However , since multiple images 
are being added , this degradation is overcome . Indeed , 
SNR improvement can be expected using this embodiment , 
because the image data is being added coherently while the 
noise is being added non - coherently . This phenomenon is 
the basis for such concepts as maximal ratio combining 
( MRC ) . 
[ 0071 ] To determine how to align the pixel values , a 
device that can detect motion , such as an accelerometer or 
other motion sensor , is attached to or incorporated within the 
imager , and it records the motion of the imager while the 
photograph is being taken . The detected motion indicates 
how much the imager moved while each of the series of 
images was captured , each image having been captured 
back - to - back with a high shutter speed as explained in the 
example above . The imager moves each of the images in the 
series by an amount which is preferably measured in pixels , 
in the direction opposite the motion of the imager that 
occurred during the interval between the capture of the first 
image and each respective image in the series . Thus , the shift 
of each image is compensated for , and the correct pixels are 
aligned in each of the images . This is illustrated in FIG . 11 . 
The combined image will not be blurred since there is no 
spilling of image points into more than one pixel in the 
combined final image . 
[ 0072 ] As an alternative to the third embodiment , the 
reference point for aligning the higher speed images is not 
the imager location , but the subject itself . In other words , 
higher shutter speed images can be aligned and combined 
such that a designated subject in a field of view is clear and 
sharp whereas other parts of the image may be blurred . For 
example , a moving subject such as a car in motion can be the 
designated subject . If high shutter speed images are com 
bined such that the points of the image of the moving car are 
aligned , the image of the car will be clear and sharp , while 
the background is blurred . As a way to align a designated 
subject , such as the car in this example , pattern recognition 
and segmentation algorithms may be used that are well 
known to those skilled in the art , and defined in current 
literature . Alternatively , a tracking signal that is transmitted 
from the subject can be used to convey its position . Alter 
natively , the user can indicate , such as by an indicator in a 
viewfinder , which object in the field of view is the desig 
nated subject to be kept blur - free . 
[ 0073 ] A fourth embodiment of the invention compensates 
for movement of the imager or the subject by adjusting the 
position of the image sensor during image capture , accord 
ing to the inverse of the transfer function describing the 
imager or subject motion , or both . This embodiment is 

illustrated in FIG . 12. This embodiment is preferably used in 
digital cameras wherein the image sensor 108 is a relatively 
small component and can be moved independently of the 
camera , but can also be used with film . Accordingly , this 
embodiment makes use of motion sensors , and detects the 
movement of the camera and / or the subject while the image 
is being captured . The signals from the motion sensors are 
used to control devices that adjust the position of the image 
sensor . In FIG . 12 , horizontal motion sensor 102 and vertical 
motion sensor 104 measure movement of the camera while 
its shutter ( not shown ) is open and an image is being 
captured . The motion information is conveyed to a controller 
106 , which determines and sends signals to devices 110a , 
1106 , 110c , and 110d , which adjust the position of the image 
sensor 108. The control mechanism is such that the devices 
110a - d , for example electromagnets or servos , move the 
image sensor 108 in the opposite direction of the camera 
motion to prevent motion blur . Additional sensors ( not 
shown ) can be used to detect motion of the subject , and the 
control mechanism configured to correct for that motion as 
well . 
[ 0074 ] FIG . 13 shows an example of a photographic image 
that is blurred due to user movement of the imager while 
taking the picture . FIG . 14 shows the same image , corrected 
according to the present invention . The invention substan 
tially recovers the correct image from the blurred image . 
[ 0075 ] Those skilled in the art will recognize that all 
embodiments of the invention are applicable to digitized 
images which are blurred by uniform motion , regardless of 
the source of the image or the source of the motion blur . It 
is applicable to digital images blurred due to motion of the 
imager , of the subject , or both . In some cases , it is also 
applicable to images captured on film and then scanned into 
digital files . In the latter case , however , motion sensor 
information typically may not be available , and therefore 
only the blind estimation embodiment can be used . Also , 
where appropriate , the different embodiments of the inven 
tion can be combined . For example , the superposition 
embodiment can be used to avoid most blur , and the cor 
recting filter using blind estimation embodiment can then be 
applied to correct the combined image for any remaining 
blur . 
[ 0076 ] In describing the invention , no distinction has been 
made between an imager that captures images one at a time , 
such as a digital camera , and one that captures sequence of 
images , such as digital or analog video recorders . A digital 
video recorder or similar device operates substantially the 
same way as a digital camera , with the addition of video 
compression techniques to reduce the amount of image data 
being stored , and various filtering operations used to 
improve image quality . The invention is also applicable to 
digital and analog video capture and processing , being 
applied to each image in the sequence of images , and can be 
used in conjunction with compression and other filtering . 
[ 0077 ] The implementation of the apparatus that performs 
the restoration of the images to their correct form can be 
done as part of the imager capturing the image , or it can be 
done as a post - process . When done as part of the imager , the 
image correcting apparatus can be implemented in an inte 
grated circuit , or in software to run on a processor , or a 
combination of the two . When done as a post process , a 
preferred embodiment is that the image data is input into a 
post processing device such as a computer , and the blind 
estimation algorithm is performed by a computer program . 
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In this embodiment , the implementation could be a dedi 
cated computer program , or an add - on function to an exist 
ing computer program . 
[ 0078 ] Where a computer program performs the image 
restoration , a blind estimation algorithm can be executed by 
the program to calculate the estimated transfer function 
h ( n , m ) . Alternatively , motion information can be recorded 
by the camera at the time the image is captured , and can be 
downloaded into the program to be used as an input to 
calculate h ( n , m ) . In either case , the program then derives the 
correcting filter and applies the filter to correct the image . 
[ 0079 ] It should also be noted that if there are multiple 
blurred objects in an image , and the blur is caused by the 
objects moving in different directions , the image of each 
object will be blurred differently , each blurred object having 
a different transfer function describing its motion . The 
present invention can allow the user to individually select 
independently blurred parts of the image and individually 
correct only the selected parts , or alternatively , to correct a 
selected part of the image at the expense of the rest of the 
image , resulting in a blur - corrected subject and a blurred 
background . 
[ 0080 ] When increased accuracy is needed in obtaining 
h ( n , m ) , those skilled in the art will recognize that , in some 
cases , the motion information from sensors can be used to 
calculate h ( n , m ) , and an estimate of h n , m ) can also be 
calculated by blind estimation and the two transfer functions 
can be advantageously combined for more accurate results . 
[ 0081 ] There are other signal processing algorithms and 
digital filters which can be applied to digital images in order 
to improve their color saturation , reduce noise , adjust con 
trast and sharpness , etc. These can be incorporated as part of 
an imager , such as a digital camera , or as part of a post 
processing application , such as a photo editing software 

running on a computer . It should be clear to those skilled in 
the art that those techniques can be applied in addition to the 
distortion correction of this invention . 
What is claimed is : 
1. An imaging apparatus for capturing stabilized digital 

video , comprising : 
a user interface for displaying a preview of the field of 

view of the imaging apparatus and to receive user 
input ; 

an image sensor for capturing digital video data for a 
deo , wherein the video comprises a sequence of 

images ; 
one or more motion sensors for detecting motion of the 

apparatus during capturing of the video data and gen 
erating motion data representing the motion of the 
apparatus ; 

a lens comprising one or more lens elements , wherein the 
one or more lens elements include at least one movable 
lens element that is movable relative to the imaging 
apparatus ; 

a video image processor communicatively connected to 
the image sensor and the motion sensors to receive the 
video data and the motion data , the processor config 
ured to : 

calculate shift amounts for the sequence of images based 
at least in part on the motion data generated by the 
motion sensors ; 

modify the sequence of images using the calculated shift 
amounts ; and 

combine the modified sequence of images to obtain a 
stabilized video ; and 

a memory connected to the video image processor for 
storing the stabilized video . 


