A computing method and system is disclosed for analyzing interactions between a user and a customer support agent. Typical interactions include inquiries about a product or service, and a service call. When the user purchases a good or service, or successfully completes a service call, the customer converts, e.g., the sales pitch or service solution was successful. If the customer does not convert, then the interaction between user and agent is analyzed to determine why the user did not convert and whether the user should be categorized for potential retargeting.
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BACKGROUND OF THE INVENTION

TECHNICAL FIELD

The invention relates to tracking users in a sales environment. More particularly, the invention relates to tracking near conversions of prospective users during user engagements.

DESCRIPTION OF THE BACKGROUND ART

A user service representative or agent may interact with a user for any of a variety of reasons, including offering a product and/or services for sale, service query resolution, providing information, etc. During such interaction, the agent communicates with the user via such channels as chat, telephone, VoIP, and so on. In some such interactions, the agent may not able make a sale or provide a
resolution to user queries. Such situation is generally referred to as not being able to close out the transaction. This may be due to any of several reasons, such as the cost of the product being offered for sale, service terms under which the product is being made available, features of the product, availability of the product, and so on.

The data arising out of interactions between the agent and the user may yield valuable business intelligence. For example, such data may identify a significant point in the conversation between the agent and the user when the user was dropped, the level of interest of the user, the reason that the user was not closed, user demographic information, the product of interest to the user, and so on.

Currently, there is no way to analyze such interaction data, *e.g.* when the interaction did not result in closing out the transaction. Thus, it is not possible to predict whether a particular user had a high propensity of conversion, such that the user should be targeted again.

**SUMMARY OF THE INVENTION**

Embodiments of the invention analyze interactions between a user and a customer support agent. Typical interactions include inquiries about a product or service, and a service call. When the user purchases a good or service, or successfully completes a service call, the customer is deemed to have converted, *i.e.* the sales pitch or service solution was successful. If the customer does not convert, then the interaction between user and agent is analyzed to determine why the user did not convert, and to determine whether the user was a near convert who should be categorized for potential retargeting.
BRIEF DESCRIPTION OF THE DRAWINGS

Figure 1 is a block schematic diagram that shows an apparatus for tracking near conversions in user engagements according to the invention;

Figure 2 is a block schematic diagram that shows an analysis engine according to the invention;

Figure 3 is a chat screen showing a sample chat represented as a distribution of topics according to the invention;

Figure 4 is a block schematic diagram that shows the training of a topic model according to the invention;

Figure 5 is a block schematic diagram that shows the training of a logistic regression for sale prediction according to the invention;

Figure 6 is a block schematic diagram that shows the predicting of near-sale-converts based upon new text chats according to the invention;

Figure 7 is a flow diagram that shows a method for identifying a user as a near-converted user according to the invention; and

Figure 8 is a block schematic diagram that depicts a machine in the exemplary form of a computer system within which a set of instructions for causing the machine to perform any of the herein disclosed methodologies may be executed.

DETAILED DESCRIPTION OF THE INVENTION

Analysis of customer purchase behavior, a critical part of customer relationship management (CRM), continues to evolve. A primary objective of a service
support agent is to convert a user who is potentially interested in a good or service into a user who actually purchases the good or service, whether the good or service was offered by a customer support agent or found independently by the user.

Embodiments of the invention analyze interactions between a user and a customer support agent. Typical interactions include inquiries about a product or service, and a service call. When the user purchases a good or service, or successfully completes a service call, the customer is said to have converted, i.e. the sales pitch or service solution was successful. If the customer does not convert, then the interaction between user and agent is analyzed to determine why the user did not convert, and whether the user should be categorized as a near convert for potential retargeting.

Thus, such analysis of the interaction between the user and the agent determines, based on a threshold (i.e., probability of sale), whether the user was a near-convert. In embodiments of the invention, the analysis is based at least in part on transcripts between the user and the agent. The user is categorized based on business intelligence (BI) that results from such analysis. User categories are selected for retargeting users who are near-converts, and users who may be future customers, via various channels including telephone, email, and so on.

Figure 1 is a block schematic diagram that shows an apparatus for tracking near conversions in user engagements according to the invention. Embodiments of the invention that are discussed herein concern user management in a sales and/or service environment, although those skilled in the art will appreciate that the invention has other applications. The apparatus shown in Figure 1 comprises an interaction engine 104. A user 102 and an agent 103 access the interaction engine 104 and interact with each other using the interaction engine 104. The interaction engine 104 uses any available channel, such as chat, telephone, or a combination of chat and telephone as the mode of interaction.
Once an agent 103 has finished interacting with a user 102, the user 102 is categorized into a converted user or a non-converted user. For purposes of the discussion herein, the converted user is defined as a user 102 with whom the agent 103 has been able to complete the transaction, where the transaction can be any of, for example, a sales transaction, resolution of service query, etc. For purposes of the discussion herein, the non-converted user is defined as a user 102 with whom the agent 103 was unable to complete the conversion. The users can be appropriately flagged by the agent 103 or by the analysis engine 101.

In embodiments of the invention, the analysis engine 101 accesses the transcripts of the interaction between the agent 103 and the non-converted user 102 in a textual format. If the interaction between the agent 103 and the non-converted user 102 includes a voice based interaction, e.g. over the telephone, Internet, or any other suitable channel, then a suitable mechanism is included for transcribing the interaction into textual format.

The analysis engine 101 analyzes the transcripts and, on the basis of this analysis, identifies near converted users. For purposes of the discussion herein, near converted users are those non-converted users who have a high probability of being converted. Near converted users may be re-targeted through various channels of interaction including, for example, an offline campaign, e.g. an email campaign. The analysis engine 101 can also use such analysis to target future users.

In another embodiment of the invention, the analysis engine 101 also analyzes the journeys of a sample set of users who have visited the sales and/or service environment. The sample set of users comprises converted users, non-converted users, and users who have been designated as near converted users. Based on the analysis, the analysis engine 101 builds a model that creates a correlation between the journeys, interactions and the type of user, e.g. converted/non-converted. In an offline process, all interactions are processed and potential near
converts are predicted using the method prescribed herein and their identity is stored in the database, for example through the use of one or more cookies. When the analysis engine 101 detects a user interacting with the online sales environment, a CRM dip is performed to determine if this user was a potential near convert in the past. If so, the user is offered a different visitor experience based on what was discussed in the user's previous interaction. The analysis engine 101 then modifies the visitor experience, such that the user may become a converted user. The modification may be in the form of introducing a mode for an agent to interact with the user, such as a chat window, a re-arrangement of the menu options, and any other suitable modification.

Figure 2 is a block schematic diagram that shows an analysis engine according to the invention. In embodiments of the invention, the analysis engine 101 comprises a database 201, a transcribing module 202, a text mining module 203, a controller 204, and a modeling engine 205. The controller 204 receives transcripts of agent interactions with the non-converted user 102 from the interaction engine 104. The transcripts are received by the controller 204 from the transcribing module 202, which transcribes voice interactions between the user 102 and the agent 103. In another embodiment of the invention, the controller 204 sends the transcript to the text mining module 203.

Initially, the text mining module 203 performs topic modeling, \textit{i.e.} a process that identifies relevant latent topics in a text corpus, to represent transcripts in terms of a set of \( N \) topics, where the value for \( N \) is chosen appropriately by experimentation. For purposes of the discussion herein, a topic is a distribution over the vocabulary, \textit{i.e.} all words in the transcripts. This is shown in Figure 3, which is a chat screen showing a sample chat represented as a distribution of topics according to the invention. All of the topics identified over the corpus are shown on the left side of Figure 3. Each topic shown is a mixture of the words with each word weighted according to its importance in that topic. For example, one can easily look at the second topic number 30 and connect it with 'account related issues' 31. A chat is represented as a set of such topics in Figure 3.
The text mining module 203 analyzes the transcripts of interactions over a period of time to obtain a topic model comprising N topics. The text mining module 203 uses a model such as, for example, Latent Semantic Indexing (LSI), Probabilistic LSI (PLSI), or Latent Dirichlet Allocation (LDA) to identify the topics that are present in the transcript. The controller 204 builds a probabilistic binary classifier, for example a logistic regression, in which sales conversion is a response variable, and in which the topics received from the text mining module are independent variables, and then determines weights for each of the topics.

\[ \text{Probability(Sale)} = f(\text{topic1}, \ldots, \text{topicN}) \]  

(1)

where the Probability of a Sale happening in a chat is modeled as a function of the topics identified for that chat.

On receiving a transcript, the text mining module 203 analyzes the transcript and identifies the topics that are present in the transcript. In embodiments of the invention, the text mining module 203 uses a model such as, for example, Latent Semantic Indexing (LSI), Probabilistic LSI (PLSI), and Latent Dirichlet Allocation (LDA) to identify the topics that are present in the transcript. The text mining module 203 identifies purchase and/or sale information that corresponds to the transcript by examining the disposition of the agent associated with the transcript. In embodiments of the invention, the disposition of the agent comprises such information as sale information in the transcript that indicates whether or not a sale was made. Such disposition is filled by the agent after the chat is over. For embodiments of the invention within the IVR domain, the IVR call is converted to text. The sale information for an IVR call is obtained by tracking the IVR journey. Sale information is logged as an IVR event which is used for creating a training sample. Similarly, for Web journeys, the sale information is tracked in the journey.
Based on the identified topics present in the transcript, the controller 204 scores the transcript. Here, the score is the probability of a sale convert. Hence, the score is between 0.0 and 1.0, inclusive, where the higher the probability, more chances are that this interaction was almost a convert, i.e. a near convert. Based on the score, the controller 204 classifies the transcripts as near convert users. In an embodiment of the invention, the controller 204 classifies transcripts having a high score as those related to a near converted user; whereas transcripts having a low score are classified as those related to users with a low chance of being converted. In embodiments of the invention, the threshold for deciding if a user is near converted user may also be decided by an authorized person or through active learning. In the case of retargeting by email campaigns, thresholding can also be appropriately determined based on the number of users that need to be targeted.

Near convert analysis

Figure 4 is a block schematic diagram that shows the training of a topic model according to the invention. A topical distribution of text chats is learned by training a topic model (LDA—Latent Dirichlet Allocation) 301 on a dataset of chats 201. Each topic, e.g. identified as Topic ID 1 – N, is a distribution over all the words in the chat corpus, e.g. WORD1 – WORDK, also referred to herein as the vocabulary of the corpus. As a result, a set of the topics present in the chat corpus 303 and a topic model 302 is produced, which then can be used to identify topic distribution in new chat texts.

Figure 5 is a block schematic diagram that shows the training of a probabilistic binary classifier, e.g. logistic regression for sale prediction according to the invention. A set of text chats is fetched from the database 201 along with sales response information. After end of each chat, call center agents indicate whether the sale was successful or not. Every chat is represented as a topic distribution 302, which forms feature matrix 401 for training. See, for example, the probability distributions for TOPIC1 - TOPICK as shown in Figure 5 against each of Chat ID
1 - N. A logistic regression model 402, or any other probabilistic binary classifier, is trained on the feature matrix using sales information as a response, and a near convert model is thus produced 403. A logistic regression is model that learns the mappings from the given topic distribution of the chat to its given sale response. Whenever a new non-converted chat of a user is given, the regression model associates a probability of sale, i.e. a score, to this new chat. This probability is then used to determine if the given user was a potential near convert.

Figure 6 is a block schematic diagram that shows the predicting of near-sale-converts based upon new text chats according to the invention. Every new chat which was non-convert, i.e. where a sale did not occur, is represented as a distribution of topics 501 using the topic model 302 and is classified by the near convert model 403. This process of topical representation is illustrated with an example in the Figure 3. The near convert model outputs the sale probability $S$ given the chat. If the value of $S$ is above a predetermined threshold $T$, then this chat is identified as a near convert. The threshold is determined by the number of near converts that are needed for retargeting. If the number of users to be retargeted is relatively high, then a threshold that is quite lower can be chosen. On the contrary, if the number is low, as in the case where it is desired that the probability of the near convert be as high as possible, the threshold can be set very high, e.g. $>0.6$.

Method for Identifying Near-Converted Users

Figure 7 is a flow diagram that shows a method (600) for identifying a user as a near-converted user according to the invention. In Figure 7, a user is identified as a near converted user and a suitable campaign is then planned for such near converted users. The analysis engine 101 receives (601) the transcripts from the interaction engine 104. If the transcripts are received by the analysis engine 101 in a voice format they are transcribed by the analysis engine 101.
The analysis engine 101 checks (602) if the user corresponding to the transcript has been converted, for example by checking the information present in the disposition of the agent responsible for the interaction. If the user has not been converted, the analysis engine 101 analyzes (603) the transcripts and identifies (604) the topics present in the transcript using the topic model that was built before in the corpus. This process is illustrated in Figure 3. Based on the topics present in the transcript, the analysis engine 101 scores (605) the transcript.

The analysis engine 101 also checks (606) if the score is above a predetermined threshold. In embodiments of the invention, the threshold for deciding if a user is near converted user may be decided by an authorized person. Further, the threshold can be readjusted based on the users who were retargeted by active learning. Active learning takes the feedback of the user at run time, e.g. how did the user react to a contextual invite or retarget, and incorporates the same to tune the model and/or threshold. If the score is above a threshold, the analysis engine 101 classifies (607) the user corresponding to the transcript as a near converted user.

In another embodiment of the invention, users who have had no interaction with an agent, but who have undertaken a journey related to a product or a service, such as by navigating across a Web site, are also classified as near converted users, based on their journey.

The various actions shown in Figure 7 may be performed in the order presented, in a different order or simultaneously. Further, in some embodiments of the invention, some of the actions shown in Figure 7 may be omitted.

Computer Implementation

The embodiments of the invention disclosed herein concern the optimization of ad words based on performance across multiple channels. This allows integration of various data sources to provide a better understanding of the user intent.
associated with user entered search terms. The embodiments disclosed herein can be implemented through at least one software program running on at least one hardware device and performing network management functions to control the network elements. The network elements shown in Figures 1 and 2 include blocks which can be at least one of a hardware device, or a combination of hardware device and software module.

Figure 8 is a block schematic diagram that depicts a machine in the exemplary form of a computer system 1600 within which a set of instructions for causing the machine to perform any of the herein disclosed methodologies may be executed. In alternative embodiments, the machine may comprise or include a network router, a network switch, a network bridge, personal digital assistant, a cellular telephone, a Web appliance or any machine capable of executing or transmitting a sequence of instructions that specify actions to be taken.

The computer system 1600 includes a processor 1602, a main memory 1604 and a static memory 1606, which communicate with each other via a bus 1608. The computer system 1600 may further include a display unit 1610, for example, a liquid crystal display (LCD). The computer system 1600 also includes an alphanumeric input device 1612, for example, a keyboard; a cursor control device 1614, for example, a mouse; a disk drive unit 1616, a signal generation device 1618, for example, a speaker, and a network interface device 1628.

The disk drive unit 1616 includes a machine-readable medium 1624 on which is stored a set of executable instructions, i.e. software, 1626 embodying any one, or all, of the methodologies described herein below. The software 1626 is also shown to reside, completely or at least partially, within the main memory 1604 and/or within the processor 1602. The software 1626 may further be transmitted or received over a network 1630 by means of a network interface device 1628.

In contrast to the system 1600 discussed above, a different embodiment uses logic circuitry instead of computer-executed instructions to implement processing
entities. Other alternatives include a digital signal processing chip (DSP), discrete circuitry (such as resistors, capacitors, diodes, inductors, and transistors), field programmable gate array (FPGA), programmable logic array (PLA), programmable logic device (PLD), and the like.

It is to be understood that embodiments may be used as or to support software programs or software modules executed upon some form of processing core (such as the CPU of a computer) or otherwise implemented or realized upon or within a machine or computer readable medium. A machine-readable medium includes any mechanism for storing or transmitting information in a form readable by a machine, e.g. a computer. For example, a machine readable medium includes read-only memory (ROM); random access memory (RAM); magnetic disk storage media; optical storage media; flash memory devices; electrical, optical, acoustical or other form of propagated signals, for example, carrier waves, infrared signals, digital signals, etc.; or any other type of media suitable for storing or transmitting information.

Although the invention is described herein with reference to the preferred embodiment, one skilled in the art will readily appreciate that other applications may be substituted for those set forth herein without departing from the spirit and scope of the present invention. Accordingly, the invention should only be limited by the Claims included below.
CLAIMS

1. A computer implemented method for user analysis, comprising:
   connecting a user and an agent to an interaction engine;
   tracking interactions between the user and the agent with the interaction engine;
   categorizing the interaction between the user and the agent into categories;
   flagging, based on the categories, the user for retargeting; and
   retargeting the user based on the flagging of the user.

2. The method of Claim 1, wherein said retargeting attempts to convert a user who is potentially interested in a good or service into a user who actually purchases the good or service.

3. The method of Claim 1, wherein said interactions comprise inquiries about a product or service, and a service call.

4. The method of Claim 1, further comprising:
   analyzing interactions between said user and said agent to determine why the user did not convert, and whether the user should be categorized as a near convert for potential retargeting.

5. The method of Claim 1, further comprising:
   analyzing interactions between said user and said agent to determine, based on a threshold, whether the user is a near-convert.

6. The method of Claim 1, further comprising:
   analyzing said interactions based on transcripts between said user and said agent.
7. The method of Claim 1, further comprising:
   selecting categories for retargeting users who are near-converts via any of
   a plurality of channels.

8. A method for tracking near conversions in user engagements, comprising:
   providing an interaction engine by which a user and an agent interact with
   each other, said interaction engine using any of a plurality of available channels
   as a mode of interaction;
   wherein said interaction engine is configured for categorizing said user
   into a converted user or a non-converted user;
   wherein a converted user is a user with whom the agent has been able to
   complete a transaction; and
   wherein a non-converted user is a user with whom the agent was unable
   to complete the transaction.

9. The method of Claim 8, wherein said analysis engine is configured for
   accessing transcripts of interactions between said agent and said non-converted
   user in a textual format; and
   wherein said analysis engines is configured for analyzing said transcripts
   to identify near converted users.

10. The method of Claim 9, further comprising:
    providing a mechanism for transcribing a voice based interaction between
    said agent and said non-converted user into textual format.

11. The method of Claim 8, wherein said analysis engine is configured for
    analyzing journeys of a sample set of users, wherein said sample set of users
    comprises converted users, non-converted users, and users who have been
    designated as near converted users; and
    based on said analysis, said analysis engine builds a model that creates a
    correlation between the journeys and the type of user.
12. The method of Claim 11, wherein when said analysis engine detects user interaction, said analysis engine maps a type of user to one of a potential converted user, a potential non-converted user, or a potential near converted user by mapping a current journey of the user to said model; and

wherein said analysis engine then modifies a user experience to promote said user becoming a converted user.

13. The method of Claim 8, said analysis engine further comprising a text mining module that is configured for performing topic modeling to represent user and agent interaction transcripts in terms of a set of N topics, wherein a topic is a distribution over a vocabulary that comprises all words in the transcripts; and

wherein said text mining module analyzes said transcripts of interactions over a period of time to obtain a topic model comprising said N topics.

14. The method of Claim 13, wherein said analysis engine further comprises a control module that builds a model in which sales conversion is a response variable, and in which topics received from said text mining module are independent variables, wherein said control module then determines weights for each of the topics.

15. The method of Claim 14, wherein on receiving a transcript, said text mining module analyzes said transcript and identifies the topics that are present in the transcript;

wherein said text mining module identifies purchase and/or sale information that corresponds to the transcript by examining the disposition of the agent associated with the transcript, wherein the disposition of the agent comprises sale information in the transcript that indicates whether or not a sale was made.

16. The method of Claim 15, wherein based on the identified topics present in the transcript, the control module scores the transcript;
wherein based on the score, the control module classifies the transcripts as near convert users;
wherein transcripts having a high score are those related to a near converted user; and
whereas transcripts having a low score are classified as these related to users with a low chance of being converted.

17. A method for identifying a user as a near-converted user, comprising:
an analysis engine receiving one or more transcripts of user and agent interactions from an interaction engine;
said analysis engine checking if a user corresponding to the transcript has been converted by checking information present in the disposition of an agent responsible for the user interaction;
wherein if the user has not been converted, the analysis engine analyzes the transcripts and identifies topics present in the transcript;
wherein based on the topics present in the transcript, the analysis engine scores the transcript;
wherein the analysis engine checks if the score is above a predetermined threshold;
wherein if the score is above a threshold, the analysis engine classifies the user corresponding to the transcript as a near converted user.

18. The method of Claim 17, wherein users who have had no interaction with an agent, but who have undertaken a journey related to a product or a service by navigating across a Web site, are classified as near converted users, based on their journey.

19. The method of Claim 17, wherein a topical distribution of text chats is learned by training a topic model on a dataset of chats;
wherein each topic is a distribution over all the words in the chat corpus;
wherein a set of the topics present in the chat and a topic model is produced, for use to identify topic distribution in new chat texts.
20. The method of Claim 17, comprising:
   fetching a set of text chats from a database along with sales response
   information;
   one or more agents indicating whether a sale was successful or not after
   the end of each chat;
   using said sales information as a response variable in training logistic
   regression, wherein every chat is represented as a topic distribution which forms
   feature matrix for training; and
   training a logistic regression model on said feature matrix using said sales
   information as a response to produce a near convert model.

21. The method of Claim 17, further comprising:
   predicting near-sale-converts based upon new text chats, wherein every
   new chat is represented as a distribution of topics using a topic model and is
   classified by a near convert model;
   wherein said near convert model outputs a sale probability S given the
   chat;
   wherein if the value of S is above a predetermined threshold T, then the
   chat is identified as a near convert; and
   wherein said threshold is determined by a number of near converts that
   are needed for retargeting.
Sharon Warren - phone ******
Yes I bought the ****** bill was a good one. Will I be billed monthly?
I'd like to keep my phone please. OK I'll proceed
I know my account name. I'm trying to find the login screen. Very slow
OK I'm in
Just getting my password
Right, I'm in my account but can't see an option to upgrade mobile
I clicked on mobile plans now they want me to open an account
I seem to be getting somewhere
Yes well I was all set for BYO and now I'm being shown all new phones
Pretty confusing website
yes from your link
I'm reading all the extra stuff
Yes I think I'm going to go, it's just a straightforward ****** phone. Nil extra
****** Order number
Sharon Warren ****** Account Shazilawagga****** thanks for your help
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CHAT ID | TOPIC 1 | ... | TOPIC K
---|---|---|---
1 | 0.01 | 0.20 | ... | 0.14
2 | 0.37 | 0.15 | ... | 0.09
... | ... | ... | ... | ...
N | 0.45 | 0.06 | ... | 0.11
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Flowchart:

1. Receive transcripts (601)
2. Has the user been converted? (602)
   - Yes: Exit
   - No: Analyze the transcripts (603)
3. Analyze the transcripts
   - Identifies topic distribution present in the transcript and predict probability of sale as score (604)
4. Score the transcript (605)
5. Is the score greater than a threshold? (606)
   - No: Exit
   - Yes: Classify the user as a near converted user (607)

**FIGURE 7**
FIGURE 8